
Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol. 14(3) 2022 , pp  Math. 89–100 
 
 
 
 
 
 
 
 
 
 
 

 

∗Corresponding author: Karwan Hama Faraj Jwamer 

Email addresses: karwan.jwamer@univsul.edu.iq 

Communicated by ‘sub etitor’ 

Asymptotic behavior of Eigenvalues and Eigenfunctions of 

T.Regge Fractional Problem 

 Karwan Hama Faraj Jwamera*, Hozan Dlshad Hilmib 

a* Department of Mathematics, College of Science, University of Sulaimani, Corresponding 

author: E-mail: karwan.jwamer@univsul.edu.iq  

b Department of Mathematics, College of Science, University of Sulaimani, E-mail: 

hozan.mhamadhilmi@univsul.edu.iq 

A R T I C L E  I N F O 

Article history: 

Received: dd /mm/year 

Rrevised form: dd /mm/year 

Accepted : dd /mm/year 

Available online: dd /mm/year 
 

Keywords: 

Regge Problem; 

Fractional differential; 

Fractional Integral;  

Fractional Boundary problem; 

Eigenvalue T.Regge; 

Eigenfunction T.Regge 

  

 

A B S T R A C T 

         The asymptotic behavior of eigenvalues and eigenfunctions of 

T.Regge fractional boundary value problem has been shown, and we state 

and prove some theorems for many results, also some necessary 

definitions and results. In this paper, we look into a group of fractional 

boundary value problem equations involving fractional derivative 

fractional orders 𝛼 ∈ (1,2]  and 𝑡 ∈ [0, 𝑎]  with two boundary value 

conditions. We will which are important to state and prove those 

theorems; our primary findings are illustrated using examples. 
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1. INTRODUCTION 

Fractional calculus is a strong tool for describing the memory and inherited features of 

various materials and processes.[1]–[3], It has applications in biology, chemistry, 

viscoelasticity, anomalous diffusion, fluid mechanics, acoustics, control theory, and other 

fields of science and engineering. Fractional differential equations were implicated in a family 

of integro-differential equations with singularities in these applications.[3-6].The existence 

and uniqueness theorems for fractional ordinary differential equations were introduced.[4] 

Several analytical or numerical approaches for solving fractional differential equations were 

proposed previously, such as [2], [5]and [6], In this paper, we study the asymptotic behaviuor 

of eigenvalues and eigenfunctions for the fractional boundary value problem, as is known [5] 

, supported on the interval [0, 𝑎] is related to the study of the Regge spectral problem on this 

interval. This problem has the form 

− 𝐷𝑥
𝛼

0
𝐶 𝑦(𝑥) + 𝑞(𝑥)𝑦(𝑥) = 𝜆2𝑝(𝑥)𝑦(𝑥);               𝑥 ∈ [0, 𝑎], 1 < 𝛼 ≤ 2                          (1.1) 

𝑦(0) = 0,               𝑦′(𝑎) − 𝑖𝜆𝑦(𝑎) = 0,                                                                                          (1.2) 

such that  𝑞(𝑥), 𝑝(𝑥) ∈ 𝐿+ [0, 𝑎], where  𝐿+ [0, 𝑎]  is the set of all integrable function 

𝑓(𝑥) 𝑜𝑛 [0, 𝑎] 𝑎𝑛𝑑 0 <  𝑚 ≤ 𝑓(𝑥) ≤ 𝑀 < ∞ , and 𝛼 ∈ (1,2] , and   𝜆 is a spectral 

parameter, 𝑞(𝑥), 𝑝(𝑥) are integrable functions. And 𝑦(𝑥) ∈ 𝐶[0, 𝑎], 𝐷𝑥
𝛼

0
𝐶 𝑦(𝑥) ∈ 𝐶3[0, 𝑎]. 

Let L be a linear operator defined on some set of elements as element 𝑦 ≠ 0  is called 

eigenfunctions of L if  𝐿𝑦 = 𝜆𝑦.   , the number 𝜆 is called an eigenvalue of operator 𝐿. 

In another representation the number 𝜆 is called an eigenvalue of operator 𝐿 if there exists in 

the domain of definition of the operator 𝐿 a function 𝑦 ≢ 0 such that 𝐿𝑦 = 𝜆𝑦.   

One of the simplest operators which is frequently encountered in applications is an operator of 

the form 

𝐿 ≡ −
𝑑2

𝑑𝑥2 + 𝑞(𝑥) , 

where the function 𝑞(𝑥) will be assumed real and, to begin with, continuous on some interval 

[𝑎, 𝑏] For this operater the set of elements (functions) 𝑦(𝑥) mentioned above is determined by 

the obvious differentiability condition and also by certain conditions on the boundary of the 

interval [𝑎, 𝑏] [7] . 
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1. PRELIMINARIES CONCEPTS   

1.1. Preliminaries 

        In this section, we present some definitions, lemmas and theorems, which are required for 

our work. 

Definition 1.1 [4] The Gamma function is defined by the integral formula 

𝛤(𝑧) = ∫ 𝑡𝑧−1∞

0
𝑒−𝑡 𝑑𝑡 ,   𝒛 ∈ ∁  

The integral converges absolutely for 𝑅𝑒(𝑧) > 0. 

Definition 1.2 [8](Fractional Integral of Order 𝜶 ) for every 𝛼 > 0 and a locally integrable 

function ℎ(𝑡), the right FI of order 𝛼 is defined:  

 𝑎𝐼𝑡
𝛼ℎ(𝑡) =

1

Γ(𝛼)
∫  

𝑡

𝑎

(𝑡 − 𝑠)𝛼−1ℎ(𝑠)𝑑𝑠,  − ∞ ≤ 𝑎 < 𝑡 < ∞                                                    (1.3) 

Alternatively, it can be defined also the left FI by: 

 𝑡𝐼𝑏
𝛼ℎ(𝑡) =

1

Γ(𝛼)
∫  

𝑏

𝑡

(𝑠 − 𝑡)𝛼−1ℎ(𝑠)𝑑𝑠,  − ∞ < 𝑡 ≤ 𝑏 ≤ ∞   .                     

Properties 1.1 [8].Let 𝑓(𝑥), ℎ(𝑥) ∈ 𝐿1[0, 𝑎] are continuous functions 𝑎, 𝑏 ∈ 𝑅, and 𝑛, 𝑚 > 0, 

then: 

i)   𝐼𝑎
𝑛(𝐼𝑎

𝑚𝑓(𝑥)) = 𝐼𝑎
𝑚(𝐼𝑎

𝑛𝑓(𝑥)) = 𝐼𝑎
𝑛+𝑚𝑓(𝑥) 

ii) 𝐼𝛼
𝑛(𝑎𝑓(𝑥) + 𝑏ℎ(𝑥)) = 𝑎𝐼𝛼

𝑛𝑓(𝑥) + 𝑏𝐼𝛼
𝑛ℎ(𝑥) 

Definition1.3 [9](Fractional Derivative of Order 𝛼) for every 𝛼, and 𝑚 = ⌈𝛼⌉ the Riemann-

Liouville derivative of order 𝛼 can be defined as: 

 𝑎𝐷𝑡
𝛼ℎ(𝑡) =

1

Γ(𝑚 − 𝛼)

𝑑𝑚

𝑑𝑡𝑚
∫  

𝑡

𝑎

(𝑡 − 𝑠)𝑚−𝛼−1ℎ(𝑠)𝑑𝑠                                                                 (1.4) 

Definition 1.4 [8]Let 𝛼 > 0,  𝑚 = ⌈𝛼⌉. The Caputo derivative operator of order 𝛼  and 𝑓(𝑡) 

be 𝑛 −times differentiable function, 𝑡 > 𝑎 is defined as  

 𝑎
𝐶𝐷𝑡

𝛼ℎ(𝑡) =
1

Γ(𝑚 − 𝛼)
∫  

𝑡

𝑎

(𝑡 − 𝑠)𝑚−𝛼−1 (
𝑑

𝑑𝑠
)

𝑚

ℎ(𝑠)𝑑𝑠                                                            (1.5) 

Or                                    𝑎
𝐶𝐷𝑡

𝛼ℎ(𝑡) =
1

𝛤(𝑚−𝛼)
∫  

𝑡

𝑎

ℎ𝑚(𝑠)

(𝑡−𝑠)𝛼−𝑚+1 𝑑𝑠 . 
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Remark1.1 [4], [10]The Relation between integration and differentiation of the Caputo 

operator of order 𝛼 are given as shown : 

•  The Caputo derivative of fractional integral is 

 𝐶𝐷𝑎
𝛼(𝐼𝑎

𝛼𝑓(𝑡)) = 𝑓(𝑡)                                                                                                                          (1.6) 

• The fractional integral of Caputo derivative is  

𝐼𝑎
𝛼( 𝐶𝐷𝑎

𝛼𝑓(𝑡)) = 𝑓(𝑡) − ∑  

𝑚−1

𝑛=0

(𝑡 − 𝑎)𝑛

𝑛!
𝑓(𝑛)(𝑎),                                                                           (1.7) 

From the above we got   𝐶𝐷𝑎
𝛼(𝐼𝑎

𝛼𝑓(𝑡)) ≠ 𝐼𝑎
𝛼( 𝐶𝐷𝑎

𝛼𝑓(𝑡)) 

2.  From the above definitions and properties, we have the Caputo fractional derivative is not 

equivalent with (Riemann-Liouville) fractional derivative but their fractional integral are 

equivalent. 

1.2. Relation between Caputo 𝛼 order derivative and Riemann-Liouville 𝜶 

order derivative. [4], [8] 

Let 𝑛 ∈ ℕ, 𝛼 ∈ [𝑛 − 1, 𝑛). And let 𝑓(𝑥) be a function such that  𝑐𝐷𝑎
𝛼𝑓(𝑥) and 𝐷𝑎

𝛼𝑓(𝑥) exist. 

Then the relation between the (R-L) and the Caputo derivatives is given by: 

 𝑐𝐷𝑎
𝛼𝑓(𝑥) = 𝐷𝑎

𝛼𝑓(𝑥) − ∑  𝑛−1
𝑘=0

(𝑥−𝑎)𝑘−𝛼

Γ(𝑘+1−𝛼)
𝑓(𝑘)(𝑎)                                                                            (1.8)   

Definition 1.5 [7] (EIGENVALUES AND EIGENFUNCTIONS) 

Let L be a linear operator defined on some set of elements as element 𝑦 ≠ 0  is called 

eigenfunctions of L if  𝐿𝑦 = 𝜆𝑦 , the number 𝜆 is called an eigenvalue of operator 𝐿. 

In another representation the number 𝜆 is called an eigenvalue of operator 𝐿 if there exists in 

the domain of definition of the operator 𝐿 a function 𝑦 ≢ 0 , such that 𝐿𝑦 = 𝜆𝑦.   

Definition1.6[11] A normed space  𝑋 is a vector space with a norm defined on it, A Banach 

space is a complete normed space. 
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Definition 1.7 [11]The vector space 𝐶[𝑒, 𝑑] of the complex-valued continuous functions 

defined on a closed interval [𝑒, 𝑑] is Banach space with respect to the following norm  

‖𝑣‖
𝐶[𝑒,𝑑] = 𝑚𝑎𝑥𝑥∈[𝑒,𝑑] |𝑣(𝑥)|   , 𝑣 ∈ 𝐶[𝑒, 𝑑]. 

Lemma 1.1 [12]:  

Let 𝛽 > 0 and 𝑛 = [𝛽] + 1, then the solutions to the equation  𝐷𝑡
𝛽

 0
𝐶 ℎ(𝑡) = 0 is given by  

ℎ(𝑡) = 𝑐0 + 𝑐1𝑡 + 𝑐2𝑡2 + ⋯ + 𝑐𝑛−1𝑡𝑛−1 , where 𝑐𝑖 ∈ 𝑅 , 𝑖 = 0,1,2, … , 𝑛 − 1 are some 

constants, If assume that  ℎ ∈ 𝐶𝑛[0, 𝑎],then  𝐼𝛽 𝐷𝑡
𝛽

 0
𝐶 ℎ(𝑡) = ℎ(𝑡) + 𝑐0 + 𝑐1𝑡 + 𝑐2𝑡2 + ⋯ +

𝑐𝑛−1𝑡𝑛−1  for some constants 𝑐𝑖 ∈ 𝑅 , 𝑖 = 0,1,2, … , 𝑛 − 1. 

Lemma 1.2 [13]  Let 𝑦(𝑥) ∈ 𝐶(0, 𝑎]  with 1 < 𝛼 ≤ 2 Then the solution of the boundary 

value problem (1.1)-(1.2) is  

 𝑦(𝑥) =
1

𝛤(𝛼)
∫ (𝑥 − 𝑡)𝛼−1𝑥

0
(𝑞(𝑡) − 𝜆2𝑝(𝑡))𝑦(𝑡)𝑑𝑡 +  𝑥

1

𝛤(𝛼)(𝑎𝑖𝜆−1)
∫ (𝛼 − 1 − 𝑖𝜆𝑎 +

𝑎

0

𝑖𝜆𝑡) (𝑎 − 𝑡)𝛼−2(𝑞(𝑡) − 𝜆2𝑝(𝑡))𝑦(𝑡)𝑑𝑡                 

Or     𝑦(𝑥) =
1

𝛤(𝛼)
∫ (𝑥 − 𝑡)𝛼−1𝑥

0
(𝑞(𝑡) − 𝜆2𝑝(𝑡))𝑦(𝑡)𝑑𝑡 +  𝑥𝜔 

Where   𝜔 =
1

𝛤(𝛼)(𝑎𝑖𝜆−1)
∫ (𝛼 − 1 − 𝑖𝜆𝑎 + 𝑖𝜆𝑡)

𝑎

0
(𝑎 − 𝑡)𝛼−2(𝑞(𝑡) − 𝜆2𝑝(𝑡))𝑦(𝑡)𝑑𝑡    .             

2. ASYMPTOTIC BEHAVIORS OF EIGENVALUES AND 

EIGENFUNCTIONS   

      In this section we will define the fractional operator related to theT.Regge differential 

equation with fractional boundary conditions and the weight function 𝑝(𝑥) ≡ 1 and show the 

asymptotic behavior for Eigenvalues and Eigenfunctions. 

Definition 2.1: [14] Denoting the fractional T.Regge operator as 

 ℒ𝛼,𝑥: = − 𝐷𝑥
𝛼

0
𝐶 + 𝑞(𝑥)  

Remember the T.Regge problem is  

 −𝑦′′(𝑥) + 𝑞(𝑥)𝑦(𝑥) = 𝜆2𝜌(𝑥)𝑦(𝑥),                        0 ≤ 𝑥 ≤

𝑎,                                                  (2.1) 

        𝑦(0) = 0,          𝑦′(𝑎) − 𝑖𝜆𝑦(𝑎) = 0,                                                                                       (2.2) 

Consider the fractional T.Regge equation  ℒ𝛼,𝑥𝑦(𝑥) = − 𝐷𝑥
𝛼

0
𝐶 𝑦(𝑥) + 𝑞(𝑥)𝑦(𝑥) 

 And      ℒ𝛼,𝑥𝑦(𝑥) + 𝜆2𝑝(𝑥)𝑦(𝑥) = 0 .                                                                                           (2.3)        
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Where 𝑝(𝑥) > 0 and 𝑝(𝑥) , 𝑞(𝑥) are real valued continuous functions in the interval [0, 𝑎] , 

𝛼 ∈ (1,2] with the following boundary conditions  

𝐷0
𝛼𝑦𝜆(𝑎) − 𝑖𝜆𝐼0

2−𝛼𝑦𝜆(𝑎) = 0                                                                                                            (2.4) 

𝐷0
𝛼𝑦𝜆(𝑎) − 𝑖𝜆𝐷0

𝛼−1𝑦𝜆(𝑎) = 0                                                                                                           (2.5) 

Property 2.1. [14]Operators𝐼𝑎+
𝛼 , 𝐼𝑏−

𝛼 , 𝐷𝑎+
𝛼 , 𝐷𝑏−

𝛼 ,  𝑐𝐷𝑎+
𝛼 , and  𝑐𝐷𝑏−

𝛼  are satisfy the following  

1. ∫  
𝑏

𝑎
𝑓(𝑥)𝐼𝑎+

𝛼 𝑔(𝑥)𝑑𝑥 = ∫  
𝑏

𝑎
𝑔(𝑥)𝐼𝑏−

𝛼 𝑓(𝑥)𝑑𝑥 , 

2. ∫  
𝑏

𝑎
𝑓(𝑥)𝐷𝑏−

𝛼 𝑔(𝑥)𝑑𝑥 = ∫  
𝑏

𝑎
𝑔(𝑥)𝑐𝐷𝑎+

𝛼 𝑓(𝑥)𝑑𝑥 +

∑  𝑚−1
𝑘=0 (−1)𝑚−𝑘𝑓(𝑘)(𝑥)𝐷𝑚−𝑘−1𝐼𝑏−

𝑚−𝛼𝑔(𝑥)|
𝑥=𝑎

𝑏
, 

3. ∫  
𝑏

𝑎
𝑓(𝑥)𝐷𝑎+

𝛼 𝑔(𝑥)𝑑𝑥 = ∫  
𝑏

𝑎
𝑔(𝑥)𝑐𝐷𝑏−

𝛼 𝑓(𝑥)𝑑𝑥 + ∑  𝑚−1
𝑘=0 (−1)𝑘𝑓(𝑘)(𝑥)𝐷𝑚−𝑘−1𝐼𝑎+

𝑚−𝛼𝑔(𝑥)|
𝑥=𝑎

𝑏
 

Theorem 2.1. If 𝐼0
2−𝛼𝑦𝜆(0) = 0, 𝐷0

𝛼−1𝑦𝜆(0) = 0 then Eigenvalues of Fractional Boundary 

Value Problem (FBVP) given by 2.3, 2.4 and 2.5   are only real or imaginary parts. 

Proof: Assume that 𝜆 , �̅� (�̅� 𝑖𝑠 𝐿𝑎𝑚𝑏𝑑𝑎 𝑐𝑜𝑗𝑢𝑔𝑎𝑡𝑒) are an eigenvalue for problem 2.3, 2.4 and 

2.5   and 𝑦(𝑥), �̅�(𝑥) are corresponding eignfunctions.  

So we have  ℒ𝛼,𝑥𝑦(𝑥) + 𝜆2𝑝(𝑥)𝑦(𝑥) = 0  

And              𝐼0
2−𝛼𝑦𝜆(0) = 0   ,                    𝐷𝑥

𝛼−1
0
𝐶 𝑦𝜆(0) = 0 ,     

𝐷𝑥
𝛼

0
𝐶 𝑦𝜆(𝑎) − 𝑖𝜆𝐼0

2−𝛼𝑦𝜆(𝑎) = 0   , 𝐷𝑥
𝛼

0
𝐶 𝑦𝜆(𝑎) − 𝑖𝜆 𝐷𝑥

𝛼−1
0
𝐶 𝑦𝜆(𝑎) = 0 ,   

And we have  

ℒ𝛼,𝑥�̅�(𝑥) + �̅�2𝑝(𝑥)�̅�(𝑥) = 0  ,                                                                                                          (2.6) 

And        𝐼0
2−𝛼�̅��̅�(0) = 0   ,                    𝐷𝑥

𝛼−1
0
𝐶 �̅��̅�(0) = 0     ,                                                        (2.7) 

𝐷𝑥
𝛼

0
𝐶 �̅�𝜆(𝑎) + 𝑖�̅�𝐼0

2−𝛼�̅��̅�(𝑎) = 0   , 𝐷𝑥
𝛼

0
𝐶 �̅��̅�(𝑎) + 𝑖�̅� 𝐷𝑥

𝛼−1
0
𝐶 �̅��̅�(𝑎) = 0                                 (2.8) 

We multiply equation 2.3 by �̅�(𝑥) and equation 2. 6 by 𝑦(𝑥) we get  

�̅�(𝑥)ℒ𝛼,𝑥𝑦(𝑥) + 𝜆2𝑝(𝑥)𝑦(𝑥)�̅�(𝑥) = 0  Implies that �̅�(𝑥)ℒ𝛼,𝑥𝑦(𝑥) + 𝜆2𝑝(𝑥)|𝑦(𝑥)|2 =

0                 (2.9) 

And  𝑦(𝑥)ℒ𝛼,𝑥�̅�(𝑥) +  �̅�2𝑝(𝑥)𝑦(𝑥)�̅�(𝑥) = 0     

𝑦(𝑥)ℒ𝛼,𝑥�̅�(𝑥) +  �̅�2𝑝(𝑥) |𝑦(𝑥)|2 = 0                                                                                          (2.10) 

Subtract equation 2.9 𝑎𝑛𝑑 2.10 to obtain 
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 𝑦(𝑥)ℒ𝛼,𝑥�̅�(𝑥) − �̅�(𝑥)ℒ𝛼,𝑥𝑦(𝑥) = (𝜆2 −  �̅�2)𝑝(𝑥)|𝑦(𝑥)|2 

 From this equality we obtain   (𝜆2 −  �̅�2)𝑝(𝑥)|𝑦(𝑥)|2 = �̅�(𝑥) 𝐷𝑥
𝛼

0
𝐶 𝑦(𝑥) − 𝑦(𝑥) 𝐷𝑥

𝛼
0
𝐶 �̅�(𝑥). 

Integrating both sides of the above equation from 0 𝑡𝑜 𝑎 , we have  

(𝜆2 −  �̅�2) ∫ 𝑝(𝑥)|𝑦(𝑥)|2

𝑎

0

𝑑𝑥 = ∫ �̅�(𝑥) 𝐷𝑥
𝛼

0
𝐶 𝑦(𝑥) − 𝑦(𝑥) 𝐷𝑥

𝛼
0
𝐶 �̅�(𝑥)

𝑎

0

𝑑𝑥 

Use properties 2.1 and note that the right-hand side of the integrated equality contains only 

boundary terms, we obtain the above equation is equal to  

(𝜆2 −  �̅�2) ∫ 𝑝(𝑥)|𝑦(𝑥)|2𝑎

0
𝑑𝑥 = −[ 𝐷𝑥

𝛼−1
0
𝐶 𝑦(𝑥) 𝐷𝑥

𝛼
0
𝐶 �̅�(𝑥) − 𝐷𝑥

𝛼−1
0
𝐶 �̅�(𝑥) 𝐷𝑥

𝛼
0
𝐶 𝑦(𝑥)] +

[ 𝐷𝑥
𝛼

0
𝐶 �̅�(𝑥)𝐼0+

2−𝛼𝑦(𝑥) − 𝐷𝑥
𝛼

0
𝐶 𝑦(𝑥)𝐼0+

2−𝛼�̅�(𝑥)]|
0

𝑎
, 

  

(𝜆2 −  �̅�2) ∫ 𝑝(𝑥)|𝑦(𝑥)|2𝑎

0
𝑑𝑥 = −[ 𝐷𝑥

𝛼−1
0
𝐶 𝑦(𝑎) 𝐷𝑥

𝛼
0
𝐶 �̅�(𝑎) − 𝐷𝑥

𝛼−1
0
𝐶 �̅�(𝑎) 𝐷𝑥

𝛼
0
𝐶 𝑦(𝑎)] +

[ 𝐷𝑥
𝛼

0
𝐶 �̅�(𝑎)𝐼0

2−𝛼𝑦(𝑎) − 𝐷𝑥
𝛼

0
𝐶 𝑦(𝑎)𝐼0

2−𝛼�̅�(𝑎)] + [ 𝐷𝑥
𝛼−1

0
𝐶 𝑦(0) 𝐷𝑥

𝛼
0
𝐶 �̅�(0) −

𝐷𝑥
𝛼−1

0
𝐶 �̅�(0) 𝐷𝑥

𝛼
0
𝐶 𝑦(0)] − [ 𝐷𝑥

𝛼
0
𝐶 �̅�(0)𝐼0

2−𝛼𝑦(0) − 𝐷𝑥
𝛼

0
𝐶 𝑦(0)𝐼0

2−𝛼�̅�(0)], 

From boundary condition we get  

 𝐼0
2−𝛼𝑦𝜆(0) = 0   ,     𝐷𝑥

𝛼−1
0
𝐶 𝑦𝜆(0) = 0   , 𝐼0

2−𝛼�̅��̅�(0) = 0   ,      𝐷𝑥
𝛼−1

0
𝐶 �̅��̅�(0) = 0         

Now  

(𝜆2 −  �̅�2) ∫ 𝑝(𝑥)|𝑦(𝑥)|2𝑎

0
𝑑𝑥 = −[ 𝐷𝑥

𝛼−1
0
𝐶 𝑦(𝑎) ⋅ 𝐷𝑥

𝛼
0
𝐶 �̅�(𝑎) − 𝐷𝑥

𝛼−1
0
𝐶 �̅�(𝑎) ⋅ 𝐷𝑥

𝛼
0
𝐶 𝑦(𝑎)] +

[ 𝐷𝑥
𝛼

0
𝐶 �̅�(𝑎). 𝐼0

2−𝛼𝑦(𝑎) − 𝐷𝑥
𝛼

0
𝐶 𝑦(𝑎). 𝐼0

2−𝛼�̅�(𝑎)], 

Finally, from the boundary conditions we have  

𝐷𝑥
𝛼−1

0
𝐶 𝑦𝜆(𝑎) = 𝐼0

2−𝛼𝑦𝜆(𝑎)   , 𝑎𝑛𝑑     𝐷𝑥
𝛼−1

0
𝐶 �̅��̅�(𝑎) = 𝐼0

2−𝛼�̅��̅�(𝑎)   ,     

using the boundary conditions (2.5), and (2.8) we obtain 

(𝜆2 −  �̅�2) ∫ 𝑝(𝑥)|𝑦(𝑥)|2𝑎

0
𝑑𝑥 = −[ 𝐷𝑥

𝛼−1
0
𝐶 𝑦(𝑎) ⋅ 𝐷𝑥

𝛼
0
𝐶 �̅�(𝑎) − 𝐷𝑥

𝛼−1
0
𝐶 �̅�(𝑎) ⋅ 𝐷𝑥

𝛼
0
𝐶 𝑦(𝑎) −

𝐷𝑥
𝛼

0
𝐶 �̅�(𝑎). 𝐷𝑥

𝛼−1
0
𝐶 𝑦(𝑎) + 𝐷𝑥

𝛼
0
𝐶 𝑦(𝑎). 𝐷𝑥

𝛼−1
0
𝐶 �̅�(𝑎)] , 

(𝜆2 −  �̅�2) ∫ 𝑝(𝑥)|𝑦(𝑥)|2𝑎

0
𝑑𝑥 = 0. 

And since 𝑦(𝑥) is a non-trivial solution and 𝑝(𝑥) > 0 
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so we infer that  (𝜆2 −  �̅�2) = 0 →(𝜆 − �̅�)(𝜆 + �̅�) = 0 

If 𝜆 − �̅� = 0 ⇒ 𝜆 = �̅� ⇒  𝜆 is real number 

and if 𝜆 + �̅� = 0 ⇒ 𝜆 = −�̅� ⇒ 𝜆 is complex number          ∎ 

Theorem 2.2. If 𝐼0
2−𝛼𝑦𝜆(0) = 0, 𝐷0

𝛼−1𝑦𝜆(0) = 0 then eigenfunctions, corresponding to distinct 

eigenvalues of Fractional Boundary Value Problem (FBVP) given by2.3, 2.4 and 2. 5 are 

orthogonal w.r.t. weight function 𝑝(𝑥) on [0, 𝑎] that is 

∫  
𝑏

𝑎

𝑝(𝑥)𝑦𝜆1
(𝑥)𝑦𝜆2

(𝑥)𝑑𝑥 = 0        , 𝜆1 ≠ 𝜆2 

When functions 𝑦𝜆𝑗
correspond to eigenvalues 𝜆𝑗 . 

Proof: The proof is similar to theorem 2.1. 

Theorem 2.3 if the Eigenvalues of Fractional Boundary Value Problem (FBVP) given by2.3, 

2.4 and 2. 5 are only real or imaginary part and 𝐼0
2−𝛼𝑦𝜆(0) = 0, 𝐷0

𝛼−1𝑦𝜆(0) = 0then  
ℒ𝛼,𝑥�̅�(𝑥)

�̅�(𝑥)
=

ℒ𝛼,𝑥𝑦(𝑥)

𝑦(𝑥)
  .  

Proof: The proof is similar to theorem 2.1. 

Theorem 2.4 if the Eigenvalues of Fractional Boundary Value Problem (FBVP) given by2.3, 

2.4 and 2. 5  are only real or imaginary part and 𝐼0
2−𝛼𝑦𝜆(0) = 0, 𝐷0

𝛼−1𝑦𝜆(0) = 0 then  

 
ℒ𝛼,𝑥(𝑢)

𝑢
=

ℒ𝛼,𝑥(𝑣)

𝑣
   , where 𝑦(𝑥) = 𝑢(𝑥) + 𝑖𝑣(𝑥). 

Proof: The proof is similar to theorem 2.1. 

Corollary 2.1 If  
ℒ𝛼,𝑥(𝑢)

𝑢
=

ℒ𝛼,𝑥(𝑣)

𝑣
 then the eigenvalues of fractional boundary value problem 

given by 2.3, 2.4 and 2.5 are only real or imaginary part. 

Proof: The same as theorem 2.4 

Corollary 2.2 If the eigenvalues of fractional boundary value problem (FBVP) given 2.3, 2.4 

and 2.5, are only real or imaginary parts then 𝐼𝑚(𝑦(𝑥))ℒ𝛼,𝑥𝑅𝑒(𝑦(𝑥)) =

𝑅𝑒(𝑦(𝑥))ℒ𝛼,𝑥𝐼𝑚(𝑦(𝑥))   

Proof: Similar to theorem 2.4 assume 𝑅𝑒(𝑦(𝑥)) = 𝑢(𝑥) and 𝐼𝑚(𝑦(𝑥)) = 𝑣(𝑥) 
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Corollary 2.3 If 𝐼𝑚(𝑦(𝑥)) 𝐷𝑥
𝛼

0
𝐶 𝑅𝑒(𝑦(𝑥)) = 𝑅𝑒(𝑦(𝑥)) 𝐷𝑥

𝛼
0
𝐶 𝐼𝑚(𝑦(𝑥)) then the eigenvalues of 

Fractional Boundary Value Problem (FBVP) given by 2.3, 2.4 and 2.5 are only real or 

imaginary parts.  

Proof: Similar to corollary 2.2   

Proposition 2.5: The eigenvalues of fractional boundary value problem (FBVP) given by2.3, 

2.4 and 2.5 are only real or imaginary parts if and only if 

𝐼𝑚(𝑦(𝑥))ℒ𝛼,𝑥𝑅𝑒(𝑦(𝑥)) = 𝑅𝑒(𝑦(𝑥))ℒ𝛼,𝑥𝐼𝑚(𝑦(𝑥)).   

Proof: Adding corollary 2.2 and 2.3 obtain the proof. 

Example 2.1: consider the Boundary value problem 

{
𝐷𝑥

𝛼𝑦(𝑥) + 𝜆𝑦(𝑥) = 0 ,        1 < 𝛼 ≤ 2

𝑝𝑦(0) − 𝑟𝑦′(0) = 0 ,   𝑞𝑦(1) + 𝑠𝑦′(1) = 0
                         

Solution: In our problem 𝑝 = 1 , 𝑟 = 0 , 𝑠 = 1 , 𝑞 = 𝑖𝜆 and let 𝜆 ∈ 𝑅 

If = 0 , letting the general solution 𝑢(𝑥) = 𝐴 + 𝐵𝑥 satisfy the boundary conditions we obtain 

𝐴 = 𝐵 = 0 i.e the problem only has zero solution. 

If ≠ 0 , letting the general solution is 

𝑦(𝑥) = 𝐵𝑥𝐸𝛼,2(−𝜆2𝑥𝛼) and [𝑖𝜆𝐸𝛼,2(−𝜆) − 𝜆𝐸𝛼,1(−𝜆)𝐵] = 0                      

The coefficient determined is  

𝑖𝜆𝐸𝛼,2(−𝜆) = 𝜆𝐸𝛼,1(−𝜆)𝐵 → 𝐵𝐸𝛼,1(−𝜆) = 𝑖𝐸𝛼,2(−𝜆) →𝐵 = 𝑖
𝐸𝛼,2(−𝜆)

𝐸𝛼,1(−𝜆)
 

So the solution is 𝑦(𝑥) = 𝐵𝑥𝐸𝛼,2(−𝜆2𝑥𝛼) = 𝑖𝑥
𝐸𝛼,2(−𝜆)

𝐸𝛼,1(−𝜆)
𝐸𝛼,2(−𝜆2𝑥𝛼)    .     

CONCLUSIONS   

In this work, fractional boundary value problem (T.Regge problem for fractional order) 

has been studied. The T.Regge Problem for fractional order has some behavior of eigenvalues 

and eigenfunctions. The asymptotic behavior for eigenvalues and eigenfunctions for fractional 

order T.Regge problem have been investigated. We got some result for eigenvalues that are 

the results prove the accuracy of the work. 
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