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Abstract. In this paper, we consider the classH(y, @) consisting of analytic function with

positive coefficients. We obtain some geometric properties, like, arithmetic mean, some
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1. Introduction and Definitions.

Let Tdenote the class of functions:

fz)=z+ Z a,z" , (1.1)
n=2

which are analytic andunivalentin U = {z:z € C and |z| < 1}.

Let H denote the subclass of T consisting of functions of the form:

f2)=z+ Z a,z", (@, =0n€eN={12..)(12)
n=2

A function f € T is called univalent starlike of order g (0 < B < 1) if f is satisfies the condition

Re {Zf (Z)} > B, (zeU).

f(2)
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Also a functionf € Tis called univalent convex of order (0 < 8 < 1) if f is satisfies the
condition
zf "(Z)}
Reil1l + —; >pF, (zeU).
{ Fa ) vev

Definition 1.1[5]. The Gaussian hypergeometric function defined by,F; and is defined by

= (@n(b)n

c), n! ’
2,70,

,c>b>0and c>a+b.lIt is well known (see[2]) that under the

;Fplab;cz) =

I'(a+n)
where (a), = @

conditionsc > b >0 and ¢ > a + b, we have

 (@n(b)n ,  T(I(c—a—b)
. (), n! 2= I'(c—a)(c—b)"

n=

Definition 1.2. Let f € H be of the form (2.1). Then the Hohlov operatorF (a, b, c¢) is defined by

means of Hadamard product below

F(a,b,c)f(z) = z ,F (a,b; c; z) * f(z)
' @na s
s (@ny (=D
(a,b,c €Ny, c #Z; ={0,-1,-2,...};z € U).
The same operator have been studied by Atshan [4] on a class of univalent functions.
Definition 1.3. The Hadamard product of the two functions F(a, b, c)f given by (1.3) and

gz)=z+ Z b,z" (1.4)
n=2

=z+e

(1.3)

is defined by

(g*F(a,b,)(H))(@) =z+ Z T, a,bz",

_ (@n-1(b)n-1

where NS o (1.5)

Definition 1.4. A function f € H is said to be in the class H(y, a) if satisfies the condition
R @ @b OD) @) +r2 9+ Flab () <Z>} >a,  (16)

v (g*Flab,c)(f)@+A-y)
where0 <a<1,0<y<1.
Lemma 1.1.[3]If ¢ = 0,then Rew > aifandonlyif |w — (1 + )| < |w + (1 — a)|, wherew
be any complex number.
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2. Coefficient Bounds.

We obtain here a necessary and sufficient condition to be the functionf (z) in the

classH (y, a).

Theorem 2.1. Let f € T. Then f € H(y, «) if and only if
Zan[y(n—a—1)+1]anbn <l-a, 2.1)
n=2

where Iy, is defined by (1.5)and 0 < o < 1,0 <y <1,z € U. The result is sharp for the
function
l1—«a

f(Z):Z+an[y(n—a—1)+1]bnzn'

Proof .Suppose that the inequalities (2.1) holds true and let |z| = 1, in view of (1.6), we need

to prove that Re(w) > a , where

(g2 F@b () @ +yz(g=F@b ) @
v (g+F@b(N) @+ -7

14+ > Thnly(n—1) + 1]a, byz™!

n=2

14+ ) Tpynaybyznt

n=2
_A(2)
B(z)
By Lemma 1.1, it suffices to show that
|A(z) —(1+ a)B(2)| — |A(2) + (1 — a)B(2)| < 0.

Therefore , we obtain
|A(z) — (1 + a)B(2)| — |A(2z) + (1 — a)B(2)|

<a+ z Tonly(n—1)+1— 1+ a)yla, bylzl™ - 2 - @)

n=2

o]

+ Z Tonly(m—1)+1+ 1 —a)yla, by|z™?

n=2
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=a+Zan[y(n—2—a)+1]anbn—(2—a)

+ Z Ipynly(n—a)+1]a, b,

n=2

=2a—2+2an[2yn—2ya—2y+2]anbn

n=2

=Zan[y(n—a—1)+1]anbn—(1—a)SO,

n=2
by hypothesis. Then by maximum modulus Theorem, we have f € H(y, ). Conversely , assume
that

{(g «F(a,b,c)(f)) (2) +7 z (g + F(a,b,c)(f)) (z)}
v (9% F(a,b,O)(f)) @+ A —7)

J 1+ i C,nly(n—1) + 1]a, bnznll
n=2

>a, (2.3)
I 1+Z I',yna,b,z"1 J

n=2
we can choose the value of z on the real axis and let z — 17, through real values, so we can
write (2.3) as

Zan[y(n—a—1)+1]anbnS(l—a) .

Finally , sharpness follows if we take
l—a
rynly(n—a—-1)+1]b,
Corollary 2.1. If f(z) € H(y,«). Then
l1—a

an_r [ n—a—1 +1lb, ,n=273, ...
Theorem 2.2.Let the function f(z) defined by (1.1) be in the class H(y, «). Then

1- 1-

Ty -o i AT A prrep :xr 21T, b,

The result is sharp for the function f(z) given by

f(z)=z+

zZ",n=23,.. . (2.4)

r2.(2.5)

1—a

f(z)=z+ 2y (1 —a) + 21050, z2.
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Proof. Letf(z) € H(y, ) . Then by Theorem (2.1), we have

Hence

i < 1—-«a
" =T2yA—a) + 2IT,b,

n=2

@I <12+ ) anlal™ (2l =7 <1)

o0
2
<r+r Zan

n=2

<r+ 1-a 2 2.6
STty =@+ 200, (2:6)

Similarly, we obtain

o]

@Iz lzl= ) ay 2"

=2

n
o0
Zr—rZZan

n=2

> 1-a 2(2.7)
=" T yA—a) +2IT,h,

From bounds (2.6) and (2.7), we get (2.5).
Theorem 2.3.Let the function f(z) defined by (1.1) be in the class H(y, a). Then

1—«a
[y(1 —a) + 1]I';b,

1- l1-a <|If@|<1+
[y(1 —a) + 1]T';b, r=lf@ls

r.(2.8)

The result is sharp for the function f(z) given by

1—«a

f(2)=z+ =)+ 1]F2b222'

Proof.Let f(z) € H(y, «) . Then by Theorem (2.1), we have

Hence

i < 1—a
" =Ty —a) + 1T,b,

n=2

F@l<it+ ) ez
n=2

1—«
(1 —a) + 1ITb,

<1+ (2.9)
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Similarly, we obtain
F@I=11= apn
n=2
1—a
>1-— (2.10)

YT -+ 150,
From bounds (2.9) and (2.10), we get (2.8).
Theorem 2.4.Let the function f;, defined by

frl@=z+ z An g 2"
n=2
be in the class H(y, «) for every k = 1,2,3, ..., £. Then the function
w(z)=z+ Z e, z" ,(e, =0,n€EN),
n=2

also belongs to the class H(y, a) , where

1w
en = Ez In e
k=1

Proof. Since f;, € H(y, @), if follows from Theorem (2.1), that

Zan[y(n—a—1)+1]an,kbnS 1-a),

n=2

forevery k =1, ..., £. Hence

0 © £

1
zrnn[y(n—a—1)+1]enbn = zrnn[y(n—a—1)+1] b, ZZ“""‘
n=2

n=2 k=1

t
Y-w=t-a,

k=1

<

| -

which shows that w(z) € H(y, a).
Theorem 2.5. Let the function fj(z), (j = 1,2) defined by

fj(z)=z+Zan,jzn, G=12)

be in the class H(y, «). Then the function

T(z) =z+ Z:(afl’1 +aZ,)z",
n=2
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also belong to the class H(y, €), where

- 21— a)?[y(n—1) + 1] —nl,, byly(n—a —1) + 1]?
€= 2y(1 —a)? + nl',, by[y(n —a —1) + 1]?

Proof. We must find the largest € such that

o0

> Iynly(n—e-1)+1]b,

n=2

- (a2, +a%,) <1

Since fj(2), (j = 1,2) belong to the class H(y, «) , we have

i I'2n?[y(n—o—1) + 1]?b2 /i I'pynfy(n—oa—1)+ 1] b,

n=2 n=2 \
A2 an_lsk - am/I <1

and

i I'2n%[y(n—o—1) + 1]?b2

( e
" 2 S knz an'Z/I < 1.

(1 — a)? nz

Hence , we have

1 (T2 n2[y(n—o— 1) + 1]2b2

25( a7 > Gt nz) <1

n=2

T(z) € H(y,¢) ifand only if

Z.O:an[y(n—e—l)+1]b
1—¢€

n1+an2)<1

n=2
Therefore , we need to find the largest e such that
I,n[y(n—e—1)+1] b, - 2 n%[y(n—o—1) + 1]?b2

1—¢€ - (1—a)?
From (2.11) , we have

21— a)?[y(n—1)+ 1] = nl,, byly(n—a —1) + 1]?

€= 2y(1—a)? +nl',, by[y(n —a—1) + 1]?

The concept of neighborhood of analytic functions was first introduced by Goodman [5] and

(2.11)

Ruscheweyh [7] investigated this concept for the elements of several famous subclasses of analytic
functions and Altintas and Owa [1] considered for a certain family of analytic functions with
negative coefficients.
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Now, we define the (n, §) —neighborhood of a function f € H by

Ny s(f) ={kEH:k(z)=z+chzn and anan -, £6,0<56 <1},(2.12)
n=2 n=2

for the identity function e(z) = z, we have

Nn,g(e)={k€H:k(z)=z+chzn and ancnIS(S}.
n=2 n=2

Definition 1.5. A function f € H is said to be in the class H(y, a) if there exists a function
k € H(y, a) such that

@—1|<1—,8 (zeU,0<B<1).

k(z) T
Theorem 2.6.1f k € H(y, a) and

g1 ) [2y(1 = a) + 2]T,c,

B 22y(1—a) + 2T, — (1 —a) °

Then N, 5(k) € H(y, @) .

Proof.Let f € N, s(k). We want to find from (2.12) that

o0
anan—cnlsd,
n=2

which readily implies the following coefficient inequality

00

> lan —cal <3
an —cnl <3

n=2

Next , since k € H(y, a) in view of Theorem (2.1) such that

(2.13)

i < 1—«
“=yd-a) + 200

n=2
So that
f( Z |an_cn|
s
VA o0
1—2 Cn

- §[2y(1—a)+ 2], —(1—a)
=2 [2y(1 — @) + 2]T,c, B

Thus by Definition (1.5) , f € H(y, a)for  given by (2.13).

1-8.

90



Journal of AL-Qadisiyah for computer science and mathematics
Vol.6 No.2 Year 2014

Waggas.G/Huda.K
Theorem 2.7.Let r real number such that r > —1. If f € H(y, a) , then the function F defined by

F(z) = r:—rlfztr‘lf(t)dt,
0

also belong to H(y, a).
Proof. Let

f(z) = z+§anzn.

n=2

Then from the representation of F, it follows that
F(z)=z+ Z d,z",
n=2
where d,, = %an . Therefore using Theorem (2.1) for the coefficients of F, we have

z Iynlyn—a—-1)+1]d, b,
n=2

- r+1
=Zan[y(n—a—1)+1](r+n)anbnS1—a

n=2
Since % <1land f € H(y,a). Hence F € H(y, a).

aly(n—-2)+1]

Theorem 2.8.Let0 <a <1,0<y <1.ThenH(y,a) c H(y,t) where t = Vet

Proof. Let the function f(z) given by (1.2) belong to the class H(y, @). Then , by using Theorem
2.1., we get

i nly(n—a—1) + 1]

n=2

e I'ya, b, <1.

In order to prove that f € H(y, ), we must have

i nly(n—7—-1) + 1]

=2

=}

e r,a,b,<1. (2.14)
Note that (2.14) satisfies if
nlyln—-7r—-1)+ 1|l nlylm—a—-—1)+ 1|
[y( ) + 1], < [y( ) + 1], , 2.15)
1—-1 1—«a
aly(n—-2)+1]

from (2.15), we havewhere t = :
y(n-2)+1
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Theorem 2.9. Let

f(z)=z+ Z a,z",(z)=z+ anzn
n=2 n=2
belong to H(y, a). Then the Hadamard product of fand [ given by
(FxD@D=2+) anfus"
n=2

belong to H(y, a).
Proof. Since f and (1 € H(y, a), we have

ilnmn—a—murnfnla -1

1—«a

and

1—«a

i In[y(n—a—1)+ l]Fnanlfn <1
n=2

and by applying the Cauchy —Schwarz inequality , we have

i [n[Y(n_a_l)‘l'l]Fn an fn ]W

1—«a

0 1/2 o 1/2
nly(n—o—1) + 1], f,, nly(n—oa—-1)+ 1], a,
P e e R e e

However , we obtain

= —a—1) + 1T, /ay, fx
Z[”M“ oDt ) ]mg.
Now , we want to prove
Z ln[v(n - (;:i) + 1]rnlanfn <1

n=2

Since

S n[y(n—a—1)+1]Fn - n[Y(n_a_1)+1]rn anfn
Z[ ]anfn—z “

11—« - 1—-«a

e

n=2 n=2

Hence , we get the required result.
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