
Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol. 14(4) 2022 , pp  Comp. 82–91 
 
 
 
 
 
 
 
 
 
 
 
 

 

∗Corresponding author: Athman Dhiya Abdulsatar 

Email addresses: Email: Athman.satar@qu.edu.iq 

Communicated by  

The Development and Challenges of Face Alignment: A survey 

Athman Dhiya Abdulsatara, Ali Mohsin Aljuboorib 

a Department of Mathematics, faculty of Computer Science and Information Technology, University of Al-Qadisiyah, Iraq 
Email: Athman.satar@qu.edu.iq 
b Department of Mathematics, faculty of Computer Science and Information Technology, University of Al-Qadisiyah, Iraq.  
Email: Ali.mohsin@qu.edu.iq 
 

A R T I C L E  I N F O 

Article history: 

Received: 10 /10/2022 

Rrevised form: 25/11/2022 

Accepted : 28 /11/2022 

Available online: 01/12/2022 
 

Keywords: 
Face alignment  
Facial landmarks 
computer vision 

 

A B S T R A C T 

Finding the face key-points location or which is also called Face alignment has gotten a lot of 
interest in the last twenty years because of its wide range of applications in the major of 
automatic face analysis. Nonetheless, this task has proven an extremely challenging task in an 
unconstrained environment because of multiple confusing factors, such as occlusions, position, 
illumination, and expression. However, this task is still an open problem, even though 
researchers still developing a great many techniques to face the challenges of this problem, in 
this survey, a critical review of the current literature in the face alignment field had already 
been presented focusing on those methods tackling the total of this topic's challenges and 
difficulties under uncontrollable circumstances. Especially, the existing face alignment 
techniques have been categorized existing referring to more than the type of categorizing. Then 
represent a survey of the recent related works in face alignment and lastly, we discuss the 
general steps of the face alignment system. 
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1. Introduction  

"Fiducial facial points" that also called predefined face landmarks, which is mostly centered on or around the face 
parts such as the nose, chin, mouth and eyes (fig1). Finding the location facial points, otherwise called face alignment, 
it has received a lot of attention in the last fifteen years. and there are at least two reasons for that, first reason that 
face analysis, face makeup, Age estimation, face mask detection, expression recognition, estimation of the head pose, 
and many other important facial tasks can get benefit from localized facial points in an accurate manner The second 
reason, in the last years it achieves some level of success, finding the key-points task has a lot of challenges in 
unconstrained environments for that it's still an so far to be solved in the field of computer vision still attracts the 
researchers. Face alignment is considered as a very substantial and fundamental intermediary step for many following 
face analysis such as “biometric recognition” and the analysis and prediction of the mental state of humans. These 
tasks can be different in the needed landmarks type and the number of them, also the way that it going to be used it.  
First, a brief explanation of face alignment has been given with some examples of face alignment tasks, challenges, 
and methods. 
Second, General face alignment system steps have been stated and explained 
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Lastly, a review of the most recent face alignment algorithms has been made. 

 

Fig. 1-  Face landmarks. 

2. Face alignment tasks 

Face alignment is a very important step in many facial tasks and application is considered as a stepping stone for 
many facial vision tasks. Here some specifics of the regular tasks that depend on face alignment:  
 

• Face recognition :  face alignment can be considered as a step of  face recognition system,[2] using face 
alignment in face recognition applications gives good accuracy even with various head poses[3, 4] 

 
• Age estimation: the apps that guesstimate the age need a robust alignment system detect the face’s landmarks 

in accrue manner so they can study human faces properties and the size of the measurement for it. it also can 
be used to model the Age features [5] 

 
• Face makeup : face alignment is used in the makeup applications to align the face module with the face of the 

user by using the projected face points(dots) on the user’s face which is have to be very correct and accrue 
on the face of the user to get the best result [6] 

These apps, and many others that haven't been mentioned, encourage the construction of a reliable and robust face 
alignment system.  
 

3. Challenges  

Under unobligated conditions the face alignment problem was treated wonderfully and some of its techniques were 
very close to human performance, but, this task is overmuch challenging and a huge step from solving, because of the 
huge level of Variability in faces structures that is caused by either innate dynamic features of the face elements like 
the nose and eyes. Also could be caused by changes in the environment. In specific, the following factors have an 
important impact on the face apparition and also have an impact on state of “facial features”: 

• Pose: facial landmarks and features will be different between the images with different poses (e.g., upside 
down, profile, front face, and one side face) fig. 2 (a). 

• Expression: eyes, mouth, eye bows, etc. are sensitive to the change in the face expression for instance when 
someone laugh it will change the shape of eyes and mouth fig.2 (b). 

• Illumination: the varying in the light intensity, distribution of the source and the light spectra can change the 
look of the faces remarkably and lead to a lost in the texture of the face components fig.2 (c). 
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• Occlusion: occlusion makes a huge challenges in face alignment when it appears in face images which is 
captured in unlimited conditions for instance the mouth will be hidden by the face mask during the covid-19 
period fig.2 (d). 

Fig. 2. shows these challenges from Helen database[7], a perfect face alignment system have to be capable to deal with 
these factors and there challenges. 

Fig. 2- Challenges from Helen database (a) Pose; (b) Expression; (c) Illumination; (d) Occlusion. 

 

In the past five years, a great development has been noticed in applications of face alignment and the research 
conducted on it, despite this, there is no survey that collects and compares these studies. The major aim of that 
research paper is to provide a inclusive and critical review for 2D images face alignment methods and to address the 
challenges and the difficulties unrestricted environment. 

4. Overview 

Face alignment is a long history computer vision problem and it has a big number of approaches to deal with it, with 
varied levels of effectiveness. Overall, face alignment may be characterized as the challenge of looking across a face 
image for predetermined face key-points which’s known as the face shape too, face alignment process started from 
rough initial shape and go ahead step by step by estimate face shape till the convergence. Two provenance of inputs 
over this search process are needed which are the shape information and the facial appearance. The shape 
information seeks to formally represent the spatial relationships among the positions of face key-points to guarantee 
that the assessed face key-points can compose the right shape of the face, even though some methods does not use 
the “shape information” in straightforward way, the combination between these two is so common.[7] Before 
everything, categorizing the methods is going to help to understand the methods holistically by using the shape 
information and the appearance information, for that pattern recognition basic modeling principles are followed and 
the available methods are almost divided into two categories: generative methods and discriminative methods.[8] 
that is going to be discussed in section 5. 
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5. Face alignment methods  

5.1 Generative methods: 
Which is also called AAM, a generative models has to be built for the appearance and the face shape. These methods 
formulate the face alignment as an optimization problem in order to find the appearance and the shape parameters 
and that will generate a face model an example of getting the most appropriate trial face. The face appearance can be 
represented by local image patches which are centered on the face points or by warped face (whole face).[7]These 
methods use shape model PDM which is training from AAM manual labels, it’s models the global intensity variation of 
facial appearance which already been shape-normalized in AAM two generative models are being employed, and it 
need to estimate shape and appearance parameters both while the AAM-based fitting. [9] 

5.2 Discriminative methods: 
Which is also called BAM these methods infer the target location from the appearance of the face directly.  That will 
be done typically via using a global shape model to adjust its predictions in addition to make the independent local-
regressor or detector learn for each of the facial points, or deducing the whole face shape via learning a Vectorial-
regression function directly, in the time of which the shape constraint encoded implicitly [7] 
Use shape model PDM which is training from BAM manual labels   
Whilst, BAM will learn classification boundary among the right warped photos and wrong warped photos optimally 
in a much known boosting framework. And by comparing it to AAM it takes better advantage of the facial image which 
is labeled manually, and the reason for that, is it not learning only from the appearance of right alignment like AAM 
does, it also learns from the appearance of the wrong alignment. 
When a Comparison BAM to AAM algorithms  has been represented when there are partial occlusion, the BAM 
algorithm is more disposed to be strong and the reason for that is the local rectangular features and that’s why BAM 
will improve the accuracy, efficiency, and robustness of face alignment in a great way [9] Differences between AAM 
and BAM has been presented in table 1. 

Table 1. Comparing between AAM and BAM 
 

Features  BAM AAM 

Appearance model Set of rectangular local features Eigen space of global intensity variation  

Shape model  PDM PDM 

Learning  Require more data, slow Require less data, fast 

Labels of learning appearance Perturbed and ground truth labels Labels of ground truth only 

Storage  7M Nm  

Estimated variables Shape parameters only Shape parameters and appearance 
parameters   
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Fig. 3- Popular approaches for face alignment methods 

 

The most recent studies on face alignment divided the face alignment methods into three or two categories which 
are the Holistic method, CLM, and the Regression-based method. Each method’s algorithm differs from the other in 
performance and speed.[10] Look at: table (2) 

 

Table 2. Comparison of the major facial landmark detection algorithms 

method Performance   Shape  Appearance Speed 

Holistic method Poor /good  Explicit Whole face Slow / fast 

CLM : Constrained Local 
Method 

Good Explicit    Local patch Slow / fast 

Regression-based method Good/very good  Implicit Local patch  
or whole face 

Fast / very fast 

 

In 2020, in Wuhan University, Kun Wang and Guosheng Zhao divided face alignment algorithms into three 
categories the first one is traditional 

Algorithms the second one is  cascade regression-based algorithms and the last category  is  deep learning-based 
algorithms[10] 
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6. General face alignment system steps: 

A face alignment system will be divided into sup stages [24]. Mainly it could be splitted into these parts: the first one 
face preprocessing then the shape initialization process, and finally the third one is feature extraction and shape 
prediction repeatedly. This architecture is only to shows the face alignment general steps, however not all 
components are obligatory in the practical work. For instance, the LBA method [25] does not include the face 
processing step. But the feature extraction and shape prediction process are important and they always play a big 
part in face alignment methods. But, the shape initialization and the face preprocessing may be ignored sometimes. 
At the same time, for all the face alignment systems there is an essential problems such as the balance between the 
efficiency and accuracy and the augmentation of training data. Fig. 4. 

 

Fig. 4. General steps of face alignment system 
 

7. Survey on the last face alignment methods   

In this survey some of the most recent face alignment methods has been represented with the dataset which tasted 
on with the NME on each one in table 3. The face alignment methods in the last recent years have moved towards 
the Discriminative methods for some reasons has been explained in section 5. 

Table 3. Shows the last methods on face alignment and the dataset that test the method on and the NME of 
each one. 

Authors methods dataset NME % year notes 

Jihua Huang 
Amir Tamrakar [11] 

ACE-Net 300-W  
 

1.32 2020 facial contour fine-level 
details are captured with 
higher accuracy, mostly in 
regions with the lake of 
annotations, density gap 
has been bridged , the 
accuracy of fine-level 
prediction has been 
improved. 

Romuald Perrot, Pascal 
Bourdon, David 
Helbert[12] 

Regression-based LFW, 
FaceWarehouse 

17.50% for 51 
landmarks  
29.50% for 68 
landmarks 
 

2020 The calculation of error 
rate was at 0.08 of the 
normalized error 
threshold. 

Xiaoguang Tu, Jian 
Zhao, Zihang Jiang, Mei 
Xie, Yang Zhao, Yao 
Luo,  Linxiao He, 
Zheng Ma, Jiashi 
Feng[13] 

2D-Aided 
Selfsupervised 
Learning (2DASL) 

AFLW-LFPA 
 

2.85 
 

2020 Images are picked from 
AFLW dataset according 
its face poses. 

Face 
preprocessing Shape 

initialization
Feature 

extraction
Shape 

prediction
output



Athman Dhiya Abdulsatar, Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol. 14(4) 2022 , pp  Comp. 82–91                                    7 

 

Abhinav Kumar, 
Wenxuan Mou,Ye 
Wang, Michael Jones, 
Toshiaki Koike-Akino, 
Xiaoming Liu, Chen 
Feng, Anoop Cherian, 
Tim K. Marks [14] 

LUVLi MERL-RAV, 
300-W, 
Menpo,  
COFW, 
AFLW-19, 

2.76 
2.10 
2.04 
2.57 
2.28 

2020 MERL-RAV a dataset 
collected by the authors 
from more than famous 
dataset. 

Arnaud Dapogny, 
Kevin Bailly, 
Matthieu Cord[15] 

Attentional 
Cascade with 
Doubly-Conditional 
fusion(AC-DC) 

WFLW 4.29 2020 This method is 
intertwining the facial 
landmark alignment tasks 
and the head pose 
estimation into an 
attentional cascade. 
 

Weidong Tian, Chao 
Geng, Qinmu Peng, 
Zhongqiu Zhao, Xijing 
Zhu, Cheng Ding  [16] 

MtSDM LFPW, 
Facewarehouse, 
Multiple, 
300 W, 
AFW& IBUG 
 

0.074227 
0.046438 
0.058352 
0.093305 
0.100799 
 

2021 This method is extending 
traditional SDM with the 
multiple-template SDM. 

 Xiantong Zhen , 
Mengyang Yu, Zehao 
Xiao, Lei Zhang,Ling 
Shao[17]  

HORNet (End-to-
End) 

CelebA,  
MAFL, 
AFLW, 
300-W, 

2.75 
3.26 
1.81 
5.48 

2020 a HORNet has been 
presented as a method 
which is  shows a new 
compact multivariate 
learning architecture 
which is consist of a of a  
linear low rank layer and  
a nonlinear layer 
 

Jun Wan , Jun Liu,  
Zhihui Lai , 
Jie Zhou , 
Can Gao[18] 

HGs+MCG+HSR 300W, 
COFW, 
AFLW, 

3.74 
4.95 
1.3 

2020 this method exhibit a 
high-precision multi-
order hourglass network 
to handle the problem of 
face alignment in the 
extreme large poses and 
massive occlusions 
 

Chunze Lin, Beier Zhu, 
Quan Wang, Renjie 
Liao,  
Jie Zhou, 
Chen Qian, Jiwen 
Lu[19] 

SDFL WFLW 
COFW 
300W 
all 

4.35 
3.63 
4.18 
3.28 
 

2021 SDFL is a method that 
compels the detected 
facial points to be 
coherent and correct. 

Huiyu Mo, Leibo Liu_, 
Wenping Zhu, Qiang Li, 
Shouyi Yin, 
Shaojun Wei, [20] 

I-MDM 300W 3.07 2020 via combining the local 
patches by a minimum 
accuracy the IMDM 
remarkably decrease the 
memory storage and 
computational load 

 
 Hyunsung Park, Daijin 
Kim[21] 

ACN COFW 
300W 
Menpo 
 

3.83 
3.55 
2.11 

2020 ACN is considered as an 
accurate face alignment 
method and can work 
with the occlusion  it uses 
both the heatmap 
regression  which is  use 
spatial attention and also 
the coordinate regression 
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Lisha Chen, Hui Su, 
Qiang Ji[22] 

Softlabel,  300W 
Menpo  
COFW 
AFLW 

2.32 
2.27 
2.92 
2.87 

2019 Evaluation was on the 
challenges of high noise 
or low resolution  
 
 
 
 
 
 
  

KDN-Uniform,  300W 
Menpo  
COFW 
AFLW 

2.38 
2.19 
2.92 
2.91 

 

KDN-Gaussian 300W 
Menpo  
COFW 
AFLW 

2.21 
2.01 
2.73 
2.80 
 

 

Huabin Wang, Rui 
Cheng , Jian Zhou Liang 
Tao, Hon Keung 
Kwan[26] 

MSM 300-W 
COFW  
WFLW 

6.97 2021 eight-stacked hourglass 
modules 
used by network 
architecture 
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