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1. Introduction

Let G be a graph and the set of vertices and edges of G be denoted as V(G) and E(G) respectively. Throughout the
paper we consider only simple finite graphs. The degree of a vertex u € V (G) is denoted by deg(u) of G, if their is
no confusion we simply write it as d(u). Two vertices x and y are called adjacent if there is an edge connecting them
denoted by x~y. The connecting edge is usually denoted by xy. The degree of an edge xy is defined as the number of
edges connected to the edge, (i.e.) the number of edges connected to both x and y except the edge xy. By G €
G, (k,a) we mean that G is a graph with k vertices and a edges. The notations and terminologies used but not
clearly stated in this article may be found in [1]. Topological indices are the numerical values which are associated

with a graph structure.

Over the years many topological indices are proposed and studied based on degree, distance and other parameters
of graph. Some of them may be found in [7, 11]. Historically Zagreb indices can be considered as the first degree-
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based topological indices, which application into the many science chemical, physical and economical, etc. Various
studies related to group or ring theory aspects of the Z modulo via grah theory, more see that [3-11] and the
references therein. In 2018, Alwardi, A., et al., studied the entire Zagreb indices of graphs [2].

The objective of this paper is twofold. The inequality aspects of the sum two district order on Z,» modulo with order
them, where p is prime number. The Topological indices have been well studied in last years, some of them may be
found in [12-16, 20]. In 2013, the Zagreb indices were re-defined as first, second and third Zagreb indices by Ranjini
etal. [3]. Further, be seen as a special case of the generalized inverse sum index IS, ,(G) of a graph G proposed by
Buragohain et al. in [4].

2. Basic Concepts and Terminology

In what follows, we focus for topological index that will be needed in the subsequent considerations.
The Eccentric Connectivity index J¢ is defined as

3¢ =3°(G) =Yk, e(w)d; ,where e(u) = maxv € V(G)d(u,v).[14]

We try that gene;(ral of the Eccentric Connectivity index Jj is define as

3y =3y(6) = Z e(wd!,y eR.

i=1
The first general Zagreb index (or general Zeroth-order Randic' index) @, is defined as

K
-1 -1
Q=0,@ =) d =) (7 +d7)
i=1 i~j
where k is order of vertices and y € R [14].

The generalized Randic' index (or Connectivity index) R,, is defined as

14
R, = Ry(6) = ) (did)),
i~j
and y € R[14].
The general Sum-Connectivity index H, as
u
Ho=H,(6) = ) (di+ d)"

and i € R [15]. 7

3. Main Result

In the following section, we will investigate the concept of Z,, group via graph theory by define that by order laws.
Moreover, we founded the degree of special value of Z,, at p™, where p is prime number to power positive integer
number n.

Definition 3.1: Let G be a finite cyclic group. The group sum graph, denoted by G, (V,E) of G, is a graph with
V(G,) = xLEJG(x) and two distinct vertices x and y are adjacent in G, denoted by (x)~(y) if and only if 0(x) + O(y) =

0(G), where 0(G) the order of the group G. (i.e.)

VG, = U (x),

E(G,) = {xy| (x)~(y) ifand ony if O(x) + O(y) = 0(G), where x,y € G and x # y}.
Remark 3.2:
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If taking as (definition 3.1) O(x) + O(y) < O(G), where G is finite group of order n. We see that the graph is not
connected, because, there exist at least one element a such that, O(a)=0(G)

Therefore, 0(a) + 0(a;) > 0(G),V a; € G,1 <i < n, (i.e.) a is isolated-vertex, hence G is not connected.

Lemma 3.3: Every finite cyclic group hold the group sum graph are connected and cyclic graphs.

Proof: Suppose that G is finite cyclic group of order n > 2. Since G is a cyclic group, there is at least one element, say
a € G, which is generated G. Thus, O(a) = 0(G) = n, then O(a) + O0(a;) > n, where O(a;) = 1,V i.a; are distinct
elementsin G,i = 2, ..., n, therefore a adjacent to all a;,i = 2, ...,n.(a ~ a;, Vi), therefore any two vertices have path,
then G is connected.

Now, we see that O(e) = 1 and other vertices in G have order greater than or equal 2, (i.e.) 0(a;) = 2,V2 <i <n.
So that, 0(a;) + O(aj) >2,V1<i<j<n.(i.e) G, is cyclic graph (by[19]).

In the following lemma, starting via Z,, which is special case.

Lemma 3.4: If Z,, be a finite group of order a prime number p, then
6, (V(2,).E(2,)) = K,

where K, is complete graph of p vertices an

d @ edges.

Proof: We prove by contradiction. (i.e.), assume that G, (V(Zp), E (Zp)) # K, this means, there exists a two distinct
vertices u,, u, such that, wyu, € E(Z,).

Now, we see that, Z, ={0,1,.. ,p—1}. So that 0(0) =1 and O(a) =p for each a € Z, — {0}, therefore (By
definition 1)

Case1:0(0) +O(a) =1+p >p = 0a € E(Z,),Ya € Z, — {0}

Case2:0(a)+0(b)=p+p=2p=p=>ab€E(Z,),VabeZ,—{0}a#bh.

Contradiction with hypothesis. Then G, (V(Zp), E(Zp)) = K,
Now, notice the degree different when n > 2 follow as.
Proposition 3.5: If G, (V(sz), E(sz)), then

p(p—1) ifO(w) = p?
deg 0 = | ,
eg (W) p?—1 ifO(u) = p?
where u € V(sz) and p = 2 prime number.
Proof: Since Z 2 = {0,1,2,... ,p? — 1}, then Z,2 have three-sets distinict orders, which that

0(0) =1,0(») = 0(p,2p,3p, ..., (p — Dp) = p and O(ay,a, ..a,) = p*, where a; € Z2,1<i<aa=p*—[1+

(p—1)-times a—times

(-D]l=p-D.

Now, by (definition 1), we have

Case1: 0(0) + O0(p) = 1+p < 0(Z,2) =p* = Op € E(Z,2)
00)+0(@)=1+p?*>p*>q€ E(sz),vl <i<ga

Case2:0(p) + 0(a) =p+p?>p?= pa, €E(Z,2),V1<i<q,

which implies that, deg (0) = deg (p) = deg (2p) =+ =deg ((p — Dp) =p(p — 1).
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Case3: 0(a;) + 0(a;) =p* +p* >p* > a0, €E(Z,2),V1<ij<a,i#j, which implies that, deg(a;) = p* —
1,v1 < i < a. (Since the graph is simple graph)

p(p—1) ifo(u) # p?

deg(u) = {pz -1 if o(u) = p*

uev(z,z)
We give simple example describe that the group sum graph of p = 2, 3.
Example .1: (1) Z,2 = {0,1, 2, 3}

0(0)=1,0(1,3) =4and 0(2) = 2.

{2 ifO(u) # 4

deg (W) =13 o) =4

UEV(Zy)
(2)Z;2 ={0,1,...,8}
0(0)=1,0(1,2,4,57,8) =9

6—times
0(3,6) = 3.
2—times
6 ifO@W) #9
deg (u) = { . _
uev(z,) 8 ifo(w)=9

FIGURE 1B GRAPH A GRAHP

Proposition 3.6: 1f G, (V(Z,2), E(Z,3) ), then

{pz(p -1 ifo)#p?

deg W=1_1 " ifo) = p?

uev(z,3)
where p > 3 is prime number.

Proof: Since Z ;3 = {0,1,-- ,p® — 1}, then Z,3 have four sets distinct orders which that,

000)=1,0(p) =0, 2p,..,p* = Dp) =p*; 0(p*) =0 ®>2p%...,(p —Dp?) =p and 0 (a;,a,,...,a,) =p*,

1-times (p2-1)—times (p—1)-times a—times

where, a; € Z,3,0(a;) = pPVvi<i<aa=p*-[1+@*-1D]=p*@-1).

We see that, 0(p?) = p is suborder of O(p) = p? and p < p?,V = 3.
It is sufficient for taking O(p) = p? in the proof by (definition 3.1), we have
Case1: 0(0) + O(p) = 1+ p* < 0(Z,3) =p*> > Op 2 E(Z,3)
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000)+0(a)=1+p*<p*=0q,€E(Z3),Vi<i<a
Case2:0(p) +0(a) =p*+p3>p®=>paq; € E(Zps),vl < i < a, which implies that,
deg(0) = deg(p) = deg(2p) = -+ = deg ((p* — Dp) =p*(p — D).
Case 3:0(a)+0(q)) =p*+p®>p* > aq € E(Zps),v 1<ij<a,i#j, which implies that, deg(a;) = p3 —
1,v1 < i < a. [Since the graph is simple graph]
deg(u) = {pz(p -1 ifow) * pz
wev Zp3) p°—1 ifo(w) =p
Example .2:Z.: = {0, 1, ... , 26}
(2_(2) =1,0(3,6,12,15,21,24) = 9,0@ = 3 and

1-times 6—times 2—times
0Q@,2,4,5,7,8,10,11,13,14,16,17,19, 20, 22, 23, 25, 26) = 27.
18—times

FIGURE 2
18 ifO(w) # 27
deg) = iror
uEV(Z33) 26 lf(?(u) =27

Remark 3.7: In the previous example we notice that this graph to express by this formal, K;5 + S, where any v € K4

have O(v) = 27 and t € S have O(u) # 27.
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FIGURE 3

In general, we can to express for the graph G, (V(an), E(an)) by the formal K, n-1,_y) + S, where any v €
Kpn-1,_1) have O(v) = p™ and t € S have O(u) # p", p = 3 is prime number and n = 2 is positive integer number.
In the following theorem, we try generalized the power of p.

Theorem 3.8: In generalized, if G, (V(an), E(an)), then

"l(p—1) ifO() #p"
deg(u) = {p (P . )
e Wt =1 0@ =p”
where p > 3 is prime number and n = 2 is positive integer number.

Proof: We prove that, by mathematical induction, when n = 2,3 is satisfied in (Proposition 3.5, 3.6).

Now, assume that is hold whenever n and to prove that is satisfy, when n + 1. Since Z,» = {0,1, ... ,p™ — 1} where,

00)=10P) =0@®2p,..,@"*=p) =p" 1,0 (ay,a,..,a,) =p" , where a; € Zn,0(a) =p",V1<i<

(p™~—1-1)-times a-times

a,a =p"(p - 1.

_(p" -1 ifo) #p"
deg(u) = {p" -1 ifO(w) =p™

uev an

wherep = 3andn = 2.

Now, we prove that, Zn+1 = {0,1, ... ,p™** = 1}.
Then 0(0) = 1,0(p) = (p,2p, ..., P — Dp) = p™, 0 (ay, ay, ..., a,) = p™*?,

(p™—1)-times a-times

where a; € Z,n+1,0(q;) =p™*',V1<i<a a=p™' -[1+@"-D]=p"(-D.

Now, by (definition 3.1), we have
Case 1: 0(0) + O(p) = 1+ p" < p™**' = 0(Z,n+1) = Op & E(Z,n+1),

0(0)+0(a) =1+p™* >p™' = 0a; €E(Zyn+1),VI<i<a.

IA

Case2: O(p) + 0(a;) = p™ +p™*' > p™*' = pa; € E(Zn+1),¥1 < i < a, which implies that, deg (0) = deg (p) =

deg (2p) = -+ = deg ((p" — Dp) =p"(p — 1).
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Case3: 0(a;) + 0(a;) = p™* +p™** > p™**' = a;,a; € E(Zyn+1), V1 < i,j < a,i # j, which implies that, deg(a;) =

p™1— 1,V 1 < i < a.[Since the graph is simple graph]

P - 1) ifo()#p"
deg(u) = { . .
uEVg(gpn)) p"—1 ifO(u) = p™, wherep > 3,n > 2
Remarks 3.9

1-The Sum graph G+(Zy") is Hamilton graph because all its vertices are of degree = p/2 (by Dirak) .

2- The Sum graph G+(Zy) is Euler graph because all its vertices are of even degree.

4. Topological index of Z»
W Notice in this section, we will compute of the famous some generalized topological index with special cases.
Remark 4.1: The first general Zagreb index (or general Zeroth-order Randic' index) @, is defined as
k
Q =Qy(G) = Z dr = Z (dg/_l + d}/_l)'
i=1 i~j

where k is order of vertices.
Theorem 4.2: If G, (V(sz), E(sz)), then the first general Zagreb index is
Q =p@-Dp’@-D""+ @ -1)7]

Proof: The graph of G, (V(sz), E(sz)) have degree p? (Proposition 3.5), where p > 2 a prime number. we get

2

p
Q= 0Q,(2,2) = Z dl =[p(p = DI +[p(p = D" + -+ [pp - DI + 0> = )Y + (p> = 1)V + -+ (p*> = 1)¥

i=1 p— times p(p—1)— times

=plp( - DI" +p(@ - DIP* - DI

=plp— D" -1+ @* - 1)]
(Dify =12 =30 di=202€=30 = 3p(p — Dlp +p* 1]
@ify =20, =3I, df =iy di+d; =My =p(p ~ VP’ (p = 1) + ¢* ~ 17]
@)if y=3=Q =30, &} =32, d?+d? = F, =p(p— D[P’ - 1)* + (> = 1)°]
Remark 4.3:

(1) Letu € V(G), where G, is a finite simple graph of order (n # p ), where p is a prime number.

(1 ifo()

= IZnI
e ‘{2 ifO) # 12,

(2) The general of the Eccentric Connectivity index Jy, is define as
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o

3 =356 =) ewd],yer

i=1

Theorem 4.4: The Eccentric connectivity index of the graph G, (V(sz), E(sz)) is Sj(Zzz,) =p(p—-D[2p"(p —
D+ (? -]

Proof: From (Remark 4.3) and by Proposition (3.5), we get

35(z3) =2[lpp— DI + [p(p — D" + -+ [plp — DI +

p—times

1[p? =107 + -+ [P — 1]
p(p—1)—times

=pl-D2p"( -1+ (p* - 1)]

Remark 4.5: The generalized Randic' index (or Connectivity index) R,, is defined as
14
R, =R, (G) = z (did;)
i~j

Theorem 4.6: 1 G, (V(Z3), E(Z,2)), then
p(p—-1)

R, =(* -1 z (e -D@*+p-1-ip*-1)".
i=1
Proof: Suppose that S = {a;,q,, -+, g}, @ = p(p — 1),S € Z}, where a; € Z,2,0(a;) =p*>1<i<a.

We see that, every a; € S,1 < i < a is adjacent to all vertices belong to Z,z except itself. (Since the graph is simple
graph) M, (sz) =R,

2 2 2

P i -times i a
Ry = d(a) D d(i) = d(a)| +d(@)| ) d) - (dla) +d(@) + = +d(a D d =) d@)
i=1 i=1 i=1 i=1
Now, since d(a,) = d(ay) = -+ = d(a,) = d(a) = (p?> — 1) and Zf:l d@) =2¢

Ry = d(a) [(2¢ — d(@)) + (2¢ — 2d(a)) + -+ + (2¢ — ad(a))]

a—times

= d(a) [a(Z{’) —d(@) Z i

= d(a) [a(Zf) —d(a) wwz i = W)

i=1

= ad(@) [2¢ - a(@ (a ; 1)]
D +1
=pp-DE*-1 [[p(p -DE*+p-D]- @ - 1)M

So, in general, we get
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R, = (d(@))" [(2¢ —d(a))Y + (2¢ — 2d(a))" + -+ (2¢ — ad(a))"]

a—times

= @@ ) (@22~ id@)"

i=1
p(p-1)

R, = (p* - 1) Z (P -D@*+p-1 —i@?-1)

i=1

In Particular,
1 1 - . -1
(DR =% 77 = ap it (e~ D@* +p— D ~i(* - D)
iaj

1 - 1
(2) X(2,2) = R yre-y

1
= Qi) Jad;  JpE1 = Vpo-D(@2+p-1)-i(p?-1)

Remark 4.7: In [15] Zhou Trinajstic defined general Sum-Connectivity index H, as
u
H, =H,(G) = Z(di +d;)
i~j

Theorem 4.8: 1 G, (V(Z,2), E(Z,2)) then H, = % ,_; (d; + d;)"

u
=pp-D[2* -1 -D@*-D*+p ((p2 -1 +pp - 1)) l

2p2-p-1

Proof: Suppose that S = {a;,a, ...ac}, @ = p(p — 1),S € Z,2,q; € Z,2, where O(a;) =p*>,V1<i<a.

Since, every a; is adjacent to all vertices belongto Z,2,V 1 < i < a except itself. Then

H, = (d(ay) + d(ap)" + (d(ay) + d(a)" + -+ (d(a) + d(ap))" — (d(ay) + d(ap))”

a—times
+(da) +d(©)" + -+ (d(ap) +d((p - 1)p) )
p—times
+ (d(ay) + d(a)” + (d(ay) + d(a))" + -+ (d(ap) + d(ay))"

a—times

~[(d(a) +d(a)" + (d(ay) + d(a))"] + (d(az) + A(©)" + -+ (d(az) + d(p — Dp))"

p—times

+ (d(ag) + d(a)" + -+ (d(ag) + d(ay))" = [(d(ag) + d(a)" + -+ (d(ag) + d(ag))"]

+ (dag) +d(@)" + -+ (da,) +d((p - Dp))"
p—times
Now, since d(a,) = d(ay) = -+ =d(a,) =d(a) = (p*—1)
d0)=d@)=-=d(@p-Dp)=plp-1=a

H, = [(a = 1)(2d(a))* + p(d(a) + &)*] + [(a = 2)(2d(a))* + p(d(a) + &)¥] + -
+[(a = (@) (2d(a))* +p(d(a) + a)*]

H, = Z (a —i)(2d(a))* + ap(d(a) + a)*

[24
i=1
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a(a 1)

Since )2, (¢ —i) =

(a—1)
H, = a[ > d@)* +p(d(a) + a)“]

u
H,=p-D[2* -1 -D@*-D*+p ((p2 -1 +pp-— 1))
2p2-p-1

In particular,

MDifu=1=2H =M =Q,=plp-DP*@*-D+pe-D@P*+p-1)-@E*-DE@E-1+1)].

1(p@-1)-1)
(2) lf‘u =-1=2H_ 1= =H= Zl~] di+d; zp(p 1)[ p(ZZ 1) + 2p21—7p—1:|

(r(p-1-1) 4

(]
i Jara; - PP VD) Vp?-1  V2pP-p-1f

3)ifu = —% > MZ,2)=H_1=
2
Another method for compute the H; of Z 2.

Theorem 4.9: If G, (V(sz),E(sz)), then M;(Z,2) = Hy = %;;(d; + d;) = p(p — DIp*(@* - 1) +p(p —
DE*+p-D-@*-DEE-1)+1]

Proof: Suppose that S = {a;, ay, ...,az},a = p(p — 1),S € Z,2, @; € Zj, where O(a;)) =p*,V1<i<a
Since, every a; is adjacent to all vertices belongto Z,2,V 1 < i < a except itself. Then

Z 2

H, = Z (d(ay) +d(D) — (d(ay) + d(a,)) +z (d(ay) +d®) — [(d(ay) + d(a) + (d(ap) + d(@))] +

+Z (d(ag) +d@) - Z d(aa)+z d(a;)

Now, since d(a,) = d(a,) = - = d(ag) = d(0) = p> — 1, ¥, d(i) = 2¢

Z d(a) +Z () - 2d(a) | +

a—times
~”~

p? p?
Z d(a)+z () - 2(2d@)]| +

() — Z(ad(a))

a—times

= [p%d(a) + 2¢ — 2d(a)] + [p?d(a) + 2¢ —2Rd(a))] + . +[p%*(d(a)) + 2¢ — 2(ad(a))]

H, = a[p?d(a) + 2¢] — Zd(a)z i

ala+1)

= a[p?d(a) + 2¢] — 2d(a) 3

H, = M; = a[p?d(a) + 2¢ — d(a)(a + 1)]

=p-DP*@E*-D+p-DE*+p-D-@*-DE@E-1+ 1]

a—times
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Theorem 4.10: If G, (V(an), E(an)), then the first general Zegrab index is
Qy =rl@" (- 1) +p"*(p - DE" - D'].

Proof: The graph of G, (V(an), E(an)) have degree by (Theorem 3.8), where p > 3 is a prime number and n > 2

is positive integer number. We get

Qy = QY(ZPn) = Zf; diy
="' -DIY+ P T -DI+ -+ [T -DIY+ @ -+ (" = DY + -+ (p" = 1)Y

P—times p"~1(p-1)—times
=plp" (- D] +p" - D" - D]

=pl@" - D) +p" (- D" - 1)]

In particular, if

WIfy=1=0, =3 d=2¢=>¢=50,

1

=5 plp™ ' — Dp"*(p — D" - D]
p n n—1 n-2 n

=§[p —p"t+p" (e - D™ - 1]

2)Ify=22Q, =Y d? =%, ;d;+d; = M,

=pl@" (-1 +p" 2 - D" - D’I.
(3)Ify=3=0Q; =Y d} =Y, ;d? +d? = F,

=pl@" (- D +p" 2 - D" - 1’]

Theorem 4.11: The Eccentric connectivity index of the graph G, (V(an), E(an)) is3$ =pl2@" '(p - D) +
p" - DE" - D]

Proof: From Remark (4.3) and by Theorem (3.8), we get

35(Zpn) =2[[P" 1 = DI + -+ [p" (0 = DI'] +[@" = DY + -+ (" — )]

P—times p"~1(p—1)—times
=2p[p" - D] +p" '@ - D[EP" - D]

=p2" ' - 1) +p" *(p - (" - D].

Theorem 4.12: 1f G, (V(Z,n), E(Zn) ), then

P (p-1)
R, = (" -1 Z P -DE"+p" -1 —i(" - D]

i=1

Proof: Suppose that § = {a;,a,,--a,},a = p"'(p — 1), S € Zyn, where a; € Zn, 0(a;) =p™, 1 < i < a we see
that, every a; € S,1 < i < a is adjacent to all vertices belong to Z,,» except itself. (Since the graph is a simple graph).
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" " a—times p" i
Ry=d(@)|) di—d@)|+d(@)|Y di-(da)+d@)|+ = +da,) lz EIICH
=1 i=1 i=1 i=1
Now, since d(a,) = d(a,) = -+ = d(a,) = d(a) = p™ — 1 and Zf:l d;, =2¢

= R, =d(a)[(2¢ - d(@)) + (2¢ - 2d(a)) + -+ (2¢ — ad(a))]] - (2)

a-times

=d(a) [az{’ - Z i d(a)l =d(a) [a2£’ —d(a) @]

i=1

(a+1)
2

Ry = ad(a) [2{’ —d(a)

P -D+1
2

=p" ' p-DEP"-1 [(p”‘l(p -DE"+pt - -@"-1) (
2¢

So, in general, we get by eq. (2)

R, = (d(a))" [(n —d(@)" + (2¢-2d@)" + -+ (26 - ad(a))y]

a

= (d(a))" Z(ze —id(a))’

i=1
" (p-1)
Ry=(@ =17 Y [ -DE"+p" =D =i - DY
i=1
In particular,
(DR =X ﬁdi = (pn1_1) : ?:1_1@_1) : pn—l(p_1)(pn+p1n—1_1)_i(pn_1)

_ _y 1 __1 "D 1
@) A(2) = R-1y, = Xiey Ja&id;  p-1 izt VP - D@ 4+ - D-i(p™-1)

Theorem 4.13: 1f G, (V(Zyn), E(Z,n) ), then

H, = Z (d; + )"

i~j
nlp 1) -1
=p" - 1) [—p © D=L - 1) + e - - 04| wer

Proof: Suppose that S = {a;, ..., a,},a =p" *(p — 1),5S € Z,n,a; € Z,n, where 0(q;) =p",V1<i<a.
Since every a; is adjacent to all vertices belong to Z,n,V 1 < i < q, exceptitself, then

H, = (d(a)) + d(ap) * + (d(a) + d(a)" + -+ (d(a) + d(a,))" — (d(ay) + d(ap) * + (d(ay) + d(0)" + -

a—times

+(da) +d(pp - 1))’
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+(d(ap) +d(a)) ™ + (d(ay) + d(a)" + -+ (d(ap) + d(ax))" - [(d(ap) + d(az))"+(d(ap) + d(ay))"]

a—times

+(d(ap) +d(0)" + -+ (d(az) +d(p"(p - 1)))” + (d(ag) + da)" + -

p"~l—times

+(d(ag) + d(ag)" = [(d(ag) + d(ay)" +(d(ay) + d(az))" + - + (d(ag) + d(a))"] + (d(a) + d(0))" + -
+(dGa) + (@ - 1))
Now, since d(a,) = d(a,) = - d(ag) = d(a) = p" — 1
d0) =d@) =-d@E" '@-1)=p"p-D=a
H, = [(a¢ — D(d(a)* + p" ' (d(@) + a)*] + [(« — 2)(2d(a))* + p" ' (2d(a))*] +

+[(a - a)2d(@)* + p"(d(a) + )]

H, = (2d(a))* Z (& — i) + ap™(d(a) + )"
i=1

Since Z (a—=10)= a(az— )
i=1

(-1 -
H, = “[ 5 2d(a)* +p" " (d(@) + a)"]

n=1(p — 1) — 1
H,=p"'(p-1) [% CE"-0)" +p (™) +p" M p — 1))“]

nip—1) -1
=p" -1 [—p @ > )= 2 - D) +pri2pn - pi - 1)“]

In particular
lfp=1=H, = = " ip-1) [ (p D-1 (2(p 1)) +pni(2pt — pnl — 1)]

=p" - D" -DE"-D-1+p" 7 @p" - p" T - 1]

2
(2) pr. =-1=> 2H_1 =H = Zidelej

n-—1 -1-1 n-—1
=2[pn_1(p—1) [(p @P-D-1 14 ]

+
4(p™ —1) @pr—prt-1)
31tk =1y > ML) = oy, = 5oy
pn—l(p _ 1) _ 1 + pn—l
Vrpr -1 Y@ -prt-1)

=p"'p -1 [

Theorem 4.14: If G, (V(an), E(an)), then
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My(Zyn) = H, = Z (d; +d))

i~j

=p" - D@ - D +p" - DE"+p" =D - @" - DE" @ - D)]
Proof: Suppose that S = {a,, ..., a,},a = p" *(p — 1),S € Zyn, a; € Zyn, where 0(a;) = p™",V1<i<a.
Since, every a; adjacent to all vertices belong to Z,n,V 1 < i < a except to itself, then:

n n

14 14

H, = Z (d(ay) +d(@) — (d(ay) + d(ap)) + Z (d(ayp) +d() — [d(ay) + d(ay) + d(ap) + d(a)] + -

+:Z (d(ag) +d(@) - Z d(aa)+z d(a;)

Now, since d(a,) = d(a,) = -~ = d(a,) = d(a) = p" — 1.2?:1 d(i)=2¢

T

p" p" p" p" p" p"
- Z d(a)+z (i) - 2d(@)| + Zd(a)+z () — 2(2d @) | + -+ + Z d(a)+z d; — 2(ad())

T
|

= [p"d(a) + 2¢ — 2d(a)] + [p"d(a) + 2¢ — 2(2d(a))] + - + [p™(d(a)) + 2¢ — 2(ad(a))]

T
I

alpnd(a) + 2¢] Zd(a)Zi

al(a+1)

= a[p"d(a) + 2¢] — 2d(a) >

=a[p"d(a) + 2¢ — d(a)(a + 1)]

=p" e - D" - D+ e -DE"+p T =D - @" - D" @ - D)]

5. Conclusion

The study uncovers some explicit properties of graphs of a group Z,» such as ( The Eccentric Connectivity
index), First, and second Zagreb indices, Sum-Connectivity index, Randic' index (or Connectivity index )
and sum particular special cases indices .
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