Journal of Al-Qadisiyah for Computer Science and Mathematics Vol. 15(1) 2023, pp Stat. 1-18

ot Compute ¢ .
i iy

OB
8
&7

.

&
W

sonewdd®

Available online at www.qu.edu.ig/journalcm

3 /J CM \: JOURNAL OF AL-QADISIYAH FOR COMPUTER SCIENCE AND MATHEMATICS
Y ISSN:2521-3504(online) ISSN:2074-0204(print)

University Of AL-Qadisiyah

4

Journaf g

The Cubic Rank Transmuted Gumbel Distribution

Doaa Abed ELHertaniy! and Abdel Rahim Bashir Hamid?

Department of Mathematics of the university of the Holy Quran and Taseel of Science,sudan .Email: dalhirtani@gmail.com?

Associate professor, University of Gazira,sudan Email:, d.abdelrahim@gmail.com.?

ARTICLEINFO ABSTRACT

Article history: A Cubic Rank Transmuted Gumbel distribution (CTGD) in this research is extend the work of
Received: 07/01/2023 cubic transmuted distribution families. CTGD improves the flexibility of transmuted
Rrevised form: 10 /03/2023 distributions and allows for the modeling of more complex data. Its hazard rate function,

Accepted : 13/03/2023 moment-generating function, moments, quantile function, entropy and order statistics, are

' only a few of the key statistical characteristics that we examine. Finally, the Cubic Transmuted
Available online: 30/03/2023 Gumbel Distribution is applied to three real datasets to test its applicability and evaluate how
well estimate approaches function for the CTGD, Gumbel(G), and transmuted Gumbel (TG)
distributions. The observed results demonstrated that, for the used data sets, CTGD provides
a superior fit than G and TG distributions.

Keywords:

Cubic rank transmuted, Gumbel
Distribution, Renyi Entropy,
Shannon Entropy

https://doi.org/10.29304/jqcm.2023.15.1.1183

1. Introduction

The Gumbel distribution is named after Emil Julius Gumbel (1891-1966), based on his original papers describing
the distribution. The Gumbel distribution is a particular case of the generalized extreme value distribution (also
known as the Fisher-Tippett distribution). It is also known as the log-Weibull distribution and the double exponential
distribution[8]. Perhaps the most frequently used statistical distribution for engineering challenges is the Gumbel
distribution. It is sometimes referred to as the type | extreme value distribution. Its most recent engineering applications
have been in the fields of network engineering, nuclear engineering, offshore engineering, risk-based engineering, space
engineering, software reliability engineering, structural engineering, and wind engineering. The more than fifty uses listed
in a recent book by Kotz and Nadarajah [10], which describes this distribution, range from accelerated life testing to
earthquakes, floods, horse racing, rains, lines at supermarkets, sea currents, wind speeds, and track race records (to mention
just a few). It is one of four EVDs in common use. The Frechet Distribution, the Weibull Distribution, and the Generalized
Extreme Value Distribution are the other three. The generalized extreme value (GEV) distribution is a family of continuous
probability distributions developed within extreme value theory to combine the Gumbel, Frechet, and Weibull families also
known as type I, 1l and Ill extreme value distributions. The probability density function (PDF) and the cumulative
distribution function (CDF) for Gumbel distribution are defined as follow
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where

), o>0.

and

x—p
(T))

GX;u,0) =el-¢ 2y

Several Gumbel distribution extensions have previously been proposed. Nadarajah et al.[13] Submitted The
Beta Gumbel distribution, Nadarajah [12] developed the Exponentiated Gumbel distribution as a generalization
of the basic Gumbel distribution. Considering the distribution of Exponentiated Gumbel type-2, which was
investigated by Okorie et al. [14], transmuted Gumbel type-Il distribution, which has applicability in many
different scientific domains by Ahmad et al. [1], giving Deka et al. [6], Transmuted exponentiated Gumbel
distribution (TEGD) and its application to water quality data, Aryal and Tsokos [3] used quadratic rank
transmutation to investigate the transmuted Gumbel distribution (TGD) as well as numerous mathematical
features. Shaw and Buckley [18] proposed a quadratic rank transmuted distribution. A random variable X is said
to have a quadratic rank transmuted distribution if its cumulative distribution function is given by

Fx) =1+ D6 —AG)]4 1A <1 3)

Differentiating (3) with respect to X, it gives the probability density function (pdf) of the quadratic rank
transmuted distribution as

f)=gM)[A+4) -246(0)] 14 =1 (4)

where G (x) and g(x) are the cdf and pdf respectively of the base distribution. It is very important
observe that at 1 = 0, we have the base original distribution. The family of quadratic transmuted distributions
shown in (3) expands any baseline distribution G(x), increasing its applicability. Recently, Rahman et al. [15]
proposed the cubic transmuted distribution family. A random variable X is said to have cubic transmuted
distribution with parameter 1; and /, if its cumulative distribution function (cdf) is given by

F() =1+ 4)6(x) + (A2 = AD[C()]* — L [G(0)]° (5)
with corresponding pdf
) =g)[1+ 2 +2(A, — 4G (x) — 3,G*(x)],x ER (6)

where A; € [-1,1], i=1,2 are the transmutation parameters and obey the condition -2 < 1; + 1, < 1.
The proofs and the further details can be found in Granzatto et al. [7]. This paper is organized as follows, in
Section 2 defining the cubic transmuted Gumbel distribution. Statistical properties have been discussed like the
shapes of the density and hazard rate functions, quantile function, moments and moment-generating function,
Characteristic Function, and cumulant generating function in Section 3. Entropy was studied in Section 4, and
order statistics in Section 5. Section 6, we address the parameters of the CTG distribution via maximum
likelihood method. An application of the CTGD to three real data sets for the purpose of illustration is
conducted in section?. Finally, in Section 8, some conclusions are declared.

2. Cubic Rank Transmuted Gumbel Distribution

The cubic rank transmuted Gumbel distribution is defined as follows: The CDF of a cubic rank
transmuted Gumbel distribution is obtained by using (2) in (5)
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-t ) 55,

F) = (1 +24)eC 7 D) 4 (A — A)[eCe 7 D2 — Ay[ee 7 P3 )

wherex € R, u, 0 > 0,4; €[-1,1],i=1,2and -2 < A; + 4, < 1.

It is very important note observe that at value A; = A, = 0,the cubic rank transmuted Gumbel
distribution reduce to Gumbel distribution according to the transmutation map.

The probability density function (pdf) of a cubic rank transmuted Gumbel distribution is given by

_EE x= x=p

_ K _
[T+ + 204, — A)e 7 ) —31,[eCe 7 )2 (8)
X€ER,uc>0

Fig. 1.and Fig. 2, show different selected values of the model parameters 1,and 4, where y=3 and o=2.
for the pdf and cdf of the cubic rank transmuted Gumbel distribution .

15
0.5

045

047

0357

0371

= L
Z o025

02y
051
01571

01y

0057

-5 0 5 10 15 20
x value x* value

Fig. 1: Plots of pdf plots of the CTGD. Fig. 2: Plots of cdf of the CTGD.
3. STATISTICAL PROPERTIES
3.1 Shapes of the density and hazard rate functions

The reliability function of the cdf F(x) of distribution is defined by R(x) = 1 — F(x). For the cubic rank

transmuted Gumbel (CTG) distribution, the reliability function is given as,
x=p x—p
[ )) [ ))

RO = 1— [(1+ 2070 4 (4 — A[ee 7 I = Ay[et<" 7 O] )

The hazard rate function of GTF distribution by (7) and (9):

-u, ~EHE x—p -t
) S e

27 0ot T 142,424y -A1)e T © D-3a,[e © P2
1—[(1+11)e(_e [ )+(AZ—11)[3(—€ g )]Z_Az[e(—e o )]3]
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The cumulative hazard function is defined by
H(x) = —InR(x),

so the cumulative hazard function of the CTG distribution is
(-e €5 (e a2 (-5
H(x) = —zn{1 — [+ e + (= A)[e 12— Ae 1 ]}. (10)

The reverse hazard function is

—_f®
() =15 (12)
We can define the reverse hazard function of the CTG distribution by using (11) as r(x) =

- ok =
Lo CEO A+ +20-A)[e ¢ 7 )=32,0e¢ @ P2

(

(12)

X—

e e
(1+2)+(Az=2Ay)[eCe ~ 7 D]-A,[ee = 7 ]2

Fig. 3 and Fig.4 , show the Hazard function and the Reliability function of the cubic rank transmuted Gumbel
distribution for different values of parameters 1,and A, where y=3 and =2

15 15
=-1,2,=-1
A =0.5..\2= 0.5
J =0.2..\2= 0.7
A= 1..\2:0
1 1 :0.,\2:1
A :-[]5,\2:-[]5
g Z
05 0.5
0 0
- 20 -5 15 20
x value x value
Fig. 3: Plots of hazard function of the CTGD. Fig. 4: Plots of Reliability function of the CTGD.
The Odd function of a distribution with cdf F(x) is defined as
_ _FX™
00 = i (13)
Then the Odd function of the CTG distribution is given as
x— x— x— -1 -1
(-e~C3) (-T2 (- T3
0(x) = 1[(1+2y)e + (A2 = Ay)[e 17 = 2z[e ry -1 (14)

3.2 Quantile function

Here we will compute the quantile function of the cubic rank transmuted Gumbel probability distribution.
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Theorem 3.1 Let X be random variable from the cubic rank transmuted Gumbel probability distribution with
parametersc >0, u >0, A; € [-1,1], i=1,2 and -2 < A; + A, < 1.Then the quantile function of X, is
given by

xg = 1 — clog(—logd(q, A1, 15)) (15)

Proof. To calculate the quantile function of the cubic rank transmuted Gumbel probability distribution, we
substitute x by x, and F(x) by g in (7) to get the equation

o} et

_Xqa# _ _Xq ¢
g=1+1)eC 74 (= A)[ee T D = Ay[ee T P (16)

Xq—H
=

Then, we solve the equation (15) for x,. So, lety = e(-¢" ). Thus, (15) becomes

q=~0+2)y+ A —1)y* —Ay°
and hence,
LY+ A =)y +(-1-2)y+q=0 17)
Leta=A1,,b=(1; —1,),c=(-1-4;) and d = q, then the equation (16) becomes

ay® +by*+cy+d=0.

Then,
1
b 33 &+ [4B3+62)3
Y="3a" = 1 33/2a (18)
3a(Ba+ 4B +B3)3
where 8, = —b?% + 3ac, B, = —2b3+ 9abc — 27a%*d, and d = q.
Now, let the function 6(q, A4, 1,) be defined by
1
3 (B2+ [4B3+B3)3
5((], /11'/12) — _ b V2B, ; 2 i 1th2
30 sa(By+ (48746303 3V2a
Hence,
(e T
y=e =8(q,11,42) (19)

Take natural Logarithm to both sides to get

_fat
—e o " =logb(q,A1,1;)
Then, we have the equation
xq = u— olog(—=logd(q,11,42))

The first quartile, median and third quartile can be obtained by setting g = 0.25, 0.50 and 0.75 in (15)
respectively.
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3.3 Moments and Moment-generating function
Moments function

Theorem 3.2 Let X ~ CTGD(p,0). Then the rth moment of X is given by
E(x™) =X _y (-1)F (Z) akpurk [(1 + Al)%F(a) +2(1, — AQ%Z‘“F(&) — 31, %3—“%{)] la =1 (20)
Proof. The rth moment of the positive random variable X with probability density function is given by

E(x) = [; x"f(x)dx (21)
Substituting from (8) in to (21),

X—p
<))

% eCr ) -k -
EGT) =[x 2o T[4 ) + 200~ 2)ee 7D = 3h,[eCCT T P ldx (22)

X—ph
Using the transformation y = e )

x—p
—e G5

Thendy =

dx,x = u—olny

With substitution by this transformation in (22) then

EG) = Tfeo (<1 (1) o 0 [ (14 1) (@) + 22 = A) 5 (27“T(@) = 3 33 BT (@) la = 1
Moment Generating Function

Theorem 3.3 The moment generating function M, (t) of a random variable X CTGD (u,o0) is given by

Mo (6) = 520 S 5o (D (i) o* ™ [+ A) ZT(@) + 204, — 1) % 27T (@) - 32, 5 B™T(@))] |a = 1
(23)

Proof. We know that
My(t) = E(e™) = [ e™f(x)dx
Using series expansion of et*,
My (t) = Xioo = [ 27 f ()dx = g ZE(x)

Then

tT

r!

[0 r Tr— — —_
My(t) = B0 = Thco (=1 (3) ™ [(1 4+ 20) 5 T(@) + 21, — 1) 5 27T(@)) = 32, 25 (37T (@) | = 1
3.4 Characteristic Function
The cubic transmuted Gumbel distribution's characteristic function theorem is stated as follows:

Theorem 3.4 Assume that the random variable X have the CTGD (u,0,M1, A2), then characteristic
function, ¢y (t) is
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Pr(®) = 220 L 5ho (-1 (1) of [+ 20 BT (@) + 204, — 1) Z (27T (@) — 32, 5 37T (@)] | = 1
(24)

Wherei =+/—1andte R
3.5 Cumulant Generating Function
The cumulant generating function is defined by
Ky (t) = logeMy(t)

Cumulant generating function of cubic rank transmuted Gumbel distribution is given by

K (6) = loge X2 S5y (—D* (1) o*um™* [(1 + A) ZT(@) + 204, - 1) 27T (@) - 32, 5 BT (@))] |a = 1
(25)

4. ENTROPY
4.1 Rényi Entropy

If X is a non-negative continuous random variable with pdf f(x) , then the Renyi entropy of order & (Renyi
[16]) of X is defined as

Hs(x) = —log J," [f(x)]%dx,¥6 > 0,(5 # 1) (26)

Theorem 4.1 The Rényi entropy of a random variable X ~ CTGD (p,0), withA; # 1,1, #0and A; # A,. is
given by

1 . i . -1 i - I
Hs(x) = 125109 2520 Theo €Uk, 8) s 5L+ 2007 (2 — 1)~ 0]

Proof. Assume X has the pdf in (8). Then, can compute

sty e -t e 10
PGP = 257G D[4 2y +2005 = A)et 7D = 3,[eC TR 2)

By the general binomial expansion, we have

x—p 8

XK -
|11+ 20+ 20 = A)e e 7D = 33,72

6 . _(ﬂ) _(u) ]
= Zj.;o . ) (1 + 11)6_] [Z(AZ — ll)e(_e o’y _ 3123_2(8 o )] (28)
by the Binomial Theorem,

-5 =N
[2(/12—/11)4—6’ 7)) _3),em207 >]

j—k

j j Pl N Y T
= Z{czo (;{) [2(/12 —1))e(® (‘T ))] [—3/126’_2(6 v ))]
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X—p
—)
)

= 5o (1) 2770k = Ay ke 006 T (g2

. . _&=E
= Sl (1) 274 (-3 2y — 2,y e 00T (29)

Substitute from(29) in (28), to get

-&h sty 18
[[1 A 4200y — A)eCe T Z3p, [eeT )]2]]

Bl
= Zﬁo ( )(1 +A‘1)6 j [Z 2] k( 3)](/’{ (/‘{2 _Al)j_ke_(j-'-k)(e G ))]
= o5l (D) 0) 2 - ke [ (i) e
= Zj=0 {c=o (])(Jk) 2/ k(=3)*k Ak +,11)5 J(A, — 41)/ kol-(+k)(e )] (30)

Now, substitute from(29) in (26), to get

) j i . i . ot
[FG1° = e G Dm0 5 (§) (L) 2743050 + 1007 (g — 24y Rel- 00 2

Let c(j, k, )= (}5) (;{) 2/-k(~3)k then

) (x—p)
[f(X)] 0621 0 Z] - C(] k, 6)/1]((1_{_/’11)5 J(/lz -1 )J k [- (5+J+k)(e )+(=& U” )] (31)

To find Hg(x), we substitute from (31) in (26)

(x— u))]

=5
Hs(x) = —log [2, 0 Zhoo €Uk 8) 5L+ A)97T (A — A)I7% x [ el-EHHOETT 00 g
(32)
We can evaluate the integration by using the transformation
@ -+ T )+ (-6 o s ke T
J, e o Mdx = [ (' ¢ )0 x emOHHhe ddx (33)
_(ﬂ) _ -Eh
lety=e "s’,and 6 = 1,thendy = dxand 0 <y < oo
With substitution with this transformation in (33) then,
® §-1,-(5+j+k _ r'(6)
—a [ yP e~ Gty gy = O o8 (34)

After solving the integral, we get the Rényi entropy of the CTGD (u,0) by substitute from (34) in (32)

1 e j . -1 _i i re
Hs(x) = 155108 |Z720 Theo €Uk, 6) 7 A5 (1 4+ 40)° (A — 2~ 520

4.2 g-Entropy

The g-entropy was introduced by Havrda and Charvat [9]. It is the one parameter generalization of the Shannon
entropy. Ullah[20] defined the g-entropy as
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Iy(q) = ﬁ[l — fooo f(x)%dx|,whereq > 0,andq # 1 (35)

Theorem 4.2 The g-entropy of a random variable X ~ CTGD (u,0), with A; # 1, A, # 0 and A; # A,. is given
by
1 © i . -1 i i r
In(@) = 72 [1 = E20 Theo €0 @) 5 L+ 207 (A = Ap) ™ 0]
Proof. To find I (q), we substitute (31) in (36).
4.3 Shannon Entropy

In a non-negative continuous random variable X with pdf f(x), the Shannons entropy [17] is

H(f) = E[~logf (x)] = — J, f(x)log(f (x))dx (36)
The Expansion of the Logarithm function will be used below (Taylor series at 1), log(x) =
Tio (DM EL jx <1 (37)

The Shannon entropy of a random variable X ~ CTGD (u,0), with 1; # 1, A, # 0and 1, # 4,. is given by

H(F) = Sy o X008 Bhoo DM (1) 2 cGokeon + 1) 2325 (38)
_i i I(n+1)
X (L4 2™ (A = ) e

Proof. Using the logarithm function's expansion (36)
log(f (x)) = Tney (~1ymt LT,
and by Binomial Theorem,
=i (0" {Em, Com e (7))
log(f (1)) = Tiay T (1™ ()= () (39)

To compute the Shannon’s entropy of X, substitute from (39) in (36)

) == | Femoerrenas = [ 1o S S ot (M e

m=1 n=0

m

H(F) =[5 Ty T (0" (1) - f 1 () dx (40)

substituting from (31) in (40), to get

H(F) = [y Ty T (0" (1) 22023 Shy cGbon + 1) s 2

Xk —
X (14 )™ (A, — A 1)j—ke[—(n+1+f+k)(€ TNt

H(F) = Ty Zito T8 Thoo D (1) =cGikon+ D mig A
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_Eok X
X (14 )™ (A, — Ap) 7K [© elmmritithe SRR

0

Now, we use (34) to fined the value of the integration, so

H(f) = Tiamn ko 2123 Theo 1" (1) cGodeon + 1) 7 28

r(n+1)
(n+1+4j+k)ntt

X (L+ )™ (A = 24)T7F

5. ORDER STATISTICS

Let X;,X,,..., X, be arandom sample of size k from the CTG distribution with parameters u > 0,0 > 0,0 <
A <1land A, —1 < A, < A, From (Casella and Berger [5]), the pdf of the kth order statistics is obtain by

frao @) =k () FEOIF@IF 1 = F (o] (41)

Let X}, be the kth order statistic from X ~ CTGD (u,0) with A; # 0 and A4, # 0. Then, the pdf of the k th order
statistic is given by

frgo @) =k () FOOIF@]¥*[1 = F(x)]"~, byBinomialTheorem,

=k () Feorr e [zt -0 (P76 reoy ]

=k 0k () () rearpeop

_ oy (M —k\ 1 F e _Eh &R
fa ) = Ej=0 (—1>”‘(k)(j )2e GO 4 2, 4200, = 4)e T 7D = 32,[e 7P

_ (x__V'

% [(1 +A)ee 7 D+ (A2 = /11)[9(_6_(

(X—_#) k+j—-1
a )]3

o
Tu))

12— 2,[eCe

Then, the PDF of first order statistic X(;y of CTG distribution is given as

xX—U xX—U

X—H —(XTT”) - -(==
froy @ =n2e™Co ¢ T4 2, 420 —21)eC 7 ) =32, 7 P

n—-1

(-e~C3) (~e T2 (- T3
x [1 - {(1 + e + Ay = A)[e 1? = 2, [e ] }]
Therefore, the of the largest order statistic X,y of CTG distribution is given by

55,

XTH —(%) _X=k _
f @) =n—e ot T[T 42y +2(1, — Ay)eCe ) 31,07

xX— U n-—1

_XZk _(XZk Xk
X[+ 406D 4 @ = 2[R = pfeeT TP

Not that when 4, = A, = 0 then the pdf of the kth order statistic for CTGD as follows

- oM\ (M= kN1 (e CENT
fX(k)(x) = ;l:é( (_1)]k(k)(l );e ( o +e )[e( e )]

k+j-1
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6. MAXIMUM LIKELIHOOD ESTIMATION (MLE)

Assume X, X,,..., X, be a random sample of size n from CTGD(u,o) then the likelihood function can be
written as

o2 = | | Fo =
i=1

P ) -E2h ~CLh
LN [T+ +2(1 = A)eCe 7 D) =31, 7 2]
Then
1 —yn ("i_”+e‘(#)) ) el s}
I, 0,4,42) = e ==10 o Ty [[1+21+2(A = 4)e™¢ 7 ) =32,[eC 7 D]((42)
Then, by taking the logarithm given as,
n xi—pt
_ _ -SE, (e
logl(u,0,14,1,) = log f(x;) = —nlogo + log(e ~=1* ¢ )

i=1

_&izH _ X
+ i, log [1 + A+ 2, —2)eCe oy 32, “ ))]2]

Then

n
1 — Xi—HUu e oot
ogl(u, 0,24, 4;,) = —nlog(o) — (T +e Ca))
i=1

Xi

i il e _ Xi—l
+2i=1 log [1 + 21 +2(A — Ap)ee o 3, [e(-¢ Co ))]Z]

Differentiate w.r.t parameters i, ¢ , 14, and 1, we have

xXi—1
Ologl _n_1yn -5
6;4 o o =1
ad il = X~k -
-, _&izH -5 _ Xi—H
1on 2(A—2)eC¢ 7 e 5 rea,[eCe 7 D)2e 5
i i T (43)
7 arae) )
1+21+2(Ay—2)e=e ~ T )_3},[e(-e = T D)2
dlogl _ -n n o Xi—i n _(xi—u) x—tt
do _7+Zl’—1 2 T Li=1€ 7T 5
Mol Xi—H _&icH Xi—H
2(A2-21)e"¢ o= Carit 6y [e(=¢ “o )>]2e‘( GOXH
n 271 o2 2 p 24
+Zi:1 _(xi—u) _(xi—u) ( )
14+, +2(Ay—11)e(-e¢ ~ 9 )-32,[e(-e¢ ~ I D)2
ik
dlogl _ wn 1—2eC-€e ~ d )
oa, — -G e (45)
144,42(A,—21)e(-e ~ 9 D-31,[e(-e * T D)2
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dlogl _ wn

92,

Ze(_e_(

Xi—H

7 ) _3pe-¢

Xi— U

(LT)

)]2

i=1

1+2;+2(Ay—2y)e-e

X~
(lT)

)—32,[e(-e

xX;—[L

(lT)

)]2

(46)

We can obtain the estimates of the unknown parameters by the maximum likelihood method by setting these
above nonlinear equations to zero

dlogl(u,0,11,A;)

ou 0
dloglwotita) _
do -
dloglmotita) _
YY) N
dloglmotita) _
oA, N

(47)

and solving them simultaneously. Therefore, statistical software can be employed in obtaining the numerical
solution to the nonlinear equations,We can compute the maximum likelihood estimators (MLESs) of parameters
(u, 0, A4, Ay) using quasi-Newton procedure,or computer packages/ softwares such as R, SAS, Ox, MATLAB,
MAPLE and MATHEMATICA.

7. APPLICATIONS

In this section the (CTG) distribution applied on three data sets as follows. The first data in Table 1 the time of
successive failures of the air conditioning system of jet airplanes. These data was obtained [4]. The second data
is values for flood peaks (in m3/s) of the Wheaton River near Carcross in Yukon Territory, Canada.are shown in
Table 2. [19]. The third data in Table 3 is represents the remission times (in months) of 128 bladder cancer
Patients was introduced by [11].

Table 1- the time of successive failures of the air conditioning system of jet airplanes data
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Table 2- Exceedances of Wheaton River flood data

1.7 2.2 14.4 1.1 0.4 20.6 5.3 0.7 14 18.7 8.5
25.5 11.6 14.1 22.1 1.1 0.6 2.2 39.0 0.3 15.0 11.0
7.3 22.9 0.9 1.7 7.0 20.1 0.4 2.8 14.1 9.9 5.6
30.8 13.3 4.2 25.5 3.4 11.9 215 15 2.5 27.4 1.0
27.1 20.2 16.8 5.3 1.9 10.4 13.0 10.7 12.0 30.0 9.3
3.6 2.5 27.6 14.4 36.4 1.7 2.7 37.6 64.0 1.7 9.7
0.1 27.5 11 2.5 0.6 27.0
Table 3: The remission times (in months) of 128 bladder cancer patients

0.08 0.20 0.40 0.0.50 0.51 0.81 0.90 1.05 1.19 1.26
1.35 1.40 1.46 1.76 2.02 2.02 2.07 2.09 2.23 2.26
2.46 2.54 2.62 2.64 2.69 2.69 2.75 2.83 2.87 3.02
3.70 3.82 3.25 331 3.36 3.36 3.48 3.52 3.57 3.64
4.51 4.87 3.88 4.18 4.23 4.26 4.33 4.34 4.40 4.50
5.41 5.49 4.98 5.06 5.09 5.17 5.32 5.32 5.34 541
6.97 7.09 5.62 5.71 5.85 6.25 6.54 6.76 6.93 6.94
7.87 7.93 7.26 7.28 7.32 7.39 7.59 7.62 7.63 7.66
9.74 10.06 8.26 9.74 10.06 8.26 9.74 10.06 8.26 9.74

12.03 12.07 10.34 10.66 10.75 11.25 11.64 11.79 11.98 12.02
12.63 13.11 13.29 13.80 14.24 14.76 14.77 14.83 15.96 16.62
17.12 17.14 17.36 18.10 19.13 20.28 21.73 22.69 23.63 25.74
25.82 26.31 32.15 34.26 36.66 43.01 46.12 79.05

Table 4 illustrates the summary statistics of the three data sets. Three different distributions have been compared
using these data sets for comparative purposes: the (CTGD) model, the Gumbel distribution (GD), and the
transmuted Gumbel distribution (TGD). Tables 5, 7, and 9 show the estimated values of the model parameters
as well as the accompanying standard errors for selected models using the MLE method.

The goodness of fit of the (CTGD), (TGD), and (GD) has been introduced in Tables 6 , 8 and 10 using various
comparison measures. Some criteria that have been taken into consideration include(-28(0) ): where is £(0) is
the maximum value of the log-likelihood function, AIC (Akaike Information Criterion), AlCc (Corrected
Akaike In general, the smaller value of the statistics(-22(6)), AIC and BIC indicates a better fit of the
distribution. Furthermore, the Kolmogorov-Smirnov (K-S) statistics and associated p-values were obtained
along with the Cramer-von Mises (w*) and Andersen-Darling (A*) statistics. A very good fit of the model to the
data is shown by reduced values for all three goodness-of-fit indicators. Large p-values also indicate a good fit
for the model, which is another benefit.

Plots of the empirical and theoretical cdfs and pdfs for fitted distributions are given in Fig. 5, Fig .6 and Fig. 7,
respectively. These Figures shows that: the curve of the pdf and cdf CTGD is closer to the curve of the sample
of data than the curve of the pdf and cdf of TGD and GD . So, the CTGD is a better model than one based on the

TGD and GD.

Table 4: Descriptive Statistics of Data Set 1, 2, 3

Data mean Median Skewness kurtosis
Setl 92.9295 57 2.13887 8.175586
Set? 12.0917 9.5 1.497109 6.252663
set3 9.365625 6.395 3.32566967 19.2259202




14

Doaa Abed ELHertaniy, Journal of Al-Qadisiyah for Computer Science and Mathematics Vol. 15(1) 2023, pp Stat. 1-18

0002

000G

0004

0.0z

0,000

Table 5: MLE’s of the parameters and respective SE’s for various distributions for data set 1

Distribution Parameter Estimate SE
u 70.79651 6.45060
o 60.12495 4.07872
CTGD

A4 1 0.36541

A, -1 0.47512

u 64.54945 6.16876

TGD o 64.88599 4.69145
A 0.40640 0.13464

u 51.7553 4.2376

GD
o 59.6863 3.5792

Table 6: Goodness-of fit statistics using the selection criteria values for data set 1

Model -22(0) AlIC BIC W* A* K-S P-value
CTGD 2428.66 2436.66 2450.11 0.6657 4.38068 0.10106 0.0258
TGD 2454.98 2460.98 2471.06 1.02504 6.25989 0.11316 0.00855
GD 2461.83 2465.83 2472.56 1.12753 6.81592 0.12869 0.00173
] 10
08
[ —_— TG — = sampledata
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Fig.5: (a) Fitted pdf for data set 1

am 40
(b) Empirical cdf and theoretical cdf for data set 1.
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Table 7: MLE’s of the parameters and respective SE’s for various distributions for Data Set 2

Distribution Parameter Estimate SE

u 7.93564 1.20477

o 7.46740 1.10877

CTGD

A4 0.74310 0.43550

A, -1 0.76646

u 7.75273 1.67731

TGD o 8.57673 1.08341
A 0.20949 0.29311

u 6.82756 1.01171

GD

o 8.21074 0.82291

Table 8: Goodness-of fit statistics using the selection criteria values for Data Set 2

D.DE:
0.04:
0.0 |
D.EIZ:
0.0

o.00 [

Model -22(0) AIC BIC W#* A* K-S P-value
CTGD 530.568 538.568 547.674 0.24496 1.67107 0.15271 0.06959
TGD 539.017 545.017 551.847 0.30932 2.06195 0.16339 0.0428
GD 539.506 543.506 548.059 0.31188 2.07660 0.1658 0.03818
10! - ———
- - -
e
L4
. 08 t ’
’
.’
\ '/ = = = sample data
—_— TG 06 ¢ CiG
TG TG
, e 04 t G
i Y/
’
02 ’,'
|||||||||||||-|-.||||-I| P e | 10 m m EO m
10 20 20 40 &0 B0 70

Fig.6: (a) Fitted pdf for Data Set 2

(b) Empirical cdf and theoretical cdf for Data Set 2.



16 Doaa Abed ELHertaniy, Journal of Al-Qadisiyah for Computer Science and Mathematics Vol. 15(1) 2023, pp Stat. 1-18

Table 9: MLE’s of the parameters and respective SE’s for various distributions for Data Set 3

Distribution Parameter Estimate SE

u 7.54780 0.92320

o 5.68244 0.58843

CTGD

A4 1 0.46787

A, -0.90670 0.56144

u 7.13527 0.77758

TGD o 6.10075 0.583667
A 0.49076 0.18292

u 5.66632 0.49852

GD

o 5.44427 0.41357

Table 10: Goodness-of fit statistics using the selection criteria values for Data Set 3

Model -22(0) AIC BIC W* A¥* K-S P-value
CTGD 851.286 859.286 870.694 0.22939 1.56577 0.088798 0.2651
TGD 860.348 866.348 874.904 0.37397 2.33251 0.10209 0.1387
GD 865.204 869.204 874.908 0.43302 2.69157 0.11354 0.07373
10
0.08 F— — = —
T =— = sampledata
[ — CTG cTG
wosr — TG G
L — G G
o 20 40 3 &0 5 10 15 5 D

Fig.7: (a) Fitted pdf for Data Set 3

(b) Empirical cdf and theoretical cdf for Data Set 3.
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8. Concluding Remarks

This article examines the cubic rank transmuted Gumbel (CTG) distribution, a novel generalized distribution.
The distribution's hazard function, quantile function, moments, distribution of the order statistics, and entropy
are among the structural aspects that are examined. The model parameters are estimated using a technique called
maximum likelihood estimation. The importance and potential of the CTG distribution is demonstrated by
examples from three real life datasets.
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