
Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol. 15(3) 2023 , pp  math.   34–40 
 
 
 
 
 
 
 
 
 
 
 
 

 

∗Corresponding author 

Email addresses:  

Communicated by ‘sub etitor’ 

On The Solution Set of Euler's Systems Using Elzaki Transform 

Abeer A. Gheni and Athraa N. Albukhuttar 

1Department of Mathematics, College of Education for Girls, University of Kufa, Najaf , Iraq. Email: eabire.aljazayirii@uokufa.edu.iq . 

2Department of Mathematics, College of Education for Girls, University of Kufa, Najaf-Iraq. Email: athraan.kadhim@uokufa.com.iq. 

 
 

A R T I C L E  I N F O 

Article history: 

Received: 15 /06/2023 

Rrevised form: 28 /07/2023 

Accepted : 02 /08/2023 

Available online: 30 /09/2023 

 

Keywords: 

Euler's equation, Elzaki 

transformation ,Linear system. 

 

A B S T R A C T 

 

In this work, general formula of set solutions for system of Euler's equation in dimension m are 

derived by using Elzaki transformation. Also, supported examples are presented utilizing formula 

derived. 
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1. Introduction 

2. Differential equation have   been used to some degree in every branch of applied mathematics, Physics and 

engineering [8]. The systems of ordinary differential equations can be solved by integral transformations which 

are considered effective and accurate ways to find solutions of   mathematical systems. There are many integral 

transformations, for example Laplace, Elzaki, Temem and SEE   transformation [1- 6]. 

3. In 1990 Gamage has introduced new transform namely Sumudu transform which is similar to Laplace transform 

[7]. He introduced this transform to solve differential equations and control engineering problems [10], its 

resolved with initial condition, but its failed resolved without any initial condition [3]. Anew integral transform 

namely Elzaki transform was introduced by Tarig Elzaki in 2010 [11]. Elzaki transform is a modified form of 

Sumudu and Laplace transforms [12]. Elzaki transformation is a new integral transform, it is define by: 

4.  

5. 𝐸[𝜂(𝑥)] = 𝑇(𝑤) = 𝑤 ∫ 𝜂(𝑥)𝑒−
𝑥

𝑤 𝑑𝑥
∞

0
,    𝑥 ≥ 0,      𝜑1 ≤ 𝑤 < 𝜑2. 

6. Furthermore, the set 𝜇 is define 

7. 𝜇 = {𝜂(𝑥): ∃𝑀1, 𝜑1, 𝜑2 > 0, |𝜂(𝑥)| < 𝑒

|𝑥|

𝜑𝑗  𝑖𝑓 𝑥 ∈ (−1)𝑗 × [0,∞)} .  
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8. where the constant M1 must be finite, but 𝜑1 𝑎𝑛𝑑 𝜑2 may be finite or infinite. 

9. In this work, general solutions of first order system of Euler's equations in dimension m are derived through 

converted to system of constant coefficients from using some assumption. In addition, some examples are solved 

by utilizing these formula. 

 
2. Preliminaries  

 

Some basic definitions and theorems are presented in this section  

2.1 Theorem  [9] : Let T(w) is the Elzaki transformationη(t), then  

i. E[η`(t)] =
T(w)

w
− wη(0) 

ii. E[η``(t)] =
T(w)

w2 − wη`(0) − η(0) 

iii. E[η(n)(t)] =
T(w)

wn − ∑ w2−n+kηk(0)n−1
k=0  

where 

𝐸[η`(t)] = 𝑤 ∫ η`(t)e−
t

w 𝑑𝑥
∞

0
=

𝑇(𝑤)

𝑤
− 𝑤 η(0) . 

2.2 The n-dimensional first order Euler's System  
  

Consider the non-homogenous Euler's system of n-th order 

(

𝑥𝑛 𝑑𝑛𝜂1(𝑥)

𝑑𝑥𝑛

⋮

𝑥𝑛 𝑑𝑛𝜂𝑚(𝑥)

𝑑𝑥𝑛

) = (

𝑎11
𝑎12 ⋯ 𝑎1𝑚

𝑎21
𝑎22 ⋯ 𝑎2𝑚

⋮

𝑎𝑚1

⋮

𝑎𝑚2

⋮

⋯

⋮

𝑎𝑚𝑚

)(

𝜂
1
(𝑥)

𝜂
2
(𝑥)

⋮
𝜂

𝑚
(𝑥)

) + (

𝑏1(𝑥)

𝑏2(𝑥)

⋮
𝑏𝑚(𝑥)

) …(1) 

where 𝑎𝑖𝑗: 𝑖, 𝑗 = 1, … , 𝑚 are constants coefficient and η
1
(𝑥), … , η

n
(𝑥), 𝑏1(𝑥), … , 𝑏n(𝑥) are functions of x. 

2.3 Converting the n-order of Euler's system to a system with constant coefficients ." 
 

System (1) can be converted to system with constants coefficients by using the assumption 

𝑥 = 𝑒𝑡      …(2) 

Which implies that ln 𝑥 = 𝑡         

Also, derivative (2) with applying on 𝜂(𝑥),  get : 

            𝑥𝑛𝐷𝑛𝜂(𝑥) = [𝐷𝑛 − ∑ 𝐷𝑛−𝑘𝑛−1
𝑘=1 ]𝜂(𝑡)

𝑥𝑛−1𝐷𝑛−1𝜂(𝑥) = [𝐷𝑛−1 − ∑ 𝐷𝑛−𝑘𝑛−2
𝑘=1 ]𝜂(𝑡)

⋮

⋮
             𝑥𝐷𝜂(𝑥) = 𝐷𝜂(𝑡) ]

 
 
 
 

…(3) 

3. The main result  

The main result for converting system of order n in the following theorem  
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Theorem 1: 

If 𝜂(𝑥) ∈ ℝ𝑚 and has n-thderivative, then the system  

𝑥𝑛𝜂(𝑛)̅̅ ̅̅ ̅(𝑥) = 𝐴�̅�(𝑥) + 𝐵(𝑥)̅̅ ̅̅ ̅̅  ,        𝜂(𝑥) ∈ ℝ𝑚...(4)  

Can be converted to 

𝜂(𝑛)(𝑡)̅̅ ̅̅ ̅̅ ̅̅ = 𝐻1𝜂
(𝑛−1)(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝐻2𝜂

(𝑛−2)(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + ⋯ + 𝐴�̅�(𝑡) + 𝐵(𝑡)̅̅ ̅̅ ̅,     𝜂(𝑡) ∈ ℝ𝑚….(5) 

Where 𝐴,𝐻1 , 𝐻2, … is a matrix of 𝑚 × 𝑚 and B is a vector of 𝑚 × 1.  

Proof: 

We will prove only when n = 1 , 2 and  using mathematical induction it is possible to complete the proof 

Let 𝑛 = 1, then system (4) directly from utilizing assumptions (2) and (3), yield:  

(

𝑑𝜂1(𝑡)

𝑑𝑡

⋮
𝑑𝜂𝑚(𝑡)

𝑑𝑡

) = (

𝑎11
𝑎12 ⋯ 𝑎1𝑚

𝑎21
𝑎22 ⋯ 𝑎2𝑚

⋮

𝑎𝑚1

⋮

𝑎𝑚2

⋮

⋯

⋮

𝑎𝑚𝑚

)(

𝜂
1
(𝑡)

⋮

𝜂
𝑚
(𝑡)

) + (
𝑏1

⋮

𝑏2

)   …(6)  

Which represent system of dimension m  with constants coefficients and the solution can be obtained by using Elzaki 

transform. 

If 𝑛 = 2, then  

(

 
 

𝑥2
𝑑2𝜂

1
(𝑥)

𝑑𝑥2

⋮

𝑥2
𝑑2𝜂

𝑚
(𝑥)

𝑑𝑥2 )

 
 

= (

𝑎11
𝑎12 ⋯ 𝑎1𝑚

𝑎21
𝑎22 ⋯ 𝑎2𝑚

⋮

𝑎𝑚1

⋮

𝑎𝑚2

⋮

⋯

⋮

𝑎𝑚𝑚

)

(

 
 

𝑥
𝑑𝜂

1
(𝑥)

𝑑𝑥
⋮

𝑥
𝑑𝜂

𝑚
(𝑥)

𝑑𝑥 )

 
 

+ 

(

𝑏11 𝑏12 ⋯ 𝑏1𝑚

𝑏21 𝑏22 ⋯ 𝑏2𝑚

⋮

𝑏𝑚1

⋮

𝑏𝑚2

⋮

⋯

⋮

𝑏𝑚𝑚

)(

𝜂
1
(𝑥)

𝜂
2
(𝑥)

⋮
𝜂

𝑚
(𝑥)

) + (

𝑐1(𝑥)

𝑐2(𝑥)

⋮
𝑐𝑚(𝑥)

), …(7) 

Where 𝑐𝑗; 𝑗 = 1, … , 𝑚 are functions of  t or constants.  

From (2) and (3)the above system converted as : 

(

𝜂
1
``(𝑡) − 𝜂

1
` (𝑡)

⋮

𝜂
𝑚
`` (𝑡) − 𝜂

𝑚
` (𝑡)

) = (

𝑎11
𝑎12 ⋯ 𝑎1𝑚

𝑎21
𝑎22 ⋯ 𝑎2𝑚

⋮

𝑎𝑚1

⋮

𝑎𝑚2

⋮

⋯

⋮

𝑎𝑚𝑚

)(

𝜂
1
` (𝑡)

⋮

𝜂
𝑚
` (𝑡)

) +

                                         (

𝑏11 𝑏12 ⋯ 𝑏1𝑚

𝑏21 𝑏22 ⋯ 𝑏2𝑚

⋮

𝑏𝑚1

⋮

𝑏𝑚2

⋮

⋯

⋮

𝑏𝑚𝑚

)(

𝜂
1
(𝑡)

𝜂
2
(𝑡)

⋮
𝜂

𝑚
(𝑡)

) + (

𝑐1(𝑡)

𝑐2(𝑡)

⋮
𝑐𝑚(𝑡)

),…(8) 



4 Abeer A Gheni, Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol. 15(3) 2023 , pp  math.   34–40

 

 

Therefore  

𝜂
1
``(𝑡) = (1 + 𝑎11)𝜂1

` (𝑡) + 𝑎12𝜂2
` (𝑡) + ⋯ +𝑎1𝑚𝜂

𝑚
` (𝑡) + 𝑏11𝜂1

(𝑡) + ⋯ + 𝑏1𝑚𝜂
𝑚
(𝑡) + 𝑐1(𝑡) 

 ⋮        ⋮ 

𝜂
𝑚
`` (𝑡) = 𝑎𝑚1𝜂1

` (𝑡) + 𝑎𝑚2𝜂2
` (𝑡) … (1 + 𝑎𝑚𝑚)𝜂

𝑚
` (𝑡) + 𝑏1𝑚𝜂

1
(𝑡) + ⋯ + 𝑏𝑚𝑚𝜂

𝑚
(𝑡) + 𝑐𝑚(𝑡) 

Which represent system with constants coefficients and the proof is completed. 

4. Solving System of Differential Equations by Using Elzaki Transform 

 

Now, taking Elzaki transform to both sides of system (7) or (8) can get the set solution. In this section system (8) dependent 

to explain the method as following: 

𝐸(𝜂
1
(𝑡))

𝑊2 − 𝑊𝜂
1
` (0) − 𝜂

1
(0)

= (1 + 𝑎11) [
𝐸[𝜂

1
(𝑡)]

𝑊
− 𝑊𝜂

1
(0)] + 𝑎12 [

𝐸[𝜂
2
(𝑡)]

𝑊
− 𝑊𝜂

2
(0)] + ⋯ + 𝑎1𝑚 [

𝐸[𝜂
𝑚
(𝑡)]

𝑊
− 𝑊𝜂

𝑚
(0)]

+ 𝑏11𝐸[𝜂
1
(𝑡)] + ⋯ + 𝑏1𝑚𝐸[𝜂

𝑚
(𝑡)] + 𝑐1(𝑡)𝑊

2 

⋮ 

[
𝐸[𝜂

𝑚
(𝑡)]

𝑊2 − 𝑊𝜂
𝑚
` (0) − 𝜂

𝑚
(0)] =  𝑎𝑚1 [

𝐸[𝜂
1
(𝑡)]

𝑊
− 𝑊𝜂

1
(0)] + 𝑎𝑚2 [

𝐸[𝜂
2
(𝑡)]

𝑊
− 𝑊𝜂

2
(0)] + ⋯ + 

 (1 + 𝑎
𝑚𝑚

) [
𝐸[𝜂

𝑚
(𝑡)]

𝑊
− 𝑊𝜂

𝑚
(0)] + 𝑏𝑚1𝐸[𝜂

1
(𝑡)] + ⋯ + 𝑏𝑚𝑚𝐸[𝜂

𝑚
(𝑡)] + 𝑐𝑚(𝑡)𝑊2 

Simple calculation  

(
1

𝑊2 −
1 + 𝑎11

𝑊
− 𝑏11) 𝐸[𝜂

1
(𝑡)]

= 𝑎12 [
𝐸[𝜂

2
(𝑡)]

𝑊
− 𝑊𝜂

2
(0)] + ⋯ + 𝑎1𝑚 [

𝐸[𝜂
𝑚
(𝑡)]

𝑊
− 𝑊𝜂

𝑚
(0)]

+                                                      𝑏12𝐸[𝜂
2
(𝑡)] + ⋯ + 𝑏1𝑚𝐸[𝜂

𝑚
(𝑡)] + 𝑐1𝑊

2 + 𝑊𝜂
1
` (0) + 𝜂

1
(0) 

⋮        ⋮ 

(
1

𝑊2
−

1 + 𝑎𝑚𝑚

𝑊
− 𝑏𝑚𝑚)𝐸[𝜂

𝑚
(𝑡)]

= 𝑎𝑚1 [
𝐸[𝜂

1
(𝑡)]

𝑊
− 𝑊𝜂

1
(0)] + 𝑎𝑚2 [

𝐸[𝜂
2
(𝑡)]

𝑊
− 𝑊𝜂

2
(0)] + ⋯                                  +  𝑏𝑚1𝐸[𝜂

1
(𝑡)] + ⋯

+ 𝑏𝑚𝑚−1𝐸[𝜂
𝑚−1

(𝑡)] + 𝐶𝑚𝑊2 + 𝑊𝜂
𝑚
` (0) + 𝜂

𝑚
(0) 

Using Cramer's rule to find 𝐸[𝜂1(𝑡)], … , 𝐸[𝜂𝑚(𝑡)], then taking its inverse, we get the solutionof (8).  

5. Application 
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In this section, some supported examples can be solved when 𝑛 = 1 and m = 2, b1 = b2= 0  as following: 

𝑥𝜂`(𝑥) = 3𝜂(𝑥) − 𝑍(𝑥)                  , 𝜂(1) =
1

5

𝑥𝑍`(𝑥) = 4𝜂(𝑥) − 𝑍(𝑥)                 , 𝑧(1) =
1

2

]    (12) 

Solving the aforementioned system using Theorem 1 results in: 

 

(
�̀�(𝑡)

�̀�(𝑡)
) = (

3 −1

4 −1
) (

𝜂(𝑡)

𝑍(𝑡)
)       (13) 

And the initial conditions utilizing (2), get(
𝜂(0)

𝑧(0)
) = (

1

5
1

2

) 

Taking Elzaki transform for (13)  

𝐸[𝜂(𝑡)]

𝑊
− 𝑊𝜂(0) = 3𝐸[𝜂(𝑡)] − 𝐸[𝑧(𝑡)] 

𝐸[𝑍(𝑡)]

𝑊
− 𝑊𝜂(0) = 4𝐸[𝜂(𝑡)] − 𝐸[𝑧(𝑡)] 

Then  

𝐸[𝜂(𝑡)] −
1

5
𝑊2 = 3𝑊𝐸[𝜂(𝑡)] − 𝑊𝐸[𝑧(𝑡)] 

𝐸[𝑧(𝑡)] −
1

2
𝑊2 = 4𝑊𝐸[𝜂(𝑡)] − 𝑊𝐸[𝑧(𝑡)] 

Simplification  

(1 − 3𝑊)𝐸[𝜂(𝑡)] + 𝑊𝐸[𝑧(𝑡)] =
1

5
𝑊2 

−4𝑊𝐸[𝜂(𝑡)] + (1 + 𝑊)𝐸[𝑧(𝑡)] =
1

2
𝑊2 

Using Gramer's rule  

∆= |
1 − 3𝑊 𝑊
−4𝑊 1 + 𝑊

| = (1 − 3𝑊)(1 + 𝑊) + 4𝑊2 = 1 − 2𝑊 + 𝑊2 

Moreover 

𝐸[𝜂(𝑡)] =
1

∆
|

1

5
𝑊2 𝑊

1

2
𝑊2 1 + 𝑊

|,   And𝐸[𝑧(𝑡)] =
1

∆
|
1 − 3𝑊

1

5
𝑊2

−4𝑊
1

2
𝑊2

| 

Then, taking inverse of Elzaki transform: 
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𝜂(𝑡) =
1

5
𝑒𝑡 −

1

10
𝑡𝑒𝑡 

𝑧(𝑡) =
1

2
𝑒𝑡 −

1

5
𝑡𝑒𝑡 

Represent the set solution of system (13). Also, using (2) again can be found the set solution of system (12) 

𝜂(𝑥) =
1

5
𝑥 −

1

10
𝑥 ln 𝑥 

𝑧(𝑥) =
1

2
𝑥 −

1

5
𝑥 ln 𝑥 

If the vector bi is not equal to zero, the system is non homogeneous: 

𝑥𝜂`(𝑥) = 𝑧(𝑥) + 𝑥,                                   𝜂(1) = 2

𝑥𝑧`(𝑥) = −𝑧𝜂(𝑥) + 3𝑧(𝑥) + 𝑧    ,          𝑧(1) = 2
]   …(14) 

To solve the above system when 𝑛 = 1and by Theorem 1, yield: 

(
𝜂(𝑡)

𝑧(𝑡)
)

′

= (
0 1

−2 3
) (

𝜂(𝑡)

𝑧(𝑡)
) + (𝑒𝑡

2
)     … (15) 

The initial condition by using (2) become   (
𝜂(0)

𝑧(0)
) = (

2

2
) 

Taking Elzaki to (15): 

𝐸[𝜂(𝑡)]

𝑊
− 𝑊𝜂(0) = 𝐸[𝑧(𝑡)] + 𝐸[𝑒𝑡] 

𝐸[𝑧(𝑡)]

𝑊
− 𝑊𝑧(0) = −2𝐸[𝜂(𝑡)] + 3𝐸[𝑧(𝑡)] + 𝐸[2] 

Then  

𝐸[𝜂(𝑡)] − 𝑊𝐸[𝑧(𝑡)] =
𝑊3

1 − 𝑊 
+ 2𝑊2 

2𝑊[𝜂(𝑡)] + (1 − 3𝑊)𝐸[𝑧(𝑡)] = 2𝑊3 + 2𝑊2 

Using Gramer's rule  

∆= |
1 −𝑊

2𝑊 1 − 3𝑊
| = 1 − 3𝑊 + 2𝑊2 = (1 − 2𝑊)(1 − 𝑊) 

Moreover  

𝐸[𝜂(𝑡)] =
1

∆
|

−𝑊3+2𝑊2

(1−𝑊)
−𝑊

2(𝑊3 + 𝑊2) 1 − 3𝑊
|,   And𝐸[𝑧(𝑡)] =

1

∆
|

1
−𝑊3+2𝑊2

(1−𝑊)

2𝑊 2(𝑊3 + 𝑊2)
| 

Taking inverse of Elzaki transform, get 

𝜂(𝑡) = 2𝑡𝑒𝑡 + 𝑒𝑡 + 1 
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𝑧(𝑡) = 2𝑡𝑒𝑡 + 𝑒𝑡 

After using (2), we get the set solution of (14): 

𝜂(𝑥) = 2𝑥 ln 𝑥 + 𝑥 + 1 

𝑧(𝑥) = 2𝑥 ln 𝑥 + 2𝑥 

REFERENCES 
 

1. A. H. Mohammed and A. N. Kathem,Solving Euler' s Equation by Using New Transformation, Journal of Karbala University, Vol. 6(4), 2008. 

2. A.Kilicman and H.E.Gadain. An application of double Laplace transform and Sumudu transform, Lobachevskii J. Math., 30(3), 2009. 

3. A. N. Albukhuttar and I. H. Jaber,Alzaki transformation of a linear equation without subject to any initial conditions, Journal of Advanced 

Research in Dynamical and Control Systems, Vol. (11), 2019. 

4. ElzakiT. M., On the connections between Laplace and Elzaki transforms, Advances in Theoretical and Applied Mathematics,6(1), 2011. 

5. Eman A. Mansour, Emad A. Kuffi, Sadiq A. Mehdi, On the SEE Transform and System of Ordinary Differential Equations, Periodicals of 

Engineering and Natural Sciences, Vol.9, No.3, 2021. 

6. Eman A. Mansour, Sadiq A. Mehdi, Emad A. Kuffi, On the Complex SEE Change and Systems of Ordinary Differential Equations, 

International Journal al Nonlinear Analysis and  Applications, Vol.12, No.2, 2021. 

7. Hassan E and Adem K, A note on the Sumudu transform and differential equations, Applied Mathematical Sciences, Vol.4, No.22, 2010. 

8. Larson.R and David .C, Elementary linear algebra,New York,USA:Houghton Mifflin Harcourt publishing company,2009. 

9. Pradip, R. B. and Kirtiwant, P. G.,  Application of Elzaki Transform to System of Linear Differential Equations , International Journal 

Research Publication, Vol.6, No.2, 2016. 

10. Slaminasab, M. E. and  Bandy, S .A. ,Study On usage of Elzaki transform for the ordinary differential equations with non-constant coefficients, 

International Journal of Industrial Mathematics, Vol 7, No.3, 2015. 

11. Tarig, M. E., Adem, K., The New Integral Transform “Elzaki Transform” Global Journal of Pure andApplied Mathematics, Vol.1, 2011. 

12. Tarig, M. E., Salih, M. E. and Eman, M. A., Elzaki and Sumudu Transform for Solving Some Differential Equations, Global Journal of Pure 

and Applied Mathematics, Vol 8, No 2, 2012. 

 

 
 
 

 


