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A B S T R A C T 

The use of wireless sensor networks (WSNs) in tracking moving objects has increased 
significantly in recent years. Target node coverage, a criterion for choosing the right node or 
nodes for monitoring moving targets, is described in this research utilizing the proposed 
algorithm that is based on the combined genetic algorithm and MTR (Multiple Target 
Research). The suggested approach combines factors according to a basic strategy, and while 
choosing the right node, better attributes are taken into account. The suggested approach 
determines which node or nodes are suitable for covering and tracking network objectives 
based on their degree of overlap, distance to the well, and best remaining energy. Criterion for 
selecting the appropriate node or nodes for tracking moving targets are presented in the form 
of target node coverage. In the proposed method, parameters are combined based on a 
fundamental strategy, and superior characteristics are regarded when selecting the 
appropriate node. Fewer nodes are positioned in the appropriate coverage region, according 
to the results. Furthermore, given that the communication. 
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1. Introduction 

The wireless sensor network is rapidly transforming all aspects of people's daily lives [1]. It connects millions to 
billions of devices under multiple networks [2]. The development of the global economy has also had an impact on 
the industry [3]. Information and communication technology industry is on an upward trajectory [4]. Technological 
developments, greater competition, and the removal of trade obstacles have all led to a decrease in the cost of ICT 
(Information and Communication Technologies) goods and services [5]. As a result, other investment strategies 
have emerged that substitute labor for ICT-based tools and equipment, and capital has become a conventional 
approach [6]. Nevertheless, it is impossible to ignore this technology's drawbacks. Maintaining fault tolerance and 
the potential for faults is one of the biggest drawbacks and challenges associated with this technology's 
advancement [7, 8, 9]. Because every connected device in a wireless sensor network is potentially a gateway to 
personal data or network infrastructure, mistakes made unintentionally could result in the loss of sensitive data 
and information, while mistakes made on purpose due to hostile attackers could result in privacy violations and 
the misappropriation of data and facilities. In wireless sensor networks, fault tolerance solutions are used to stop 
and lessen the likelihood of faults occurring in connected devices [10, 11, 12].In this research, A fault-tolerant 
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dynamic target tracking algorithm framework is proposed. Optimal clustering is used in the suggested design to 
achieve defect tolerance. In order to predict the circumstances of the error's occurrence and neutralize it should 
the error arise; it also uses the genetic optimization technique to optimize the clustering. 

1.1. Problem Statement 

Wireless sensor networks, which have attracted a lot of attention in recent years, offer study areas with quick 
growth and tremendous interest due to the advancement of electronic device manufacturing technology and the 
cost-effectiveness of large-scale sensor networks [13, 14, 15, 16]. Many uses and challenges arise from large-scale 
wireless sensor networks with hundreds to tens of thousands of sensors [17, 18, 19]. These networks' special 
qualities enable their application in security and military care, border protection, accident-prone area control and 
investigation, and more [20, 21, 22]. One of the most important uses for these networks that is planned is target 
monitoring [23]. In this use case, wireless sensor networks employ their sensor base to perceive, identify, and track 
a particular target over the network's surveillance area [24, 25]. The issue of power consumption and error-free 
tracking of numerous moving targets simultaneously in these networks must be closely monitored due to the 
energy constraints of the sensors in these kinds of networks and the wireless nature of sensor connection [26, 27, 
28, 29]. 

1.2. Research objectives 

1-  Enhancing the error tolerance of a prediction-based dynamic target tracking algorithm in a wireless sensor 
network 

2- Reducing the latency in wireless sensor network dynamic target tracking 

3- Enhancing the effectiveness of dynamic target monitoring within a wireless sensor network 

4- Reducing the energy usage of dynamic target monitoring in wireless sensor networks 

1. 3 Research methods 

This study looks into the error tolerance issue when tracking moving objects with wireless sensor 

networks utilizing the library method. As a result, the basis of the suggested solution is clustering that 

has been genetic algorithm optimized. Based on this, after the sensor network is put into place and the 

best possible combination of sensors is chosen in accordance with sink mobility, the error tolerance of 

the moving object tracking algorithm is examined, and factors like latency, efficiency, and energy usage 

are assessed. This will be accomplished using MATLAB. 

1.4 Proposed Approach 

The suggested technique locates the destination (usually the sink node) and tries to find numerous 

viable routes by aggregating and changing the routing tree between each node, based on the TARA 

article by Kim et al. (2017). Consequently, the proposed work using the evolutionary algorithm, an 

optimizing technique that produces the best path tree for delivering sensor data when combined with 

TARA is optimized, a routing system. Each cluster node will try to use up to three pathways to transmit 

its data to the cluster leader following optimization put another way, the energy vacuum problem and 

lengthen the network's lifetime by increasing the cluster head node's lifespan in order to address the hot 

spot issue is tackled. Temperature-based routing for intra-cluster communication uses less energy than 

inter-cluster communication, which reduces energy loss at the cluster head and lengthens the network's 

lifespan [29, 30]. 

1.5 Paper Organization 

Section 2 illustrates TARA intra-cluster routing algorithm. Section 3 discusses Creation of path 

tree by combined algorithm. Section 4 describes Measuring the reliability of routes. Then, Section 5  
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discusses how to Keeping track. Section 6 explains Sending data. Section 7 is dedicated for Experiments 

and Results implementation. Furthermore, Section 8 presenting discussions. Finally, Section 9 illustrates 

conclusions. 

2.TARA intra-cluster routing algorithm 

The TARA algorithm is the first clustering-routing protocol to incorporate temperature as a 

routing criterion, using it to estimate the temperature of neighboring nodes. Then, if the temperature of 

a neighboring node exceeds a predetermined threshold, the cluster will identify that node as a hot spot 

and eliminate it from the information transmission path. In addition, there are two categories of 

thresholds in this algorithm. The initial criterion is a dynamic criterion. Each node transmits its data to 

a neighboring node based on the shortest path and the fact that the following neighboring nodes have 

passed this dynamic threshold. The second criterion is the static criterion. If the temperature of the next 

node exceeds this fixed threshold, the transmissions are buffered until the temperature falls below the 

threshold. With these explanations, MTR algorithm is proposed in the 2017 article by Kim et al. 

3. Creation of path tree by combined algorithm 

The proposed algorithm is based on protocols for on-demand clustering. In on-demand 

algorithms, when the source has data to send to a specific destination but lacks a route to the destination, 

it initiates a route discovery procedure. In this instance, the origin dispatches a flood of request bodies 

to all of its neighbours. In its future head, each route request packet contains the list of scores it transmits. 

Due to the source's extensive dissemination of these hands, it is feasible for the destination to receive 

multiple manager request packets from distinct routes. The destination can then send multiple manager 

responses (requests) to the source via multiple managers.  

4. Measuring the reliability of routes 

In the proposed solution for selecting a number of routes from all discovered routes to send data, the 

reliability parameter of the manager is measured. In actuality, the source utilises more reliable routes to 

send data to the destination. In order to achieve this goal, the degree of a manager's dependability should 

be measured during both the route discovery and manager maintenance processes. 

5. Keeping track 

In the proposed design, the source node always attempts to send its data to the destination via two 

channels simultaneously. It distributes the sent packets evenly between two administrators for this 

purpose. The central tenet of the proposed concept is to transmit data via more reliable routes. With the 

aid of the maintenance mechanism, the origin attempts to discover the strongest paths over time for this 

purpose. 

6.  Sending data 

In order to mitigate for a portion of the latency caused by the route discovery phase, two or three 

managers can be utilized concurrently during the data transmission phase. In simulation 

implementations, Simultaneously, two paths are used to transmit data, resulting in significant 

enhancements in end-to-end latency reduction. Using these mechanisms, it is possible to balance 

network traffic by distributing information burden across multiple administrators, which is relevant to 

the discussion of traffic control and congestion, end-to-end bandwidth, and consequently parallel data 

transmission. can drastically shorten the delay.  

Figure 1 illustrates the internal structure of the sensor/operator node. 
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Figure (1) : The internal structure of the sensor/operator node 

 7. Experiments and Results implementation 

This section discusses main problem parameters and variables and concentrate on obtained results and 

analysis. 

7.1 Parameters and variables of the problem 

In this study, all mobile network components are mobile and the network is dynamic (i,e. can be 

increased with more components). Therefore, it is presumed that some network nodes are being targeted 

and that other nodes should provide coverage. Therefore, the proposed algorithm attempts to determine 

the optimal target coverage range. In the proposed model, variables related to the network's dimensions 

and other sensor-related specifications are used. 

To implement the proposed method based on the required parameters, algorithm functions are modified. 

On this basis, the fitness function can calculate each searcher's fitness level. Due to the fact that each 

seeker represents the arrangement of all sensors on a 3D display, the fitness of each seeker is determined 

by the total number of points on the display that are tracked. The arrangement is superior the greater the 

coverage range of moving targets (the more locations that are covered). (The fewer uncovered points, 

the better). 

7.2 Results  

In this section, results will be displayed using the default values. Figures 2 and 3, show a view of the 

coverage of moving targets in the network is shown. 
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Figure (2) : Covering moving targets in the network from the front view    

 
  

 

 

 

 

 

 

                       Figure (3) : Coverage of moving targets in the network from the top view 

As shown in Fig.2 and Fig.3, the coverage radii of the moving targets vary, and only those targets 

contained within the circles are covered. These numbers indicate that the fourteen considered sensor 

groups were able to cover a substantial portion of the network's target nodes. In addition, it is important 

to pay attention to the absence of overlap between nodes. This problem is shown in Fig.4. 

 

 
 
 
 
 
 

 

 

 

Figure (4) : Non-overlapping of nodes in order to cover the moving targets of the network 
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The processing of these results took 182.234364 seconds, and at the conclusion it was determined that 

685 nodes did not fall within the targets' coverage scope. 

Next, while maintaining the same number of sensors and sensor groups, the network's dimensions would 

be increased from 50*50*50 to 100*100*100 cubic meters. The effect of these modifications on network 

moving target coverage is depicted in Fig.5. As shown in Fig.3, the increase in network dimensions has 

resulted in a rise in the number of network sensors, since the coverage radius has remained unchanged, 

fewer targets are covered. 

 

 

 

 

 

 

 

Figure (5) : The amount of coverage of network targets in the conditions of increasing the 

dimensions of 50*50*50 cubic meters to 100*100*100 cubic meters. 

Finally, it was determined that 7566 network nodes do not fall within the target coverage area. Similarly, 

the duration of this program's execution was 305.437497 seconds. 

In the following phase, the network's dimensions are adjusted to 50*50*50 cubic meters, and the 

communication radius is increased from [15 10 8 5] meters to [20 15 13 10] meters. In other words, the 

results of target coverage are evaluated by expanding the communication radius by 5 meters for each 

group. The result is presented in Fig.6. 

 

 
Figure (6) : The result of covering network targets by increasing thecommunication radius of 

nodes by 5 meters. 
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As shown in Fig.6, as more nodes are positioned, the greatest average degree of coverage (Kh value) 

increases. This problem demonstrates that the number of moving targets in the network is directly 

proportional to the node density (Kh value). Clearly, the greater the node placement density and sensing 

range of each node positioned in the surveillance area, the greater the number of target nodes that can 

be used to reduce overlap and background in the coverage area. In addition, Fig.6 illustrates the average 

effect of the Kh value for varying numbers of placed nodes on the average percentage of target overlap 

area. For a given average value of Kh, the average percentage of overlapping area will increase if the 

number of nodes placed increases. The percentage of average overlap area increases linearly as Kh 

increases for a given number of embedded nodes. Therefore, the algorithm is suitable for very dense 

placement situations  

 

 

 

 

 

Figure  (7) :  Average highest degree of coverage (Kh) of different detection almonds 

8. Discussion 

In the deterministic distribution of network nodes, it is evident from the research findings that the 

problem of covering the objectives in the mathematical dimension prior to placement is debatable. In 

random distribution, however, obstacles are encountered such as an overabundance of coverage at some 

locations or the presence of points with no coverage or inadequate coverage. In this dissertation, using 

the proposed algorithm based on the combined genetic algorithm and MTR, a criterion for selecting the 

appropriate node or nodes for monitoring moving targets is presented in the form of target node 

coverage, which has been able to compare to other methods in the literature. The efficacy of the 

simulation environment is enhanced. In the proposed method, parameters are combined based on a 

fundamental strategy, and superior characteristics are regarded when selecting the appropriate node. 

According to the proposed method, the node or nodes with the best remaining energy, distance to the 

well, and degree of overlap are deemed appropriate for covering and tracking network targets.  

In general, the simulation outcomes of the proposed algorithm have been evaluated and contrasted across 

a number of experiments conducted under diverse conditions. The results indicate that the proposed 

method has been able to perform better than other methods in the following criteria: 

Average percentage of overlapping area 

Average moving distance 

The average number of nodes covered by target tracking 

9. Conclusion 

In this research's proposed model, parameters such as the length, width, and height of the sensor network, 

the structure of sensor information data, the spatial information of the screen points, the number of 

sensors, the number of sensor groups, the communication range of sensors, the number of chromosomes, 
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and the number of repetitions were taken into account as network variables. The results of varying the 

problem's parameters revealed that, because the target coverage radius remained constant, fewer nodes 

were positioned in the target coverage area as the network's dimensions increased. Conversely, as the 

communication radius of nodes increases, the number of nodes that are not covered decreases while the 

likelihood of overlap between groups of nodes increases. In addition, it was discovered that as the 

number of groups increased, the number of nodes that were not subjected to coverage decreased relative 

to the initial state, whereas the analysis time increased significantly. Lastly, it was discovered that as the 

number of chromosomes increased, the number of non-covered nodes decreased, indicating the 

availability of more appropriate solutions to increase the coverage of moving network targets.. 
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