Enhancing Semantic Interoperability in Bird Classification through XML/RDF and SPARQL
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ABSTRACT

Classification of birds is the area that is quite complex and involved such a lot of varieties that demands the correct as well as the professional organization of the information. This study addresses the problem of semantic interoperability in the bird categorization process by means of constructing an ontology which covers all the words used in taxonomic descriptions. The paper exploits XML/RDF standards for semantic web compatibility and Open Link Virtuoso SPARQL Query Editor that enables simple interaction with its tools and visualization in the process of querying and presentation of results. Attempt to develop a specific ontology for bird identification for the purpose of optimizing the accessibility and retrieval of heterogeneous bird-oriented data that ultimately help in building effective knowledge management system in this field. The effectiveness of an ontology is evaluated by its ability to make possible classification of diverse information. This research methodology is proposed for implementation in a broad range of researches, education, and conservation programs that can targeted to enhance their output and increase accuracy.
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1. Introduction

Classification of birds is a complex task that needs a precise way of storing data. This research study is focused on the problem of semantic interoperability in bird classification by creating a detailed ontology. Ontology is a philosophical term derived from two Greek words ontos (being) and logos (word), that was created for denoting the study of existing types of beings [1]. Through the years, Artificial Intelligence (AI) and Computational Linguistics (CL) lead to creation of ontologies that listing the
ontologies have leading roles in knowledge representation, knowledge management, as well as exchange and reuse of such knowledge in the systems [4]. There are many fields of study that use ontology as a source of knowledge like as: semantic web, search engines, e-commerce, natural language processing, knowledge architecture, information extraction and retrieval, multifactor systems, dynamic modeling of spatiotemporal systems, database design, geographic information science, and digital libraries [5]. Utilization of XML/RDF standards for semantic web compatibility and Open Link SPARQL Query editor ensures executing queries and outputting the results respectively. Through the development of the bird classification ontology the purpose is within is to establish a more unified, organized and retrievable bird-related information database pursuing of perfection in knowledge management in this particular domain. The usefulness of the ontology is gauged from the efficiency and precision in which it categorizes data coming from various sources. The research described herein looks at a method that may be of much help to experts, educators, and conservationists who want to classify birds in an accurate and speedy way.

1.1. The problems of ontologies with some solution

Ontology is recognized as $O = \{(C, R, A, Top)\}$, where $C$ is the nonempty set of concepts, $R$ is set of all relations that two or more concepts are related, $A$ are statements that bound the ontology, and $Top$ is the highest level of the hierarchy which also is the root. The $R$ language is subdivided into the $H$ and $N$ partitions. The $H$ partition consists of all hypotheses where the relationship involves taxonomy, and the $N$ partition constitutes all assertions where the relation is non-taxonomy. Cooperative and goes to the two-way reflection, which connects $R$ and reality [5].

A knowledge representation system is an important component of artificial intelligence applications. It stores complex and possibly incomplete domain models and uses reasoning techniques to answer queries about the knowledge. The properties of a knowledge representation system include the ability to express and describe ontology objects in different domains, dynamic expansion of different domains, flexible expression of knowledge using familiar vocabulary, and the generation of vocabulary packs based on an ontology language library [6].

Modeling knowledge related to a particular area of interest is a challenging task for researchers. It takes a great deal of time and money, which is compounded when we consider that concepts and relationships within an ontology must be updated on a regular basis. As a result of these problems, researchers have developed semi-automated methods for creating and maintaining ontology such as: ontology learning (OL), which uses linguistic resources as well as natural language processing (NLP) capabilities to build and deploy an ontology. [7, 8].

Getting an ontology manually is a time consuming and inefficient process. It entails an in-depth understanding of an area, and the output is often inadequate or wrong. Manually generated ontologies
are expensive, time-consuming, error-prone, developer-biased, and inflexible, particularly with regard to the reason for which they are created. Researchers try to solve the defects of manual ontology construction by using semi-automatic or automated methods. Automating the creation of an ontology not only saves time and money, but also results in an ontology suitable for its intended use. Several methodologies and systems for learning ontology have been introduced in the past decade. They use two methods of constructing an ontology. One way is to create ontology building tools such as Protégé-2000 and Edit, which are used by knowledge engineers and domain professionals. Another option is to develop an ontology semi-automatically or automatically using data from several sources [8].

The key issues that are addressed in the development of ontologies are:

a. Lack of criteria for merging and reusing existing ontology.

b. A fixed hierarchy based on fixed categories based on a single point of view would be too rigid to allow for a vastly diverse perception of our reality.

c. Absence of fully automatic ways of acquiring knowledge[5].

2. Ontology Learning: Step by Step

In recent years, a number of methodologies and systems for learning ontology have been developed. These techniques generally fall into two categories: manual construction with tools such as Protégé and Edit, designed for use by knowledge engineers and domain professionals, or automated and semi-automated approaches that learn ontology from diverse knowledge sources. Learning ontology involves extracting existential elements, or conceptual knowledge, from input and using them to construct an ontology. Like Cimiano et al. (2005), this process is a critical step in facilitating knowledge sharing and reuse [5].

Machine learning, knowledge acquisition, natural language processing, information retrieval, artificial intelligence, inference, and database management are just a few of the areas used in ontology learning. Ontology learning systems can be classified based on the types of data they are learned from. So it can learn from unstructured, semi-structured and structured data. Documents written in natural language, such as books and magazines, are an example of unstructured data, while HTML and XML files are examples of semi-structured data. Databases and dictionaries are examples of structured data [6].

The methodologies divide the ontology-building process into a number of stages, each with a set of activities to complete. The relevance of a particular activity within methodology is primarily determined by factors such as the characteristics of the ontology-based application, the complexity of the ontology to be developed, the availability of information sources, and the experience of the ontology architects.

The maintenance and application of ontology are post-development tasks. In parallel with the main development processes, ontology support activities such as Knowledge Acquisition (KA), Evaluation, Reuse, and Documentation are carried out.

The methodologies also define the roles of the participants in the ontology development process. They distinguish between domain experts who provide knowledge about the domain to be designed, ontology
architects who specialize in topics such as knowledge representation or ontology tools, and users who use ontology for a specific purpose. [10]

Ontology learning is interdisciplinary in nature, attracting researchers from a wide range of disciplines, including knowledge representation, logic, philosophy, databases, machine learning, natural language processing, image processing, and so on. As a result, learning ontology has benefited from a massive exchange of ideas and approaches that have formulated a slightly different perspective on the challenge of knowledge acquisition.. [9].

Manual ontology construction and management is expensive and time-consuming, and the ontologies that are created are only static and context-dependent representations of knowledge. The goal of ontology learning is to develop a sufficient amount of knowledge, describing difficult-to-processable resources, automatically (or semi-automatically) and dynamically, and describe it in machine-processable manner as ontologies. In quickly expanding domains, ontologies must be taught, enriched, populated, and evaluated constantly, hence ontology learning, automatic evolution, and assessment approaches are critical.

Ontology development can be done by building an ontology from scratch, or by expanding (filling in or enriching) an existing ontology: By integrating previously developed ontology: And by specializing or enriching general ontology, in order to adapt it to a specific field. Ontology learning uses a large variety of methods and algorithms from several fields such as machine learning, knowledge acquisition, natural language processing, information retrieval, text mining, artificial intelligence, reasoning, and database management [10].

Individual Ontology Approaches Individual ontology techniques use a single global ontology that provides a common vocabulary for semantic specifications. All data sources are linked to a single global ontology. Single ontology techniques can be used to solve integration difficulties where all data sources to be combined have an almost identical domain representation. However, if an information source has a distinct perspective on a domain, because by presenting a different level of detail, defining the minimum existential commitment can be difficult. It is much easier to combine sources of information that link to catalogs of similar products. Changes in sources of information may also affect understanding of the field represented in ontology, leaving individual ontology approaches vulnerable. Changes in one information source can lead to changes in global ontology and mappings to other information sources, depending on the nature of the changes [11].

Multiple ontologies: allow for the representation of different information resources with their own unique ontologies. This approach does not require a universal ontology that all sources agree on, making it easier to make changes to individual sources or add/remove sources. However, the lack of consistent terminology makes it difficult to compare ontologies from different sources. To address this challenge, additional representational formalisms have been proposed to define inter-ontology mapping. These formalisms aim to explore linguistically related concepts from multiple ontologies and provide a solution for comparing and aligning ontologies from different sources [12, 13].
Hybrid ontologies have been developed to address the limitations of single and multiple ontology approaches. These hybrid technologies combine the use of multiple ontologies with a single global shared vocabulary, allowing for the semantics of each source to be described by its own ontology. This approach enables the source ontologies to be comparable and facilitates interoperability between different systems and domains. The use of a shared vocabulary helps to overcome the challenges of integrating diverse ontologies and promotes consistency and coherence in hybrid intelligent systems[14]

The task of ontology learning is divided into four sub-tasks: ontology representation, ontology acquisition, ontology evaluation, and ontology maintenance [15].

2.1. Ontology Representation

Before we start working on ontology, we need to know what kind of representation we want to use. This decision is important not only for human and computer understanding, but also for ontology efficiency. Indeed, a good representation improves the expression of the thinking system.

The standardization of ontology representation languages has sparked a lot of interest in OL in recent years.

2.2. The acquisition of ontologies

After choosing a representation, it is important to extract and collect relevant content to characterize a particular domain in order to construct an ontology. This material typically consists of concepts, properties, and relationships, and can be manually developed by subject matter professionals or extracted semi-automatically from a corpus using Natural Language Processing (NLP) techniques. The generated/extracted content must then be translated into an ontology-compatible format. The main processes of ontology acquisition are summarized as follows:

1. Information extraction: information about a certain domain must be recognized and extracted from a variety of sources (e.g., web sites, corpora, books, dictionaries, thesauri, etc.) and converted into a suitable format for ontology discovery.

2. Ontology discovery: once the data is collected, the irrelevant data must be removed and the relevant data must be added to the ontology.

3. Ontology organization: once the information has been added to the ontology, it must be arranged in order for the knowledge to be more usable. Synonyms can be clustered, inverse relations can be deduced, centroids can be discovered, taxonomies can be created, and so on.

2.3. Evaluation of ontologies

Once the ontology is complete, its performance must be evaluated. Likewise, this process can be done manually or semi-automatically. The latter technique is used frequently because it saves money and enables comparison of the performance of different ontologies.
It satisfies the three basic criteria for gold-standard-based assessments: we allow assessment along multiple dimensions, (ii) the distance between the correct and given answer is considered, and (iii) the scale interval is used equally, in accordance with analytical and empirical assessment. [16].

Evaluation of the quality of ontology acquisition is an important aspect of intelligent web technology because it allows researchers and practitioners to assess the validity of the resulting ontology at the lexical level, coverage at the concept level, validity at the taxonomic level, and adequacy at the non-lexical level. In the event that ontology does not meet the user's unique requirements, evaluation of ontology acquisition allows for improvement and reconfiguration of the entire ontology learning process. As mentioned earlier, ontology learning is a multi-level process, which makes the evaluation of ontology extraction difficult. Due to the difficulty in evaluating domain ontology, a large number of evaluation strategies have been introduced in the past few years, and this field is in continuous development. All proposed methodologies fall into one of these categories, which are categorized according to the type of target ontology and the objective of the assessment.

- Gold standard-based assessment
- Application based evaluation
- Data-driven assessment
- Human evaluation [17]

2.4. Ontology maintenance

Existent ontologies must be updated on basis since knowledge is constantly changing. Maintenance can also be done manually or semi-automatically, with the latter being the recommended method [16].

3. PROPOSED WORK

There are many ways to extract keyword from text or even from images using a specific algorithm. In this case, there is no way that there will be errors in extracting the information, even if it is from 100 documents or from a number of sites.

Information extraction is a process that brings data in order to obtain information about a specific field, and information extraction can be from text, image, and audio. We collect information from various websites: wikipedia.org, rspb.org.uk and garden-birds.co.uk. To build an ontology several steps are performed as shown in Figure 1 and described as follows:
First step is adding categories and subcategories as shown in Figure 2: We define a category for Birds and Habitat, and four more categories: City, Coast, Countryside, and Nature Reserve which are subcategories of the Habitats category. The second step is to add the characteristics and subcharacteristics and their domain and scope as shown in Figure 3. The third step is to add the affirmations which serve as a description of each bird as shown in Figure 4.

```xml
<!-- Classes and Sub Classes -->
<owl:Class rdf:about="ex:bird" />
<owl:Class rdf:about="ex:habitat" />
<owl:Class rdf:about="ex:town" />
<owl:subClassOf rdf:resource="ex:habitat" />
</owl:Class>
<owl:Class rdf:about="ex:contryside" />
<owl:subClassOf rdf:resource="ex:habitat" />
</owl:Class>
<owl:Class rdf:about="ex:Nature_reserves" />
<owl:subClassOf rdf:resource="ex:habitat" />
</owl:Class>
<owl:Class rdf:about="ex:Coastal" />
<owl:subClassOf rdf:resource="ex:habitat" />
</owl:Class>

Fig. 2. Snippet of classes and subclasses added

<!-- properties and sub Properties -->
<owl:Property rdf:about="ex:habitatIn" >
<owl:domain rdf:resource="ex:bird" />
<owl:range rdf:resource="ex:habitat" />
</owl:Property>
<owl:Property rdf:about="ex:length" >
<owl:domain rdf:resource="ex:bird" />
<owl:range rdf:resource="http://www.w3.org/2000/XMLSchema#integer" />
</owl:Property>
<owl:Property rdf:about="ex:sound" >
</owl:Property>
<owl:Property rdf:about="ex:beak" >
</owl:Property>
<owl:Property rdf:about="ex:familyname" >
<owl:domain rdf:resource="ex:bird" />
<owl:range rdf:resource="http://www.w3.org/2000/XMLSchema#string" />
</owl:Property>
</owl:Property>
```

Fig. 3. Snippet of properties and sub properties added
In order to support semantic web applications, SPARQL is the W3C’s candidate recommendation for accessing RDF/OWL data graphs. We use SPARQL to execute queries after converting the raw semantic data into RDF/OWL format. We apply SPARQL query shown in Figure 5 by Open Link website.

The results of the query is shown below in Figure 6.
4. Conclusion

In conclusion, we have successfully developed an ontology architecture for bird classification using XML/RDF standards for semantic web interoperability. Our ontological approach provides a comprehensive, structured classification of birds, including their characteristics, habitats, and relationships. The effectiveness of an ontology is evaluated by its ability to make possible classification of diverse information. This ontology of birds need extra development to be a valuable resource for researchers and conservationists. As a future work, an integration of the developed ontology into an expert system for bird classification will be conducted. The knowledge representation scheme will be combined with inference mechanisms and decision-making technique to make decisions in the domain of bird classification.
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