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A B S T R A C T 

In this paper we study the expansion of the telecommunications industry and the 
complexity of communications infrastructures. For ARPA networks such as 
ARPANET, the provision of integrated broadband service is essential. The new 
technology used in ARPANETs and changing traffic patterns have attracted much 
research attention to network topological design. Most topological design 
researchers have proposed techniques based on expensive exchange-based 
hardware. We presented a realistic ARPA network model in this study. ARPA 
network architecture includes network optimization. We proposed to apply 
particle swarm optimization (PSO) to enhance the ARPA network, and we also 
estimated the appropriate distribution of each system component using an 
exponential cost function. The results of the study show that the optimizer (PSO) 
had good results. 

MSC.. 

https://doi.org/10.29304/jqcsm.2024.16.21554 

1. Introduction 

In this work, we examined the optimal assignment to guarantee the dependability of the Advanced Research 
Projects Agency (ARPA) network [1, 2]. The system's dependability was evaluated by the computation of short paths 

connecting connection matrices. “Boolean algebra is used to acquire all pathways, and nodes are 
subsequently removed to provide minimal paths [3, 4]”. The dependability function is examined to find out 

more about the implemented advanced system's level of safety. In this research, we also study the mathematical 
challenge of propagating optimal dependability despite the history of networks. The optimization and relevance of 
the location dictate the dependability needs for each part of a complicated system. Reducing total expenses and 
improving system lifetime and reliability are the objectives [1, 5]. To increase overall dependability, some 
components may require a significant amount of allocation, depending on where they are positioned within the 

system. “Engineers encounter a number of challenges when trying to improve mechanical and electrical 
systems [6, 7]”. It is the goal of this work to improve the distribution and reliability of complex systems in 
addition to system cost, which can be expressed in terms of volume, weight, or other metrics. “One of the 

mailto:almhanalaith08@gmail.com


2 Laith Adnan Hadi Almhana, Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol.16.(2) 2024,pp.Math 62–69

 

two primary elements that determines the dependability of this component is the need for the model to 
be cost-based in order to validate the correctness of the input component”. The parameters of the 
suggested cost factor are modifiable [8]. This may be used by engineers to assess how the system has changed 

and to determine how to meet the basic reliability requirements for every machine component. Second, the model 
has to take the soundness of the input system's analysis into account. Certain situations provide a major problem 
that, in bigger systems, may become a major undertaking. These situations include basic systems. The findings were 
obtained using the Algorithm Particle Swarm Optimization (PSO), which helps to resolve optimization problems in 
complex systems. Utilizing an exponential behaviour model, the cost was calculated as shown in figure 1 [9]. 

 

 

                        Figure 1: ARPA network, schematic map. 

 

1.1 (ARPA) reliability allocation and network optimization 

Consider a (ARPA) network where components relating to dependability are included  [10, 11] . The following 
notes are utilized by us: 

                   = cost of element; 

       = reliability as an element; 

   = dependability of the system; 

           ∑         
 
    is the overall cost of the system, where    > 0; 

           RG stands for "systems reliability objective [5,19]. 
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“There are several possible outcomes due to the system's modular design and the unique responsibilities that 
each component performs”. “The sum of the numerous different system components, each with a unique level of 
reliability, is our capacity [10, 12]”. “The system's ability to distribute resources appropriately to all or some 
components is the ultimate goal. Problems are necessary for nonlinear programming [12, 13]”. The restriction is 
relevant even if it is nonlinear, and it may be studied in connection to costs: 

 

Minimized            ∑                  
    

Subject  to:     

                                                                                                 

                                [1] 

 

Assume that        meets certain requirements and that the partial cost function is fair. Positive, differentiated 

functions that increase from [ 
   

   
  ] . are referred to us [14].  

The Euclidean convexity         part costs function is equivalent to the fact that its derivatives, 
   

   
, are 

monotonically raised, i.e.,   
    

   
    . [3] 

By achieving an all-out framework cost foundation, subject to   , the prior method lessens the limitation on system 
dependability [15].  

1.2 Particle Swarm Optimization (PSO)  

PSO is an unconventional optimization method that may be used for ARPA Network optimization [3]. Encoding, 
initiation, evaluation, cloning, crossover, mutation, and termination are PSO processes that may be briefly 
explained [16, 17].  Coding: The variables in the optimization problem are modeled as genes in this stage. 
The main chromosomes are chosen at random from a group of chromosomes with different gene makeup. 
These arbitrary chromosomes, whose size is defined by the arbitrary number of chromosomes, comprise 
the population. Evaluation: Based on the gene order, each chromosome in the community is assigned a 
fitness rating. A chromosome's fitness value in a population establishes how likely it is to survive changes 
in gene order. Chromosome replications are assessed using fitness values derived from various genetic 
combinations  [7]. The goal of reproduction is to reduce the quantity of harmful chromosomes in the offspring while 

increasing the amount of good ones. Crossover: This procedure involves the switching of the mother's and 
father's chromosomes. “Two chromosomes are selected at random from the population to serve as parent 
chromosomes”. At the crossing sites—which are selected such that the number of crossing points is less 
than the total number of genes on the chromosome—the genes are exchanged. Two new chromosomes 
are made using genes from each of the parent chromosomes. The primary focus of this exercise is the 
intersection of two points. Mutation: To produce a new chromosome that differs from the chromosomes 
that are currently in the population, a mutation process is used. A random selection is made for the modified 
chromosome. “Among all the genes in the modified chromosome, a mutant gene is chosen at random, and its value is 
then modified”. Until the average level of fitness in the population is almost constant, the procedure is continued. 
Decoding the best chromosome in the neighborhood is the last step in solving the optimization issue. In a previous 
research, PSO was used differently and partially to build the ARPA network in order to boost bandwidth [18]. It was 
decided not to use meta-inference for the entire ARPA network planning problem. The basis of particle swarm 
optimization is gene evolution. PSO ignores the knowledge-producing process of cultural progress. The quick 
convergence of local optima is one of the drawbacks of PSO-based systems. Enhanced PSO offers a workaround for 
this restriction. Local search strategies are used in enhanced PSO stages to achieve better results. In this study, the 
local search strategy that was considered is the hill climb algorithm. The idea behind hill climbing is to always aim to 
improve upon your current level of fitness. The algorithm searches for these states as they become available; if any 
of these states do, the process ends. 
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 1.3 Application in a complicated system 

We want to structure the ARPA network into a network with parallel or series connections between 

its components, making it easier to estimate. With n components, the dependability of a series and 

parallel network is, respectively: 
   ∏   

 
                                                                                                                    [8] 

 
     ∏       

 
                                                                                                     [3] 

 

In this case,   denotes the component i's dependability, while    denotes the ARPA network's reliability [16]. 

 Equations (1) and (2) will be used to compare the dependability of each complex network with the provided p 

minimum paths. 

     ∏ (  ∏   
 
   ) 

          

 

In this instance, the index of the first component of a minimum pa z is represented by α, while the index of the last 

component is represented by ω.  

Equation (3) may be applied to ascertain the reliability of the intricate network seen in Figure 2. 

 

 

 

 

 

Figure 2. adapted ARPA network 
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Note: “When the      component is successful, then       and when it fails, then                , these lead 
to 
            

        [12]”. 
Using the above comment, equation (5) becomes the following polynomial. 

 
 

 

1.4 PSO_ ARPA Network algorithm 

PSO is an evolutionary technique that needs to generate random numbers. The number and quality of statistics 
produced affect the results of the PSO algorithm [19]. Throughout the search space is the initial iteration. Figure 3 
provides a summary of PSO usage. As shown in the following steps: 

Step(1): INPUT n {no. of nodes}, lb , ub , Rs equation, ai, bi and Rg. 

Step(2): Initialization of Population. 

Step(3):Calculate Fitness for each Particle, C (total cost) and Rs. 
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Step(4): Find Best Assignment (Best C and Best Rs). 

Step(5): Evolving PSO Population to obtain New Population. 

Step(6): GOTO Step(3) until the termination condition satisfied. 

Step(7): OUTPUT Best Assignment (Best C and Best Rs). 

 

 

 

Figure 3. Particle Optimization Flow Chart 

 

1.5 “An exponential feasibility model-based” 

“Assume        is a feasibility factor [15, 20],         (is maximum reliability), and        (is minimum 

reliability)”.  

                                                      [      
           

          
],  
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              The optimization problem emerges as: 

                                            Minimize            ∑       [      
           

          
 ]  

    

                                                                                                         

                            Subjected to  :                                                               

           
       

                                                                                                                         

 

    Table 1: using PSO and a cost function for reliability allocation optimization. 

Components PSO 

   0.96 

   0.97 

   0.92 

   0.9 

   0.93 

   0.9 

   0.93 

    0.95 

    0.95 

        0.99 

 

6. Conclusion 

The purpose of this research is to make a particular complex network more reliable. the system optimization 
problem that uses computational methods to spread each system component's dependability. Treating this issue as 
a nonlinear programming problem with constraints on people and material resources (ARPA network 
dependability) is an alternate approach to solving it. Taking into consideration the locations of different complex 

network components, the optimal network reliability assignment problem was resolved by applying the 
Particle Swarm Optimization (PSO) technique. The system's overall assignment was found to be (Rs = 0.99), 

and the first and second, as well as the fourth and sixth, network components' highest and lowest assignments are 



8 Laith Adnan Hadi Almhana, Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol.16.(2) 2024,pp.Math 62–69

 

shown in the table above. This paradigm has the advantage that all programs can do mathematical calculations 
because the assignment outcomes were obtained using Matlab software, version R2020a. 
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