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A B S T R A C T 

 
Data stream classification is a challenging task because of disruptive changes in the data 
distribution, also known as concept drift. Ensemble diversification is a crucial method in data 
stream classification, offering improved adaptability, flexibility, and efficiency.  In such cases, 
it is recognized that having an additional diverse ensemble of components improves 
prediction accuracy. Existing works have shown serious drawbacks in terms of accuracy and 
response time. This requires an adaptive approach for selecting components with high 
performance. Therefore, in this paper, we proposed an incremental ensemble diversification 
approach in data streams classification based on the combination of Improved Hoeffding 
Trees and Thompson Sampling (IHTTS). Our proposed approach begins with generating an 
initial set of classes for the data stream with timestamp (tn), then updating the classes when 
newly incoming data arrive (tn+1), and finally combining module diversity and prediction 
accuracy. The results on real datasets verify the efficiency and effectiveness of the proposed 
IHTTS approach. 

 

 
 

1. Introduction 
 

Recently, data stream classification has gained considerable attention in the data mining community. 
Applications of data stream include network security, healthcare, financial markets and security [1]. These 
applications require fast response between users and application servers. Traditional learning methods are 
inefficient in dynamic scenarios. Conversely, incremental learning approaches are capable of adjusting the changes 
in data streams [2,3]. Technically, ensemble diversification approaches have proven their effectiveness in data 
stream classification due to their flexibility and high accuracy. However, the task of processing diversity with the 
best performance remains a challenging task [4]. In this paper, we present an incremental ensemble diversification 
in data stream classification based on Improved Hoeffding Trees with Thompson Sampling (IHTTS). Technically, 
Thompson Sampling is a well-known method for effectively managing the trade-off between exploring and 
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exploiting several classifiers in the ensemble [5]. The main objective is to create a more accurate ensemble model 
to handle the uncertainty problem in data streams.   

 
The proposed approach utilizes Thompson Sampling (TS) to combine the positive aspects of incremental and 

ensemble approaches. The ensemble is updated incrementally. This paper aims to improve the performance of data 
stream classification. This improvement will lead to improved efficiency and accuracy of real-time data analytics to 
make fast and accurate decisions. The main contributions of this paper are summarized as follows: 
 

• Introducing IHTTS in Ensemble Learning: We proposed a fast ensemble diversification called 
the "IHTTS" approach for data stream classification.  

• Updating the ensemble incrementally: We further proposed an adaptive updating approach 
for managing ensembles in the data stream, assuring the approach's robustness and diversity 
over time.   

• We validate the proposed approaches with extensive experiments on real-world datasets. 
 
The paper is organized as follows. Section 2 discusses the related work. Section 3 explains the 

proposed framework. Afterwards, the results are discussed in Section 4.  Finally, Section 5 concludes 
the paper. 

 
2. Related Work 

 
This section discusses the state of the art on ensemble diversification in data stream classification. Ensemble 

learning enhances the accuracy and robustness of data stream classification accuracy by combining multiple models 
[6]. The implemented models excel well with ensemble diversification. Diversification can be achieved by changing 
training data, parameters, or learning methods [7].  
         Parvathi and Sasirekha (2023) [8] presented efficient ensemble models to handle diverse types of drift. Concept 
drift is common in data streams with changing data distributions. Bagging means training several models on 
different data bits and promoting diversity while boosting means learning models successively to fix previous 
mistakes. These concepts are suggested by [9,10]. This method emphasizes different data aspects by training 
classifiers on randomly selected subsets of characteristics [11]. Each model will represent data features with this 
method. Jiao et al. (2022)[12] found this method effective in data streams. They found that random subspace 
techniques improved data stream classification accuracy and durability. Gama et al. (2023) [13] noted that 
heterogeneous ensembles work well when ideas wander often and abruptly. Classifiers may specialize in different 
data patterns. Adaptive dynamic ensemble selection algorithms choose the best classifier subset based on recent 
performance. The approach, developed by Kuncheva and Whitaker in 2003 [14], has been improved for data stream 
applications. Recent advances by Zhang et al. (2023) [15] use real-time performance data to dynamically adjust 
ensemble composition, improving flexibility and accuracy.  
     Gao et al. (2021)[16] developed an ensemble architecture that combines segment-trained classifiers for diversity 
and flexibility. This method works in non-stationary conditions. Hybrid ensemble methods are also studied that 
combine both static and dynamic methodologies. Bifet et al. (2021)[17] proposed a hybrid method that combines 
ensemble approaches with adaptive learning procedures to address slow and fast idea changes. Results 
demonstrated significant classification accuracy. Furthermore, genetic algorithms were utilized to create ensemble 
members by Mendes-Moreira et al. (2022)[18], ensuring constant diversification modification. Ensemble 
composition is dynamically optimized using evolutionary techniques. Ensemble diversity has many benefits, but it 
faces certain challenges. Maintaining and updating several models in real time is computationally demanding. 
Handling the variety-ensemble size trade-off to avoid overfitting or underfitting is continual and tough. 
 
      Liu and Wu (2024)[19] developed a resource-aware ensemble approach that changes ensemble size based on 
computational power and speed of data stream. This method optimizes performance and resource use. Bi et al. 
(2024) [20] enhanced Thompson Sampling by approximating the logit model's likelihood function with the Pólya-
Gamma (PG) distribution and presenting a PG-based methodology. Current approaches are unsuitable for real-
world use. In conclusion, studies [8,9,10,11,12] have shown that using  simple ensemble models  for data stram 
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classification would achieve acceptable mean accuracy. Furthermore, studies [13,14,15,16,17,18,19] have revealed 
that applying ensemble diversity can be highly effective in reducing complications of classification process. 
However, existing works are still unapplicable in real application scinarios. Thus, improving data stream 
classification using machine learning and dynamic modeling is crucial to solving real-time analytics problems. 

 

 

3. Proposed Solution 
 

This section illustrates the incremental ensemble diversification in the data stream using the Improved Hoeffding 
Trees with Thompson Sampling (IHTTS) approach. This approach continually manages an adaptable ensemble of 
classifiers to achieve high accuracy in data stream classification.  

 
 
3.1 Data Stream Preprocessing 
  
 The proposed approach starts with data stream preprocessing. Data stream preprocessing transforms raw data 
for analysis and classification. Feature extraction turns incoming data into useful qualities to enhance classification 
systems. In this paper, we employ Incremental Discrete Fourier Transform (DFT) to extract features and update a 
data stream's Fourier transform as new data arrives. The incremental DFT updates the transform with each new 
data point. The sliding window deals with only the latest data points. This process guarantees that the 
transformation represents underlying data, making it suitable for the data streams. This approach updates the DFT 
with each new data tuple without recalculating the entire process to avoid the computational costs of data 
transformation.  Equation 1 computes the DFT of D with the initial window (W). 
 
 
 
 

    
 
 
Equation 2 computes the update for each Fourier coefficient:   
  
 
 
 
 
 
3.2 The proposed IHTTS Approach 
 
This section clarifies the framework of the proposed Improved Hoeffding Trees with Thompson Sampling (IHTTS) 
as an incremental ensemble diversification in the data stream classification. Our approach is a combination of two 
well-known machine learning methods, Hoeffding Trees and Thompson Sampling. Figure 1 shows the technical 
details of the proposed approach.  

(1) 

(2) 
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Figure 1. Framework of the proposed IHTTS approach 
 

 Hoeffding Trees (HTs) generate and update an initial set of classes. HTs can handle large volumes of data 
stream. Afterwards, the Thompson Sampling is used to arrange ensembles and improve classification performance 
by combining diversity with prediction accuracy. The prediction output is obtained after completing the 
classification step. After each data stream (Dnew), the ensemble and HT list are dynamically updated. HTs employ the 
statistical metric Hoeffding bound to find the minimal number of observations desirable to produce precise 
estimations. The Hoeffding bound confirms that choices based on a small sample size of data are close to those made 
using the whole dataset. It is a mathematical notion that joins the range of a random variable (𝑟), the number of 
observations (𝑛), and the desired judgment (𝛿). When a probability 1−δ, the mean of the variable is calculated within 
a certain distance (denoted as 𝜖) as shown in Equation 3. 
 
 

    𝜖 = √𝑟2 log 𝑛(1/𝛿)

2𝑛
                                                                       (3) 

 
  
 When a node in the tree collects an appropriate number of samples, the algorithm assesses whether to divide 
the node by considering the Hoeffding constraint. If a difference in the evaluation metrics between the top-ranked 
and second-ranked splitting criteria above the threshold 𝜖, the node is divided using the top-ranked criterion. 
Algorithm 1 explains the steps of the Improved Hoeffding Trees with Thompson Sampling (IHTTS) approach. 
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This approach allows rapid and effective generation of trees without full knowledge, which is essential for 
identifying data streams. Most of the solution uses Thompson Sampling. TS aims to balance exploration (trying new 
or underperforming classifiers) and exploitation (using well-performing classifiers) in the ensemble. The process 
involves these steps: 
 
- Performance Monitoring: Track accuracy, precision, recall, and F1-score for each classifier. As new data arrives, 
measurements are updated. 
 
- Probability Distribution Update: Classifier performance is represented by a probability distribution. The TS 
changes these distributions by incorporating observed performances, boosting the possibility of picking better 
classifiers. 
 
- Classifier Selection: HTs are selected based on updated probability distributions at each time step. Selection is 
probabilistic. 
 
- The TS incorporates diversity measurements into the selection process. Classifiers that increase ensemble 

variety ensure that the ensemble can handle a wide range of data variances. The ensemble model is updated in 
real time by adding classifiers selected by the TS module through the following steps: 

 
• Classifier Integration: It involves new classifiers in the ensemble. This concept may adapt to data stream changes 
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without retraining because the integration is done step-by-step. 
 
• Regular classifier removal eliminates low-performing or insignificant elements to the ensemble's diversity. 
Reducing concepts increases ensemble efficiency and effectiveness. Concept drift in data streams happens when the 
features of variables change in a short period of time. When concept drift is observed, the TS module integrates new 
or underutilized classifiers to speed up exploration and adapt to the changing data distribution. Finally, the sliding 
window strategy removes outdated data. 
 

4. Experiments 
 
This section discusses the results of the proposed IHTTS approach as an incremental ensemble diversification in 
data stream classification. We conducted experiments to assess the accuracy and running time for the proposed 
IHTTS approach and baseline classification approaches. Python-based experiments are run on an Intel(R) Core (TM) 
i7-HQ CPU with default hyper-parameters, the Massive Online Analysis (MOA) framework 
https://moa.cms.waikato.ac.nz/ assesses the Hoffding Trees as a baseline classification approach.  
 

4.1 Datasets 
 
     To evaluate the performance of our proposed IHTTS approach, we conducted experiments using two real 

datasets and compared the results to the baseline models. The datasets Poker [22] and Weather provide a wide 

range of concept drift scenarios and were used in a previous study [21]. Our experiments involve two types of drift: 

Recurring (R) and Unknown (U). The experimented datasets are available online at http://archive.ics.uci.edu/ml  
 

4.2 Results and Discussion 
 
 We validate the efficiency and effectiveness of the proposed approach by comparing three classification 

approaches for data stream classification.  Hoeffding Trees, DyncED [21], and IHTTS.  Fig. 2 explains the accuracy 

achieved by using the IHTTS approach and baseline approaches involving Hoeffding Trees (HTs) and DynED. We 

observe that the IHTTS outperformed baseline approaches in terms of both accuracy and Correlation Coefficient. 

The IHTTS approach exhibited greater performance by attaining higher accuracy scores and demonstrating a more 

robust link between projected and actual values.  

 

 

 

 

 

 

 

 

 

 
Figure 2. Accuracy of the proposed IHTTS approach and baseline approaches (HTs, DynED) 

 

The competitive classification approach DynED depends on the Maximal Marginal Relevance (MMR) as a ranking 

algorithm that prioritizes diversity by reducing redundancy while still ensuring the relevance of a query within a 

set of documents.  

 
 However, this approach requires high computational costs to finalize the classification process in data 

streams. The results show that IHTTS which depends on the Thompson Sampling (TS) outperforms Hoeffding Trees 

https://moa.cms.waikato.ac.nz/
http://archive.ics.uci.edu/ml
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and DyncED in accurately identifying the fundamental patterns and connections within the data stream. Moreover, 

the increased precision and correlation coefficients generated by IHTTS indicate that it could be a more reliable and 

flexible approach for classifying data streams in various real-world application scenarios. Fig. 3 clarifies the running 

time in seconds of the proposed IHTTS approach and baseline classification approaches. We observe that our 

approach requires less running time in comparison with other approaches on both used datasets as shown in Fig.3 

(a), and Fig.3 (b). This incremental approach utilizes the incremental DFT for preprocessing data stream as a feature 

extraction technique.  

 

 

Figure 3.  Running time in seconds of the IHTTS approach and baseline approaches (HTs, DynED)  
 

This allows IHTTS to respond instantly to changing data streams without reprocessing the information. 
The combination of Incremental handling, and algorithmic contributes to the reduced running time of 
IHTTS compared to the DyncED and Hoeffding Trees (HTs) approaches. 
 

5 Conclusions 
 

This paper presents an incremental ensemble diversification approach for data stream classification using 
Improved Hoeffding Trees with Thompson Sampling (IHTTS). This approach dynamically changes the ensemble 
and utilises current classifiers. The IHTTS addresses the critical issues of maintaining diversity and flexibility in an 
ensemble model while handling changing data streams. Verified experimentally, results on real-world datasets 
show that the proposed IHTTS surpassed standard baseline approaches in both accuracy and resilience. Therefore, 
applying incremental ensemble diversification in data stream classification using IHTTS could effectively contribute 
to enhancing the performance of real-time applications. For future work, we will integrate it with other advanced 
machine learning methods to boost its performance. 
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