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A B S T R A C T 

Using the results of 3rd order differential subordination, we introduce certain families of 
admissible functions and discuss some applications of 3rd order differential subordination for 
normalized analytic functions associated with novel fractional operator namely Zeta-Riemann 
Fractional differential operator. Some new results on differential subordination and 
superordination with some sandwich theorems are obtained. Moreover, several particular 
cases are also noted. 
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1-Introduction 

    Let      be a class of analytic functions in the open unit disk   {          | |   } . For     
{       }        , let  [   ] be the subclass of       defined by: 

  [   ]  {                    ∑    
 

 

   

}  

mailto:ma20.post15@qu.edu.iq1


2 Ahmed Shexo , Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol.16.(3) 2024,pp.Math 1–52

 

    Furthermore, suppose that     [   ]. Let        be the class of functions in   which are analytic and have 
normalized Taylor-Maclaurin series of the form: 

       ∑   
 

 

   

                                                                              

Let   and   are functions in     . We state that   is subordinate to  , (or   is superordinate to  ), written 

                             

if there is a Schwarz function    , in   such that is analytic with        and |    |           such that 

      (    )        Moreover, if the functi n   is univalent in  , then, we have the following equivalence: (see[1, 

18, 19]). 

                                    

Tayyah and Atshan [26] introduced the following fractional differential operator  

        
      ∑

     
        

     (
 

   
  )

  
        

    (
 

   
 

        

 
  )

    
     (  

        

 
)    

 

   

            

 

                  
        

 
    

Bernardi [5] defined the following Hurwitz-Lerch Zeta function: 

         ∑
  

      
 

 

   

                                                               

          
              ,when  | |   . 

We define the new Hadamard product fractional differential operator. 

  
     

     [        
     ] ∗ [                             ] 

 ∑
  

 (        )            
   

  [        ]

 

   

                                    

and used to find new results of 3rd-order differential subordination and superordination for univalent analytic 

functions. 

We note that if    , then we have Srivastava fractional differential operator in [6] as: 

  
     

     ∑
  

          
   

   

 

   

                                                

 

Example 1. Let          , Then by (4) and (5) ( see Fig. 1), we have 
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Fig. 1: Complex plot of     ,  
 

(
 

 
  )

    ,  
 

(
 

 
  )

      

Now, we define  a new operator (Zeta-Riemann Fractional differential operator)   
     

     by  

  
     

                (        )            
     

     

   ∑
 (        )              

 (        )            
   

 

 

   

                       

Lemma 1. Let    . Then 

 (  
     

    *
 

         

(  
 

 
   

 

 
)
     [        ]  

     
                       

 

Proof. 

 (  
     

    *
 

   ∑
 (        )              

 (        )            
     

 

 

   

 

   ∑
       (   (  

 

 
)   )              

 (   (  
 

 
)   )            

   
 

 

   

 ∑
                               

                     
   

 

 

   

         

(  
 

 
   

 

 
)
     [        ]  

     
      

  Antonino and Miller [1] (also [27, 28]) have expanded the concept of second-order differential subordination and 
superordination in   established by Miller and Mocanu [16,18,19] to the third-order case. They derived features of 
functions   that fulfill the third-order differential subordination: 

{                                         }      

and also for third-order differential superordination: 
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   {                                         }  

where   is a set in  ,   is an analytic function and         . 

Recently, several authors studied some applications on the concept of second-order differential subordination and 
superordination and established some sandwich outcomes, like, (see [2,6,15,25]) and third-order for different 
classes (see [3,27,28]). For some interesting applications related to the differential subordination and 
superordination in other subjects of mathematics, we may refer to [4,5,6]. 

The concept of third-order differential subordination was introduced in Ponnusamy and Juneja's work, [27]. Tang et 
al. introduced recent's study, it is a good example of this (see [27,28]). 

The second and third-order terms are used interchangeably. Uneven subordination piqued the interest of many 
academics in this field. ([6,7,8,9,10,12,13,14,15,17,21,24,29]). 

We examine a suitable set of admissible functions associated with the integral operator and construct adequate 
conditions on the normalized analytic function, known as the sandwich condition, in this paper. 

2- Preliminaries  

We need the following definitions and lemmas to prove our results. 

Definition (2.1) [1]. Let          and suppose that the function      is univalent in  . If the function      is 
analytic in   and satisfies the following third-order differential subordination: 

 (  
     

    *
 

         

(  
 

 
   

 

 
)
     [        ]  

     
                     

then      is called a solution of the differential subordination (2.1). Furthermore, a given univalent function      is 
said to as a dominant of the solutions of (2.1), or, more simply, a dominant if           for all      satisfying (2.1). A 
dominant  ̃    that satisfies   ̃         for all dominants      of (2.1) is said to be the best dominant. 

Definition (2.2) [1]. Let    be the set of all univalent and analytic functions   on  ̅       where 

     {                      }, 

and    |     |      for          . Further, let the subclass of     for which         be denoted by       with 
                   . 

The method of subordination is applied to an appropriate classes of admissible functions.  

The following class of admissible functions was given by Antonino and Miller [1]. 

Definition (2.3) [1]. Let   be a set      and     and       { }. The class of admissible functions   [   ] consists 
of those functions            , which satisfy the following admissibility conditions: 

                

whenever 

                    (
 

 
  *     (

       

     
  )  

and 

  (
 

 
)      (

         

     
)  
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where              , and    . 

Lemma (2.1) [1]. Let    [   ] with       and        satisfying the following conditions: 

  (
       

     
)               |

      

     
|     

where                           If   is a set in        [   ], and 

                                       

then 

                          

Definition (2.4) [27]. Let          and assume the function      is analytic in   . If the function      and 

                                     

are univalent in   and satisfies the following third-order differential superordination: 

      (                                )          

   
then      is said to be a solution of the differential superordination. Further an analytic function   is called a 
subordinant of the solutions of the differential superordination, or more simply a subordinant, if             for all 
     satisfying (2.2). A univalent subordnant  ̃    that satisfies       ̃    for all subordinants      of (2.2) is said 
to be the best subordinant. 

Definition (2.5) [27]. Let   be a set in  ,    [   ] and        . The admissible function class   
 [   ] consists of 

those functions        ̅     that fulfills the following admissibility conditions: 

                 

whenever 

                    
      

 
          (

 

 
   *  

 

 
  (

       

     
   )  

and 

  (
 

 
)  

 

  
  (

         

     
)  

where                        

Lemma (2.2) [27]. Let    [   ] with     
 [   ]  If 

                                    

is univalent in   and         satisfying the following conditions: 

  (
       

     
)                 |

      

     
|     

where                    , then 
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   {                                         }  

indicates that 

                                         

   The current paper utilizes the techniques on the third-order differential subordination and superordination 
outcomes of Antonino and Miller [1],  Jeyaraman and Suresh [14] and Tang et al. [26,28], respectively and different 
conditions (see [9,13,21]). Certain classes of admissible functions are investigated in this current paper, some new 
results of the third-order differential subordination and superordination for analytic functions in   related to the 

operator   

     
     are also mentioned. 

3- Results on Third-Order Differential Subordination 

Here, we introduce some differential subordination results using the operator,   

     
      

Definition (3.1). Let   be a set in   and          The admissible function class   [   ] consists of those 

functions           that fulfill the admissibility condition: 

                 

whenever  

         
        [        ]    

      
  

  (
      [         [        ] ] [        ]  

        [        ] 
)     (

       

     
  ), 

and 

  (
       [        ]       [ [        ]   ] *[        ]   [        ]   +

        [        ] 
)      (

         

     
), 

where               and     { }. 

Theorem (3.1). Let     [   ]. If the functions     and         satisfies the condition: 

  (
       

     
)            |

 
 

(  
 

 
   

 

 
)
    

     
|                                                                         

And 

, (  
     

      
 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )     -                    

then 

  

     
                 

Proof. Let      be anal tic function in   by  

       
     

                                                                              

From equation (1.7) and differentiating (3.3) with respect to  , we get 
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(  
 

 
   

 

 
)
     

       [        ]    

      
                                             

By a similar argument, yields 

 
 

(  
 

 
   

 

 
)
     

         [         ]       [        ]     

[      ] 
          

and 

 
 

(  
 

 
   

 

 
)
     

                          [ [      ]           ]       [        ]     

[      ] 
        

Define the transformation starting with    to   by  

                                         
  [        ] 

      
  

           
  [         ]  [        ]  

[      ] 
                 

and  

           
           [ [      ]           ]  [        ]  

[      ] 
       

Let                        .
  

  [        ] 

      
 
  [         ]  [        ]  

[      ] 
 

           [ [      ]           ]  [        ]  

[      ] 
  

/        

The proof will be put to use by Lemma (0.1).Using equations (3.3) to (3.6), and from (3.9), we get 

                                     (  

     
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )        

Hence, (3.2) leads to 

                                       

note that  

 

 
   

                [        ]   [        ]  

        [        ] 
  

and  

 

 
 

(      )
 
[        ]       [ [        ]   ] *[        ]   [        ]   +

        [        ] 
. 

As a result, the admissibility condition in Definition (3.1) for     [   ] is equivalent to the condition     [   ] 

as stated in Definition (2.3) with    . As a result, using (3.1) and Lemma (2.1), we have 

  

     
           

The proof of the Theorem (3.1) is complete. 

The following outcome is an extension of Theorem (3.1) to the case where the actions of      on    is unknown. 
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Corollary (3.1). Let Ω    and the function   be univalent in   with       . Let     [    ] for some        , 

where            . If the function     and       satisfies the next conditions: 

  (
   

     

  
    

)     |
 

 

(  
 

 
   

 

 
)
    

  
    

|                               

and 

 (  

     
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )     

then  

  

     
                   

Proof. Using the Theorem (3.1), we obtain  

  

     
                  

Corollary asserts the following conclusion (3.1) is now deduced from the subordination characteristic that follows: 
          , (   ). 

If      is a domain with only one connection, then        for the purpose of conformal mapping      of   onto 
Ω. The class in this situation is   [      ] is written as    [   ]  

This is a direct result of the Theorem.(3.1) and Corollary (3.1). 

Theorem (3.2). Let     [   ]. If the function     and         satisfy the following conditions: 

  (
   

     

  
    

)     |
 

 

(  
 

 
   

 

 
)
    

  
    

|              

and  

 (  
     

      
 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )                

then  

  

     
                  

The following result is a direct result of Corollary. (3.1). 

Corollary (3.2). Let      and   b   univalent in   with       . Let     [   ]  for some        , 

 here            . If the function     and    satisfies the following conditions:  

  (
   

     

  
    

)     |
 

 

(  
 

 
   

 

 
)
    

  
    

|                              

and  
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 (  

     
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )        

then 

 
 

(  
 

 
   

 

 
)
                 

The best dominant of the differential subordination is seen in the following result (3.12). 

Theorem (3.3). Let the function   in  , be unival nt, and let          and   be given by (3.10). Assume the 
equation of differentiation: 

                                                               
 

has a solution      with       , which satisfy condition (3.1). If     satisfies the requirement (3.12) and if 

 (  

     
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )  

is analytic in  , then  

  

     
                

and      is the best dominant. 

Proof. From Theorem (3.1), we have   is a dominant of (3.12). Since   satisfies (3.13), it is also a solution of (3.12). 
Therefore,   will be dominated by all dominants. Hence   is the best dominant. The theorem's proof is complete. 

      In light of the Definition (3.1), and in the special case         (𝑀> 0), the class of admissible functions   [   ], 

denoted by   [   ], expresses itself as follows. 

Definition (3.2). Let Ω be set in    and      . The class of admissible functions   [   ] includes those functions 

         such that 

 

(

 
 
𝑀    

   [        ]     

      
 
  [[         ]  [        ] ]    

(      )
  

           [( (      )
 
         )  [        ] ]    

(      )
   

)

 
 

                     

whenever    ,  

  (     )        𝑀  

and  

  (     )              

Corollary (3.3). Let     [   ]. If the function     satisfies: 

| 
 

(  
 

 
   

 

 
)
    |   𝑀          𝑀     

and  
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 (  

     
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )     

then  

|  

     
    |  𝑀  

In the special case        {  | |   }, the class   [   ] is simply referred as   [ ]. Corollary (3.3) can now 

be used written as follows . 

Corollary (3.4). Let     [ ]. If the function     fulfills the following criteria: 

| 
 

(  
 

 
   

 

 
)
    |   𝑀          𝑀     

and 

|(  

     
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )|     

then  

|  

     
    |     

Corollary (3.5). Let          . If the function     satisfies the following conditions: 

| 
 

(  
 

 
   

 

 
)
    |      

and 

| 
 

(  
 

 
   

 

 
)
       

     
    |  

 

      
  

then 

|  

     
    |     

Proof. Let                        , where      
  

      
 ,          

Make use of the Corollary (3.3). We must prove it     [   ], in other words, admissibility condition (3.14) is 

satisfied. This follows readily, since it is seen that 

|            |  |
     

      
    |  

   

      
  

 

      
  

whenever         and    . 

Definition (3.3). Let   be a set in   and        . The class     [   ] of functions that are admissible consists of 

those functions         , which satisfy the following admissibility conditions: 

                

whenever 
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  (
      [      ]

   
)     (

       

     
  )  

and 

  (
(      )

 
                                  [              ]

   
*      (

         

     
), 

where               and    . 

Theorem (3.4). Let       [   ]. If     be a function and         satisfy the next requirements: 

  (
       

     
)    |

 
 

(  
 

 
   

 

 
)
    

     
|                        

and 

{ (
  

     
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
  )     }                    

then 

  

     
    

 
             

Proof. The analytic function should be defined      in   by  

     
  

     
    

 
                                                             

Using the equation (1.7) and (3.17), we have 

 
 

(  
 

 
   

 

 
)
    

 
 

                 

      
                                   

 

By a similar argument, we get  

 
 

(  
 

 
   

 

 
)
    

 
 

         [         ]       (      )
 
    

(      )
               

and  

 
 

(  
 
 
   

 
 
)
    

 
 

                              [                   ]       (      )
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Define the transformation starting with    to   by  

                         
         

      
     

  

           
                         

         
  

 

(3.21) 

and  

  

           
               [                   ]            

         
  

 

(3.22) 

Let  

  

                         

 .
  

         

      
 
                         

         
 

               [                   ]            

         
  

 /                    

 

(3.23) 

 

The proof will make use of Lemma (2.1). Equations are used (3.17) to (3.20), and from (3.23), we have 

  

                                     

 .
  

     
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
  /  

 

(3.24) 

 

Hence, clearly, (3.16) becomes  

                                       

Note that  

 

 
   

      [      ]

   
  

and  

 

 
 

(      )
 
                                  [              ]

   
   

As a result, the admissibility condition for       [   ] in Definition (3.3) is the same as the admissibility criterion 

for     [   ] as stated in the Definition (2.3) with    . As a result, using (3.13) and Lemma (2.1), we have 
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Now completes the proof of theorem (3.4). 

    If     is a simply connected domain, then        for some conformal mapping      of   onto  . In this 
situation, the class     [      ] is written as     [   ]. This follows immediate consequence of Theorem (3.4), as 

follows: 

Theorem (3.5). Let       [   ]. If the functions     and      satisfy the following conditions: 

  

  (
   

     

  
    

)    |
 

 

(  
 

 
   

 

 
)
    

   
    

|     

 

(3.25) 

 

and 

 (
  

     
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
  )                      

then 

  

     
    

 
             

In light of the Definition (3.3) and in th  special case  ( ) = 𝑀 , 𝑀> 0, the class functi ns that are admissible 
    [   ], denoted by     [   ] is e pressed as follows. 

Definition (3.4). Let   be a set in   and    . The class of admissible functions     [   ] consists of those 

functions          such that: 

  

 

(

 
 
 

𝑀    
        𝑀   

      
 
   [           ]  (      )

 
 𝑀   

(      )
  

                [ (      )            ]  (      )
 
 𝑀   

(      )
   

)

 
 
 

    

 

(3.27) 

 

whenever 

      (     )           

and 

  (     )              

Corollary (3.6). Let       [   ]. If the function     satisfies the following conditions: 



14 Ahmed Shexo , Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol.16.(3) 2024,pp.Math 1–52

 

|
 

 

(  
 

 
   

 

 
)
    

 
|   𝑀          𝑀      

and 

 .
  

     
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
  /     

then 

|
 

 

(  
 

 
   

 

 
)
    

 
|     

    In the special case, when        {  | |   }, the class     [   ] is simply denoted by     [ ]. Corollary (3.6) 

can now be expressed as follows: 

Corollary (3.7). Let       [   ]. If the function     satisfies what follows circumstances: 

|
 

 

(  
 

 
   

 

 
)
    

 
|                    

and 

| .
  

     
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
 
 

 

(  
 

 
   

 

 
)
    

 
  /|     

then 

|
  

     
    

 
|     

Definition (3.5). Let         and Ω be a set in  . Th  class     [   ] of admissible functions consists of those 

functions         , which satisfy the following admissibility requirements: 

                

whenever 

         
 

      
[
              (    )

 

    
]  

  (
      [          ]

   
)      (

       

     
  )  

and 
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  (*       (      )
 
  (      )

 
                                                

               (                      )    (      )
 
     +        )      (

         

     
)   

where                     . 

Theorem (3.6). Let       [   ]. If the functions     and         satisfy the following conditions: 

  

  (
       

     
)    |

 
 

(  
 

 
   

 

 
)
    

 
 

(  
 

 
   

 

 
)
    

|     

 

(3.28) 

 

and 

  

2 .
 

 

(  
 
 
   

 
 
)
    

 
 
     

    
 
 

 

(  
 
 
   

 
 
)
    

 
 

(  
 
 
   

 
 
)
    

 
 

 

(  
 
 
   

 
 
)
    

 
 

(  
 
 
   

 
 
)
    

 
 

 

(  
 
 
   

 
 
)
    

 
 

(  
 
 
   

 
 
)
    

  /     3   ,          

 

(3.29) 

 

then 

 
 

(  
 

 
   

 

 
)
    

 
 

         
             

Proof. The analytic function should be defined      in   by  

  

     
 

 

(  
 

 
   

 

 
)
    

 
 

         
  

 

(3.30) 

 

From equation (1.7) and (3.30), we have 

 

  

 
 

(  
 

 
   

 

 
)
    

 
 

(  
 

 
   

 

 
)
    

 
 

      
*
                  

    
+  

 

      
  

 

(3.31) 

 

By a similar argument, we have 

  (3.32) 
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(  
 

 
   

 

 
)
    

 
 

(  
 

 
   

 

 
)
    

 
 

      
  

 
 

and 

 

  

 
 

(  
 

 
   

 

 
)
    

 
 

(  
 

 
   

 

 
)
    

 
 

      
[                   ]  

 

(3.33) 

 

where 

  
      

    
            

               

    
 (

      

    
*
 

             

      

    
           

, 

  
               

    
 (

      

    
)

 

               

and  

  
                          

    
 

   (     )
 
               

       
  (

      

    
)
 

                               

Define the transformation starting with    to   b   

                        
 

      
*
          

 
+  

 

      
  

  

           
 

      
0
          

 
 

   

 
 (

 

 
)
 

        
 

 
        

1  
 

      
  

 

(3.34) 

 

and 

  

           
 

      
[                   ]  

 

(3.35) 

 

where 

  
   

 
 (

 

 
)
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and 

  
      

 
  (

 

 
)
 

  
  

  
  (

 

 
)
 

              

Let 

                       (  
 

      
 

 

      
 

 

      
[                   ] )                

The proof will make use of Lemma (2.1). Using the equations (3.30) to (3.33), and from (3.36), we have  

                                     

 (
 

 

(  
 

 
   

 

 
)
    

 
 

     
    

 
 

 

(  
 

 
   

 

 
)
    

 
 

(  
 

 
   

 

 
)
    

 
 

 

(  
 

 
   

 

 
)
    

 
 

(  
 

 
   

 

 
)
    

 
 

 

(  
 

 
   

 

 
)
    

 
 

(  
 

 
   

 

 
)
    

  )          

Hence, clearly (3.29) leads to 

                                       

We note that  

 

 
   

      [          ]

   
  

and 

 

 
 *       (      )

 
  (      )

 
                                                   

            (                      )   (      )
 
     +        . 

Thus, the admissibility condition for       [   ] in Definition (3.5) is the same as the criteria of admissibility for 

    [   ] as stated in the Definition (2.3) with     . As a result, using (3.30) and Lemma (2.1), we have 

 
 

(  
 

 
   

 

 
)
    

 
 

     
    

       

this completes the proof of the Theorem (3.6). 

If     is a simply connected domain, then        for some conformal mapping      of   onto  . In this 
situation, the class     [      ] is written as     [   ]. This follows immediate consequence of Theorem (3.6) is 

stated below without proof. 

Theorem (3.7). Let       [   ]. If the functions     and      satisfy the following conditions (3.29) and 
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then  
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)
    

 
 

     
    

             

4- Results on Third-Order Differential Superordination 

Definition (4.1). Let   be a set in ℂ and         with         . The class of admissible functions   
 [   ] 

consists of those functions         , that satisfy the following admissibility conditions: 

                

whenever 

         
                  

       
  

  (
      [         [        ] ] [        ]  ]

        [        ] 
)  

 

 
  (

       

     
  )   

and 

  (
(      )

 
[        ]       [ [        ]   ] *[        ]    [        ]  +

        [        ] 
)  

 

    (
         

     
)   

where          and    . 

Theorem (4.1). Let     
 [   ]. If the functions    , with   

     
        and if      with        , satisfying 

the following conditions: 

  (
       

     
)    |

 
 

(  
 

 
   

 

 
)
    

     
|             

and the function  

 (  

     
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )  

is univalent in  , then  

  ,    
     

      
 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
        -        

implies that 

       

     
            

Proof. Let the function      be defined by (3.3) and   by (3.8). Since     
 [   ]. From (3.10) and (4.2), we have  

  {                                       }  

From (3.7) and (3.8), We can observe that the admissibility condition for     
 [   ] in Definition (4.1) is the same 

as the admissibility criterion for     
 [   ] as stated in the Definition (2.5) with    . Hence     

 [   ] as well 
as (4.2) and Lemma (2.2), we have 
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This completes the proof of the Theorem (4.1). 

If       is a simply connected domain, then         for some conformal mapping      of onto  . In this case, the 
class   

 [      ] is written as   
 [   ]. This follows an immediate repercussion of Theorem (4.1) is stated below. 

Theorem (4.2). Let     
 [   ] and   be analytic in  . If th functíon    , and   

     
        and      with 

       , satisfying the following conditions (4.1) and the function  

 (  
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)
      

 

(  
 

 
   

 

 
)
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)
      )  

is univalent in  , then 
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(  
 

 
   

 

 
)
      )        

implies that 

       

     
            

Theorem (4.1) and (4.2) may only be utilized to get third-order differential superordination of the forms' 
subordination (4.2) or (4.3).  

     The following theorem gives the existence of the best subordinant of (4.3) for suitable  . 

Theorem (4.3). Let   be univalent function in   and       ̅    and   be given by (3.9). Assume the differential 
equation: 

                                                  

has a solution        . If the functions    , and   

     
        and if      with        , which satisfy the 

following criteria (4.1) and the function  

 (  
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)
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)
      )  

is analytic in  , then  
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)
      

 

(  
 

 
   

 

 
)
      

 

(  
 

 
   

 

 
)
      )  

implies that 

       

     
           

and      is the best subordinant. 

Proof. From Theorem (4.1) and (4.2), we see that   is a subordinant of (4.3). Since   satisfies (4.4), it is also a 
solution of (4.3) and therefore,   will be subordinant by all subordinants. Hence   is the best subordinant. The proof 
of Theorem (4.3) is complete. 

Definition (4.2). Let   be a set in   and      with        . The class of admissible functions     
 [   ] includes 

those functions       ̅    , that satisfy the following admission requirements: 
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whenever 
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), 

where          and    . 

Theorem (4.4). Let       
 [   ]. If the function     and 
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   , and if     with        , satisfying 

the following conditions: 
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and the function 
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is univalent in  , then 
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)
    

 
  )     }           

implies that 

     
  

     
    

 
        

Proof. Let the function      be defined by (3.17) and   by (3.23). Since       
 [   ], from (3.24) and (4.6) yield 

  {                                       } 

From the equations (3.21) and (3.22), it is clear that admissibility is a requirement       
 [   ] in Definition (4.1) 

is equivalent to the admissibility condition for   as stated in Definition (2.3) with    . Hence     
 [   ] and by 

using (4.6) and Lemma (2.2), we have  

     
  

     
    

 
        

The proof of Theorem (4.4) is complete. 

       If   ≠ ℂ is a simply connected domain, then   =  ( ) for some conformal mapping    ) of    nto  . In this case, 
the class     

 [      ] is written as     
 [   ]. This is a direct consequence of the Theorem. (4.4). 
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Theorem (4.5). Let       
 [   ] and    be anal tic in   . If the functions    , with      and        , satisfying 
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Definition (4.3). Let   be a set in   and      with        . The class     
 [   ] of admissible functions     

 [   ] 

consists of those functions       ̅   , that satisfy the following admissibility conditions: 
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Theorem (4.6). Let       
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is univalent in  , then 
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Proof. Let the function       be defined by (3.30) and   by (3.36). Since       
 [   ], we find from (3.37) and (4.8) 

that 

  {                                       }  

 

From equations (3.34) and (3.35), we can see that the requirement for admissibility is        
 [   ] in Definition 

(4.3) is the same as the admissibility condition for    as given in Definition (2.5), when    . Hence     
 [   ] 

and by using (4.7) and Lemma (2.2), we have  
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The proof of Theorem (4.6) is complete. 

Theorem (4.7). Let       
 [   ]. If the function     and 
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5- Sandwich Results 

By combining Theorem (3.2) and (4.2), we obtain the following sandwich-type theorem. 

Theorem (5.1). Let    and     be analytic functions in  . Also let    be univalent function in    and       with 

              and     [     ]    
 [     ]. If the function     with   

     
           and the function  
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implies that 

        
     

                                     

    Combining Theorems (3.5) and (4.5), The following sandwich-type theorem is obtained. 

Theorem (5.2). Let    and    be analytic functions in  , and let    be univalent function in    and       with 
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Conclusion. In summary, the structure of 3rd order differential subordination and superordination has been 
generalized  to normalized analytic functions via new fractional differential operator. The provided theorems 
generalize pre-existing results and introduce new classes of admissible functions under specific conditions. These 
theorems and corollaries  provide more thought-provoking discoveries into the dual topics differential 
subordination and fractional calculus , presentation several essential applications in  . subsequent investigations 
may explore the applicability of these results in broader contexts, further enriching the theoretical landscape. 
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