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A B S T R A C T 

The coronavirus COVID-19 pandemic has caused a global health crisis. According to 
According to the World Health Assembly, one of the best preventative measures is to wear a 
face mask while out outdoors (WHO). This work presents a hybrid model for face mask 
identification that combines deep and traditional machine learning. I have trained the 
proposed system, which consists of convolutional neural networks (ConNN), support vector 
machines (SVM), and random forests (RF), in three stages, the first stage, used ConNN, the 
second stage, used the same ConNN with the SVM method, and in the third stage, used ConNN 
and RF. This paper suggests three different kinds of masked face recognition datasets: the 
Incorrectly Masked Face Dataset (IMFD), the Correctly Masked Face Dataset (CMFD), and the 
combination for MaskedFace-Net, a worldwide masked face detection system. Two objectives 
are presented for the realistic masked face datasets: i) to identify individuals whose faces are 
covered or not covered, ii) to identify faces whose masks are put on properly or improperly 
(for example, at airport entrances or among crowds). The suggested model is made up of two 
parts. The first part is designed for feature extraction using a convolutional neural networks. 
In contrast, the second section is made to classify face masks using SVM and RF methods. The 
ConNN achieved 99.92%. and achieved for ConNN and SVM 99.94%. ConNN and RF 98.79%. 
Moreover,The system has been tested in real world scenarios and can recognize and classify 
any image selected by Google with high accuracy. we a comparison and the results aim to 
evaluate the proposed model. 

* While CNN is an acronym for Cellular Neural Network and CoNN has long been used in the literature as 
an acronym for Cooperative neural networks, Convolutional Neural Network is shortened as ConNN, not 
CNN or CoNN. 

https://doi.org/ 10.29304/jqcsm.2024.16.41770  

1. Introduction 

      Beginning in early 2020, The epidemic of COVID-19 impacted every country around the globe. Considering then, 
numerous healthcare facilities and the World Health Organization (WHO) have worked to stop the disease's spread 
[1]. Researchers have demonstrated that using face masks can prevent the spread of COVID-19 [39]. The 
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recommended adherence to basic precautions of (WHO) by staying away from others by keeping social distance [2]. 
The coronavirus, the most recent pandemic virus to impact humanity was in the previous century, referred to as 
COVID-19 [40]. Because to COVID-19's rapid expansion, the World Health Organization was forced to declare the 
virus a global pandemic in 2020. According to [41]. and wearing a face mask correctly to cover the face and nose. 
Because of the epidemic conditions we are going through, the field of research in reducing the spread of the 
epidemic by using modern technology has become a very active source among researchers and scientists, and here 
comes the role of the artificial field and machine learning to work in limiting this spread.  

Convolutional Neural Networks [3] , [4] have gained great popularity during the recent period, due to the success 
of deep learning in computer vision, especially considering Convid-19 pandemic, where many new recent studies of 
the Convid-19 pandemic have appeared, In this regard, the literature contains a few sizable datasets of face photos 
with protective masks associated to viruses, these investigations [5 , 6 , 7]. In several nations, people are required by 
law to wear face masks when they are in public. These laws and restrictions were developed in reaction to the sharp 
increase in incidents and fatalities that was occurring in various areas. On the other hand, keeping an eye on big 
crowds of people is getting harder. Finding anyone not using a face mask is part of the surveillance procedure. In 
France, new AI software tools are incorporated into the security cameras of the Paris Metro system to ensure that 
riders wear face masks [42]. focus on diagnosing the emerging corona disease, modifying the existing surveillance 
systems for the conditions of Covid-19 [8], [9], and building new control systems to prevent the disease [11], [12], 
Some studies focused on CT scans [13], [14] to diagnose the disease, the others focused on chest X-ray images [15], 
[16]. On the other hand, [17]. for instance, COVID-19 was found in medical chest X-rays [43]. provides age 
prediction. beside the face mask detection, there is also research in order to track measures to prevent the spread of 
the virus, There are many studies on wearing an appropriate mask [18], [19], [20], [21] and maintaining social 
distance between people [19] , [22] , [23] , [25]. In [9]. A single RetinaFace-based system was suggested [14]. 
technology to identify faces and categorize them based on whether or not they are wearing masks In [18]. The 
authors recommend using MobileNetV2 in conjunction with an SSDMNV2 system as a face detector [24] as a mask 
classifier. For masked face recognition, there are three datasets available: Masked Face Detection Dataset (MFDD), 
Real-World Masked Face Recognition Dataset (RMFRD), and Simulated Masked Face Recognition Dataset (SMFRD). 
The Real-World Masked Face Dataset (RMFD2). 

In this study, we suggested to utilize Convolution Neural Network (ConNN), a kind of Deep Neural Network 
(DNN), which is widely used in image recognition and classification, to create a real-time facemask detection model. 
The suggested model can be installed in security cameras in businesses, educational institutions, malls, multiplexes, 
and other locations. It helps to automatically monitor people to see if they are wearing face masks; if not, it can 
identify them, report them to higher authorities, and send them a text message to let them know. By reducing the 
number of positive cases, which are steadily rising every day, and breaking the chain of infection transmission 
during intimate contact, this approach helps to manage the rate at which defenseless lives are lost. This research 
proposes a deep learning based face mask detection method. By identifying those who choose not to wear face 
masks, the technique outlined here may be employed in concert with surveillance footage to stop the propagation of 
COVID-19. 

The following summarizes the planned work's main contribution: 
1.  Using pictures and video streams, a three-phase facemask detector was developed to help accurately detect the    

presence of a    mask in real-time. 
2.  The set of photographs, both masked and revealed, is available to the public on GitHub. This data collection may 

be used to construct novel facial mask detection that can be used in many applications. 
3.  Gather photos of individuals donning masks in order to build the classifier and distinguish across classes. for 

those wearing faces masks and those who don't, the suggested model made use of a few well-liked deep learning 
techniques. This work is implemented using Keras and Open-CV in Python. Compared to other models covered, it 
uses less memory and processing power, making it simpler to implement for surveillance. 

4.  Based on the findings, the paper makes recommendations for future research aimed at creating dependable and 
efficient AI models that are capable of identifying faces in everyday scenarios. 

5. The system has been tested in real world scenarios and can recognize and classify any image selected by Google 
with high accuracy. 

 

2. DATASET 

In order to make an integrated system in detecting masked faces from the faces that are not wearing them 
correctly or partially, we trained our system on several images, so the dataset for the images that we used is 
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MaskedFace-Net [38]. was published in Augest 2020, The dataset consists of many images, amounting to more than 
130,000 images with a 1024x1024 size, classified into two main sections, according to Figure 1. The first one 
includes masked faces correctly images, and the other section includes faces that wear mask partially, which 
uncover the mouth, nose, or chin. Accordingly, three different kinds of masked face recognition datasets are 
suggested by this work: the Correctly Masked Face Dataset (CMFD), the Incorrectly Masked Face Dataset (IMFD), 
and Both of them (MaskedFace-Net) for the global masked recognition of faces. Two goals are given for real masked 
face data sets: (i) identifying individuals whose faces are masked or not, and (ii) identifying faces whose masks are 
worn properly or wrongly (e.g., at airport entrances or in crowds). To the best of our knowledge, no sizable face 
mask dataset has a classifier granularity that allows for the investigation of mask wearing. Additionally, this study 
introduces the applied mask-to-face deformable model worldwide, enabling the creation of additional masked face 
pictures, particularly with particular masks. The 133.783 photos in our masked face datasets are accessible at 
https://github.com/MohammedSafaa/-MaskedFace-Net-dataset. MaskedFace-Net was created using the Flickr-
Faces-HQ3 (FFHQ) face image collection, which NVIDIA Corporation made openly available online [38].  

 

 

 

 

 

 

 

 

 

Fig. 1 - Shows the dataset tree classified into two main categories. 

In figure 2, we can see some samples from the dataset, classified according to the way the mask is worn, whether it 
is worn correctly or partially covers the face, group (a) shows pictures of faces that wear the mask correctly, the 
other groups (b), (c), and (d) shows faces with partial masked. 

 

 

 

 

 

 

Fig. 2 - Sample of MaskedFace-Net dataset. 

https://github.com/MohammedSafaa/-MaskedFace-Net-dataset
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2.1. Data prerocessing 

In order to prepare our dataset to be ready to work on our system, with a precise accuracy, we rescaled the size of 
each image into 32x32 without losing the details of the masked faces to increase our system speed to train and save 
some hardware resources. We also train about 30000 images for both classes and keep also around 10000 images 
for the validation. We also merged the partial masked classes into one class, Two goals are presented for real 
covered face information sets: (i) identifying individuals that are masked or not, and (ii) identifying faces whose 
masks are worn properly or wrongly. 

3.  METHODOLGY 

For the face detection task, we used a convolutional neural network as the base model. The model is a sequential 
architecture consisting of four stages of deep convolutional networks that predict facial landmarks. We trained our 
system, which consists of ConNN, SVM and RF, in three stages, the first stage we used ConNN, the second stage we 
used the same ConNN with the SVM method, and the third stage we used ConNN and RF. Our system consists of two 
main sections: feature extraction and faces classification. 

3.1. Convloutional Neural Network (ConNN) 

The convolutional neural network [3] , [4], a deep neural network involved to train on our dataset, ConNN 
composed of a powerful automatic feature extractor with a trainable classifier. ConNNs are used to learn 
complicated, high-dimensional data, and the way convolutional and sub-sampling layers are investigated differs. 
Their architecture is what separates them. Many ConNN designs have been proposed for various challenges, 
including object recognition [10]. The ConNN architecture consists of 4 repeated group of layers with different 
filters 32 – 64 – 64 – 128 sequentially for each group followed by pooling and fully connected layers, Figure 3. shows 
Proposed ConNN Architecture. 

 

 

 

 

 

Fig. 3 - Proposed ConNN Architecture. 

3.2. Proposed system 

ConNNs are a deep neural network used to train on a dataset to extract features and landmarks from an image. 
When applied to large data, it offers protection against overflow at any level of concern. The eight layers of the 
proposed ConNN face mask are two-dimensional convolutional layers, with three fully connected layers and some 
max pooling layers in between. Training results on the tan and sigmoid revealed an improvement with the use of an 
unsaturated rectified linear unit (ReLU) activation function. A synopsis of the suggested architecture can be as can 
be shown in Table 1, which also contains details on the output forms, the values of parameter (weights) for every 
layer, and the total number of parameters (weights) in the suggested model. 

Pre-processing completes the essential setups, while preliminary processing processes the incoming data suitable 
for use in the recommended classification prediction step. This phase includes actions for scaling and normalization. 
To enable data to be generalized and acceptable for deep learning prediction models, the most crucial step is to scale 
the samples' clipped picture dimensions. The total amount of pixels in sample photos must be raised or lowered in 
order to reconstruct an image from a one-pixel grid to another. This process is known as image scaling. To enhance 
the quality of the output, picture resizing utilizes an image scaling technique that estimates missing values at 
missing spots by interpolating known data from the surrounding pixels. When processing inputs. 
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        Neural network models handle modest weight values. Large integer value inputs have the potential to impede 
or slow down the learning process. The normalization procedure modifies the input values' intensity range when 
seen normally, assigning a value range of 0 to 1 to every input value. 

Table 1: An overview of the suggested approach. 
Layer (type) Output Shape Parameters no. 

input_1 (InputLayer) [(None, 32, 32, 3)] 0 

conv2d (Conv2D) (None, 32, 32, 32) 896 
batch_normalization (BatchNormalization) (None, 32, 32, 32) 128 

conv2d_1 (Conv2D) (None, 32, 32, 32) 9248 

batch_normalization_1 (BatchNormalization) (None, 32, 32, 32) 128 
max_pooling2d (MaxPooling2D) (None, 16, 16, 32) 0 

dropout (Dropout) (None, 16, 16, 32) 0 

conv2d_2 (Conv2D) (None, 16, 16, 63) 18207 
batch_normalization_2 (BatchNormalization) (None, 16, 16, 63 252 

conv2d_3 (Conv2D) (None, 16, 16, 63) 35784 
batch_normalization_3 (BatchNormalization) (None, 16, 16, 63) 252 

max_pooling2d_1 (MaxPooling2D) (None, 8, 8, 63) 0 

dropout_1 (Dropout) (None, 8, 8, 63) 0 
conv2d_4 (Conv2D) (None, 8, 8, 128) 72704 

batch_normalization_4 (BatchNormalization) (None, 8, 8, 128) 512 

conv2d_5 (Conv2D) (None, 8, 8, 128) 147584 
batch_normalization_5 (BatchNormalization) (None, 8, 8, 128) 512 

max_pooling2d_2 (MaxPooling2D) (None, 4, 4, 128) 0 

dropout_2 (Dropout) (None, 4, 4, 128) 0 
conv2d_6 (Conv2D) (None, 4, 4, 256) 295168 

batch_normalization_6 (BatchNormalization) (None, 4, 4, 256) 1024 

conv2d_7 (Conv2D) (None, 4, 4, 265) 610825 
batch_normalization_7 (BatchNormalization) (None, 4, 4, 265) 1060 

max_pooling2d_3 (MaxPooling2D) (None, 2, 2, 265) 0 

dropout_3 (Dropout) (None, 2, 2, 265) 0 
global_average_pooling2d (GlobalAveragePooling2D) (None, 265) 0 

dense1 (Dense) (None, 256) 68096 

dropout_4 (Dropout) (None, 256) 0 
dense2 (Dense) (None, 256) 65792 

dense (Dense) (None, 2) 514 

batch_normalization_5 (BatchNormalization) Output Shape Param 
max_pooling2d_2 (MaxPooling2D) [(None, 32, 32, 3)] 0 

====================================================== 

Total params: 1,328,686 
Trainable params: 1,326,752 

Non-trainable params: 1,934 

 

3.3. Support Vector Machine (SVM) 

Belong to ConNN we also use in our study SVM which is proposed by Vapnik [25], The goal of is to develop a 
separation hyperplane that maximizes the distance between the margins of two different classes of classifications. 
SVM is used to create a suitable separation hyper-plane (equation 1) or decision surface even in cases where the 
data are linearly inseparable. This is achieved by utilizing a novel technique that involves mapping the sample 
points into a high-dimensional feature space and classifying them through a nonlocal transformation. The optimal 
hyper-plane can be discovered by applying regularization parameters to solve a quadratic programming issue. 
Kernel functions include polynomial, sigmoid, linear, and radial basis functions. were used to do this modification 
[36],[37]. We applied the SVM system for classifying our data on the output of the ConNN feature extraction. 

•  A kernel that is linear: 𝐾(𝑥, 𝑦)  =  𝑥 ×  𝑦                                  (1)           

•  A polynomial kernels: 𝐾(𝑥, 𝑦)  =  [(𝑥 ×  𝑦)  +  1]𝑑            (2) 

•  The Sigmoid kernel: 𝐾(𝑥, 𝑦)  =  𝑡𝑎𝑛ℎ (𝛽0 𝑥 𝑦 +  𝛽1)           (3) 

•  RBF kernel 𝐾(𝑥, 𝑦)  =  𝑒𝑥𝑝(− 𝛾 ||𝑥 −  𝑦||2)                            (4) 

    With 𝑑, 𝛽0, 𝛽1, and γ are parameters that will be determinate empirically. 

•  ƒ(𝑥)  =  𝑊𝑇 𝛷(𝑥)  +  𝑏                                                                     (5)                            

    Where 𝑊 𝜀 𝑅𝑛 , 𝛷(𝑥) is a feature map. 
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Fig. 4 - shows the binary classification of support vector machine. 

3.4. RandomForest (RF) 

       Building an ensemble of unpruned decision trees using training data and randomized components is a 
supervised learning technique for classification and regression. When the majority of the trees vote for a certain 
class, a process called as voting, the RF prediction is made. ConNN-RF combines ConNN's superior feature extraction 
capabilities with the long-term robustness of RF categorization. 

3.5. Suggested model methodology 

Deep transfer learning is the first of the two primary components of the suggested approach using convolutional 
neural networks (ConNN) as a feature extractor and the second component is classical machine learning such as 
random forest and SVM algorithms. According to [44,45], the convolutional neural network algorithm achieved 
better results when used as a feature extractor. Figure 5 shows A diagram representing the system architecture. 
Basically, ConNN is used for the feature extraction stage, while the traditional machine learning model is used in the 
training, validation, and testing stages. 

 

Fig. 5 - diagram representing the system architecture. 

In classification, the last layer in the convolutional neural network is eliminated and conventional machine learning 
classifiers installed in their stead (svm and RF) to improve the performance of our model. The main contribution of 
this research is to create SVM and RF that do not overfit the training process. 

3.6. Performance Metrics 

The suggested ConNN model, which is based on deep learning, is assessed for accuracy image classification and face 
mask detection. Through this research, performance matrices need to be examined to evaluate the effectiveness of 
different classifiers. The most frequently calculated performance metrics are precision, accuracy, recall, and F1 
score [46], which are listed in order of presentation in Equations (1) to (4). 

Accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                         (1) 
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Precision=  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                        (2) 

Recall =     
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                          (3) 

F1 score =   2 *  
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
                            (4) 

where the counts of True Positive, True Negative, False Positive, and False Negative samples are represented by the 
letters TP, TN, FP, and FN in a confusion matrix. 
 
Table 2- ConNN Simulation parameters. 

Parameters Value 

Input size 32 × 32 × 3 

Optimizer Optimizers adam 

Loss Binary cross-entropy 

Learning rate 0.0001 

Batch Size 32 

Epochs 10 

Activ function Relu 

Steps per epochs 100 

Validation steps 10 100 

 

3.7. Training and Results 

After preparing the dataset, we trained it with our system which consists of ConNN, SVM and RF, on three stages, the 
first stage we used ConNN, the second we used same ConNN with SVM method, and the third stage was using ConNN 
and RF, and we achieved the results in table 3 showing the accuracy for each system. 

Table 3-  Shows the results for each system. 

Method Accuracy F1-Score Faces 

ConNN 99.92% 1.00  

133.783 ConNN + SVM 99.94% 1.00 

ConNN + RF 98.79% 1.00 

 

Table 4-  A comparison between our suggested methodologies and recent works. 
Reference Proposed technique No of classes Result 

[28] Cascade network of two levees, 

(DRFL) Network and SRNet20 

network. 

3 90.6% on the wider face 

dataset and 98.5% on 

prepared dataset 
[29] SSD model, Hourglass network, 

FaceNet 

3  

[30] CNN, AlexNet, VGG16, and FaceNet CNN of 2 classes 
AlexNet of 4 classes 

97% accuracy 

[31] YOLOv4 3 98.3% 

[32] CNN 2 97.14% 
[33] MobileNet 2 93.14% 

[34] InceptionV3 2 100% 

[35] Resnet50, decision trees, SVM and ensemble 
algorithm. 

2 99.64% in RMFD and 99.49% in SMFD 

[36] CNN,CNN with SVM, CNN with RF. 3 96.19% in FMLD  and 96.11% 96.28% on 

prepared dataset 

Proposed ConNN 

Proposed model with 

SVM,RF 

Based on VGG16 

ConNN With SVM 

ConNN With RF 

2 

2 

2 

99.92% 

99.94% 

98.79% 
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In figure 6 below, we show the prediction for each system with 2 classes: incorrect mask face detection (IMFD) and 
correct mask face detection (CMFD), as well as the confusion matrix for each system. 

 

Prediction : IMFD 
True Label : IMFD 

 

Prediction : IMFD 
True Label : IMFD 

 

Prediction : IMFD 
True Label : IMFD 

 

Prediction : CMFD 
True Label : CMFD 

 

Fig. 5 - Random Results for proposed system 

Using our proposed ConNN, which aims to learn each pixel value in a rectangular region containing masked and 
unmasked faces quickly and with high functionality and perform fast queries, the system was trained on the Google 
Colab environment and Python programming language, with batch size 32 and input format 64, and we achieved an 
accuracy of about 99.92% with a loss of 0.15 after 10 epochs. Figures 7 and 8 show the accuracy and loss metrics of 
our proposed ConNN. 

 

        Fig. 7 - Proposed ConNN Accuracy metrics                    Fig. 8 - Proposed ConNN Loss metrics      
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Fig. 9- Confusion Matrix ConNN 

 

 

             Fig. 10 - Confusion Matrix ConNN +SVM                              Fig. 11 - Confusion Matrix ConNN +RF 

 

4. Results And Discussion 

The work presents an integrated model of a face mask detection system. To take the necessary precautions against 
the Corona virus epidemic and other diseases that are spreading rapidly, it is necessary to use surveillance cameras 
to spy and track unmasked people in public and crowded places. In this part, we examine the model's performance 
using the dataset MaskedFace-Net  The dataset consists of many images. 

       We also made a comparison between our system and the most advanced mask detection systems available 
today, which include a deep learning-based system, Two levees' cascading networks, the SRNet20 network and the 
DRFL network [28]. a real-time mask detection system based the Hourglass network, FaceNet, and SSD model [29]. 
an enhanced CNN, AlexNet, VGG16, and FaceNet, faces detection model [30], a deep learning CNN-based approach 
for mask detection [32], and a YOLOv4-based [31]. approach MobileNet [33].a real-time mask detection system 
based on Resnet50, decision trees, SVM and ensemble algorithm [35]. approach InceptionV3-based [34]. The 
systems' performance comparison on the test dataset is displayed in Table 3. The efficacy of the suggested system in 
identifying mask in real-world situations was demonstrated by its superior performance over the current methods 
in terms of precision, recall, and F1-score. 

        In order to prepare our dataset to be ready to run on our system, with precise resolution, we resized each image 
to 32 x 32 x 3 without losing details of the masked faces to increase the speed of our system for training and 
preservation. Some hardware resources. We also train about 30,000 images for both classes and also keep about 



10 Mohammed AL-Abbasi et al , Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol.16.(4) 2024,pp.Comp 1–12

 

10,000 images for validation. We also combined the partially masked categories into a single category, so that the 
result of the dataset was either correctly masked or not properly masked. We found that the accuracy achieved 
when using ConNN was 99.92%, and only a small amount of confusion was observed between wearing the mask 
incorrectly and misclassifying 8 images. The performance of ConNN is also improved when using SVM as a classifier. 
An accuracy of 99.94% was achieved using real data, with 7 misclassified images. and to 98.79% using ConNN+RF, 
with 8 images being misclassified. Furthermore, we compared the results between the three systems and presented 
the results of each system. 

5. Conclusion 

To limit the spread of the new mutant Corona pandemic and other rapidly spreading diseases, we demonstrated a 
mask detector system consisting of a convolutional neural network for feature extraction purposes, a support vector 
machine, and a random forest method for classification methods. In this part, we examine the model's performance 
using the dataset discussed in Section II. Initially, we used the ConNN classifier described in Section II to perform 
face mask classification. Then, to improve the classification accuracy of ConNN, we used SVM and RF as classifiers 
for the features extracted by the convolutional layers.The system has been tested in real world scenarios and can 
recognize and classify any image selected by Google with high accuracy. and we compared the results between the 
three systems and presented the results of each system. 
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[37] Wright, mohammed, et al. Face mask detection using convolutional neural networks. Computer Engineering Department, Kocaeli University, 
Türkiye, 2022, No:745000. 

[38] Our datasets of masked faces are available at https://github.com/MohammedSafaa/-MaskedFace-Net-dataset.  
[39] S. Feng, C. Shen, N. Xia, W. Song, M. Fan, B.J. Cowling, Rational use of face masks in the COVID-19 pandemic, Lancet Respirat. Med. 8 (5) 

(2020) 434–436, https://doi.org/10.1016/S2213-2600(20)30134-X.  
[40] X. Liu, S. Zhang, COVID-19: Face masks and human-to-human transmission, Influenza Other Respirat. Viruses, vol. n/a, no. n/a, doi: 

10.1111/irv.12740.  
[41] “WHO Coronavirus Disease (COVID-19) Dashboard.” https://covid19.who.int/(accessed May 21, 2020). 
[42] Fouquet, H. "Paris tests face-mask recognition software on metro riders." Bloomberg. https://www. bloomberg. com/news/articles/2020-05-07/paris-

tests-face-mask-recognition-software-on-metro-riders. Accessed 31 (2021). 
[43] Loey, Mohamed, Florentin Smarandache, and Nour Eldeen M. Khalifa. "Within the lack of chest COVID-19 X-ray dataset: a novel detection model 

based on GAN and deep transfer learning." Symmetry 12.4 (2020): 651. 
[44] P. Khojasteh, et al., Exudate detection in fundus images using deeply-learnable features, Comput. Biol. Med. 104 (Jan. 2019) 62–69, 

https://doi.org/10.1016/j.compbiomed.2018.10.031. 
[45] L. Wen, X. Li, L. Gao, A transfer convolutional neural network for fault diagnosis based on ResNet-50, Neural Comput. Appl. 32 (10) (2020) 6111–

6124, https://doi.org/10.1007/s00521-019-04097-w. 
[46] Goutte, Cyril, and Eric Gaussier. "A probabilistic interpretation of precision, recall and F-score, with implication for evaluation." European 

conference on information retrieval. Berlin, Heidelberg: Springer Berlin Heidelberg, 2005.     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 


