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A B S T R A C T 

One application of Natural Language Processing (NLP) is Next Word Prediction, also known as 
Language Modeling. This process involves predicting the most likely word to follow in a given 
sentence based on the preceding context. It has numerous widely used applications, like auto-
correct, which is mostly used in emails and messages. It can also be used in Microsoft Word or 
Google searches to predict the next word based on past searches or global queries. The goal of 
Natural Language Generation (NLG) is to create language that is human-interpretable and 
natural. Users find text generation, and next-word prediction in particular, convenient as it 
makes typing faster and error-free. Consequently, an essential analysis topic for all languages 
is a personalized text prediction system. This paper suggests a novel approach for predicting 
the following word in a Arabic sentence. It is possible to minimize the total number of 
keystrokes a user makes by anticipating the next word in a sequence. In this work, Bert 
algorithm  and Continuous Bag of Words(CBOW)  are proposed to predict the next word in 
Arabic language, and predict the previous word. The Bert Algorithm is achieved the best 
accuracy , 90% for next word prediction,  and 80% for previous word prediction . And, 
Continuous Bag of Words(CBOW)  is achieved the best accuracy , 100% for next word 
prediction,  and 100% for previous word prediction. 

 

MSC.. 

https://doi.org/ 10.29304/jqcsm.2024.16.41778 

1. Introduction 

Physically disabled people today use computer programs to communicate, even though texting is still challenging for 

them. An illustration of a word prediction problem is this one. The next word that is related to the current word is suggested 

by the word prediction model. Next word prediction systems are designed to reduce the number of keystrokes and spelling 

errors, save time, and enter a whole word with a single keystroke. In this field, natural language processing, or NLP, has 

gained popularity as a means of improving text comprehension. One of the earliest NLP techniques was the N-gram model, 

in which each gram stands for a word and is trained to extract language information and produce a set of features [1]. 

The field of word prediction is faced with an extremely challenging task: it must solve several common complex 

problems that arise when working with natural language. A computer cannot effectively handle the inherent quantity of 
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arising ambiguities, which include pragmatic, cultural, phonetic, and structural ambiguities for speech in addition to lexical, 

structural, and semantic ambiguities. Numerous studies have been conducted, and a number of fundamental NLP tasks have 

been used, including language modeling, parsing, lemmatization, and part-of-speech (POS) tagging[2]. 

 The area of machine learning that creates natural language from data input is called natural language generation. Data 

translation into natural language is done with it. NLG has many uses, including text production, summarization, picture 

auto-captioning, machine translation, etc. Using deep learning techniques on a given text, automatic text generation creates 

new text. Predicting the word or words that will come after the provided word sequence is known as "next word 

prediction," and it involves a high degree of probability [3].  

Over the past ten years, next word prediction has become a hot topic in natural language processing (NLP). 

Previously, next word prediction was done using Markov models or Support Vector Machines. As technology advances, 

NLP models are transformed into deep learning algorithms [4].  

Our lives with text input now revolve around a personal predictive text input system, or T9. For individuals with 
physical limitations, word prediction is frequently suggested by therapists as a way to increase typing speed. 
Increased speed could not be mentioned as a benefit of word suggestion, even though papers assert that it 
influences writing skills, when using a standard keyboard. In order to verify predicted words, users should turn 
away from the keyboard. This could be a factor in word prediction failure as it could slow down the user more than 
the word suggestion's acceleration. This effect is unrelated in situations where the typist must divert their attention 
from the document. Finding out if word prediction software would increase typing speed when a user should turn 
away from the document was the aim of the study. According to the experiment, word prediction increased typing 
speed for seven out of ten participants. Thus, the outcome suggests that word prediction may be beneficial to 
users[5]. 

In this paper, we have divided the content into several main sections,  Section 2, Related Work, reviews the existing 
literature, discussing related research and explaining how this study builds upon and contributes to previous work. 
Section 3, System Architecture, focuses on the proposed system's structure, providing details about the design and 
methodology used to construct the studied system or model. Section 4, Results and Discussion, presents the findings 
obtained from experiments, followed by an in-depth analysis and discussion of their significance and implications. 
Finally, Section 5, Conclusion, summarizes the key takeaways from the research and suggests future directions for 
further development. 

 

2. Related Work 

Sharma, and et.,(2019) [3] emphasizes the creation of language that is natural and understandable to humans. This 

paper suggests a novel approach for predicting the following word in a Hindi sentence. It is possible to minimize the 

amount of keystrokes a user makes by anticipating the next word in a sequence. For the task of predicting the next word, 

two deep learning techniques—Long Short Term Memory (LSTM) and Bi-LSTM—have been investigated. For LSTM and 

Bi-LSTM, respectively, accuracy of 59.46% and 81.07% was noted. This method can be applied to a number of NLG tasks, 

such as sentence and story auto-completion. Ganai, & Khursheed, (2019) [6] employed a tree-based generative language 

model for document and part ranking. Nodes in the tree represent various sections, paragraphs, and titles in a document. 

Each document tree node has a clearly defined language model at it. A leaf node's language model can be inferred directly 

from the text in the node's document portion. The inner nodes of the tree can be predicted by using a linear interpolation 

between the different juvenile nodes. The paper also explains how this model would satisfactorily describe a few popular 

structural queries. Atçili, and et.(2021) [4] To select the optimal algorithms for the next word prediction, Turkish dataset 

was used. The open sources will be used to create the corpus. Only articles and comments about football, basketball, 

volleyball, and tennis will be included in the corpus. The study was carried out as much as possible in a restricted area due 

to time, dataset, and hardware constraints. Based on the outcomes to be obtained from this, it is thought to be advantageous 

for choosing the most successful model on broader subjects and even on a dataset with no constraints at all. Shakhovska, 

and et. (2021)[5] proposed, LSTM, Markov chains, and their hybrids were selected for next-word prediction for the 

Ukrainian language,. Their sequential structure, which relies on past output to produce current output, aids in effectively 

completing the next-word prediction task. The Markov chains gave the most rapid and satisfactory results. The hybrid 

model operates slowly but produces satisfactory results. Unlike T9, the user can generate multiple words or sentences using 

the model instead of just one. Tiwari, and et. (2022 ) [1] suggested to Utilize deep learning methods to anticipate the 

upcoming Hindi word.  builds upon the fundamental neural network architecture of Bidirectional Long Short Term 

Memory and Long Short Term Memory. The model created in this work outperformed earlier techniques and had the 
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highest accuracy among neural network-based methods using the IITB English-Hindi parallel corpus. Agarwal, and et.. 

(2022) [7] the BERT (Bidirectional Encoder Representations from Transformers) and ML (Masked Language) models are 

used to predict the next word based on the previous words for the Hindi language. 

Also, for comparison of different algorithms and techniques on word prediction in related work with we work, as show in 

table (1):  

Table 1: Comparison of different algorithms and techniques on Word Prediction 

Author Algorithm  Data set 

Language 

Different  

Sharma, and et.,(2019)[3] Use Long Short Term Memory 

(LSTM) & Bi-LSTM 

Hindi data 

set 

Prediction 

for next 

word 

Ganai, & Khursheed, (2019) 

[6] 

Use a tree-based generative 

language model for ranking 

documents and parts 

General Prediction 

for next 

word 

Atçili, and et.(2021)[4] Use Recurrent Neural Networks 

(RNN) and Long Short-Term 

Memory Networks (LSTM). 

Turkish 

dataset 

Prediction 

for next 

word 

Shakhovska, and et. (2021) [5] Use LSTM and Markov chains Ukrainian 

Data set 

Prediction 

for next 

word 

Tiwari, and et. (2022 )[1] Uses “Long Short Term Memory” 

and “Bidirectional Long Short 

Term Memory” as the base neural 

network architecture 

Hindi data 

set 

Prediction 

for next 

word 

 

Agarwal, and et.. (2022) [7] 

BERT (Bidirectional Encoder 

Representations from 

Transformers) Model and ML 

Hindi data 

set 

Prediction 

for next 

word 

 

By reviewing previous works, we find that our scientific paper differs from theirs. We predict the next and previous words 

using the BERT algorithm and CBOW algorithm  and applied it to a database to predict words, which is considered one of 

the most important applications of natural language processing. 

3. System Architecture 

    Natural language processing (NLP) relies heavily on word and query prediction and Time series, which is crucial for 

many everyday applications. By offering precise recommendations that speed up and simplify the process of looking for 

information on search engines and social media platforms, this prediction helps to improve the user experience. 

Furthermore, word prediction shortens the time needed for text entry, increasing productivity and efficiency in auto-writing 

applications. Query prediction in chatbot systems helps customer service representatives provide accurate and timely 

answers, increasing customer satisfaction and boosting the efficiency of human-machine interaction. Word and query 

prediction is a crucial component of enhancing user experience and increasing productivity in information access and 

retrieval because,  it generally improves efficiency and accuracy of search processes[8].  In this paper, we will apply word 

prediction  on Arabic data set. In figure(1), that display steps work of the proposed method , as following  : 

 

 

Data 

Set 

Data 

collection  
Context 

Selection  
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Fig 1. Generalized structure of Arabic Word Prediction  

3.1 Data Collection and Preparation:  

In this research, the bert 'asafaya/bert-base-arabic' model was used specifically trained to understand Arabic. This 

model relies on a large dataset of Arabic texts, including the Arabic Wikipedia and other text sources, to enable it to 

understand the context and semantics of words in Arabic more accurately. 

As for the CBOW  algorithm, it is trained on a database given by the user, in our research, the algorithm was trained on a 

special database that was collected manually, and it can be trained on any other database.   

3.2 Context Selection:  

To predict the next word, ascertain the context. The context could consist of a series of words or an entire sentence. 

3.3 Task Definition:  

Make sure the model is given the correct task definition when it comes to word prediction. This entails giving the model's 

input—the sentence and its preceding words . There are two types of pre-training: Next Sentence Prediction (NSP) and 

Masked LM. The first one involves using the "[MASK]" token to mask a predetermined percentage of the input tokens, and 

then predicting the tokens that have been masked. In the second, given two sentences A and B, 50% of the time B is labeled 

as Is Next—the actual sentence that comes after A—and 50% of the time B is a randomly selected sentence from the 

corpus—labeled as Not Next . 

3.4 NLP Model  

3.4.1 Bert Arabic Prediction Model 

Advanced models for natural language processing include the Bert model. The framework of the BERT model consists of 

two phases: pre-training and fine-tuning. Pre-training involves masking a certain percentage of the input tokens at random 

(using the “[MASK]” token) and then predicting those masked tokens. The model is trained on an unlabeled large corpus.  

Fine-tuning is straightforward: the model is started with the pre-trained parameters, and all the parameters are adjusted 

using labeled data for particular tasks. This is made possible by the Transformer's self-attention mechanism, which allows 

BERT to model numerous downstream tasks. All we have to do is enter the exact inputs and outputs for every task into 

BERT and tweak every setting. The original implementation, described in detail in, served as the foundation for the multi-

layer bidirectional Transformer encoder model architecture used in BERT. This kind of encoder is made up of a stack of N 

= 6 identical layers. Every one of these layers has two sub-layers. A multi-head self attention mechanism and a position-

wise fully connected feedforward network are the two types of networks. It uses a residual connection that surrounds every 

sublayer, then followed by a layer normalization [9]. In Figure (2) and Figure (3), the mechanism of the BERT natural 

language processing model is illustrated. 

 

 

 

Evaluation  
Task Definition 

(Pervious OR Next  

Word prediction ) 

NLP 

Model 
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                          Fig 2. Bert Model                                                                                Fig 3. Bert Architecture 

Each sub-layer's output is represented as LayerNorm(x + Sublayer(x)), where Sublayer(x) is the sub-layer's implementation 

of the function. First, we must define scaled dotproduct attention in relation to multi-head self attention. It has the following 

definition: 

Attention(Q, K, V) = sofmax (
QKT

√dk

) V … … (1) 

where dk is the dimension of the Q and K matrices, Q is the matrix of queries, K is the matrix of keys, V is the matrix of 

values. Currently, multi-head attention can be described as: 

MultiHead(Q, K, V) = Concat(head1, … , headh)Wo … … (2) 

Where, headi = focus(KWKi, VWVi, QWQi) in this instance The multi-head attention process involves projecting the 

queries, keys, and values h times using different, learned linear projections to dk, dk, and dv (the dimensions of the values 

matrix), respectively. We then run the attention function on each of these projected queries, keys, and values in parallel, 

producing dv dimensional output values. These are concatenated and projected to yield the final values. All of the keys, 

values, and queries originate from the same location when selfattention is present. BERT uses a sequence of tokens based 

on the following characteristics to represent a single sentence or a pair of sentences (e.g., the pair hquestion, answeri): By 

using WordPiece embedding, BERT. The first token in the sequence is "[CLS]". When there are two sentences in a 

sequence, they are divided using the "[SEP]" token. Furthermore, an embedding indicating whether a token belongs in the 

first or second sentence is added to each token. The segment, position, and token embedding for a given token are added to 

create its input representation[10,11] . 

3.4.2  Continuous Bag of Words(CBOW) Arabic Prediction Model: 

There are more practical uses for the word2vec model in various NLP tasks. Machine learning text classification has found 

useful applications for the semantic meaning provided by word2vec for each word in vector representations[12,13]. They 

are used to analyze words semantically, syntactically, and by analogy. Word2vec is available in two varieties: Skip-Gram 

and CBOW. They used to predict a word given a context, and the opposite is also true. They have added two computational 

techniques—hierarchical softmax and negative sampling to maximize word2vec's efficiency[14,15].  

CBOW Model , It can be described as a neural network, but its purpose is to predict the word that is missing from a given 

sentence—typically the last word—by calculating the embedding matrices of the words that are entered. These matrices are 

then processed to move on to the next layer of the network, where the softmax activation function is the last layer. to select 

the word that is lacking. A single hot encoded vector of size V is the input, also known as the context word. The output of 

the hidden layer, which has N neurons in it, is once more a vector of vector length with softmax values as its elements. The 

B
er

t 
M

o
d
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Position 

Embedding  

Segment  
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words in the image below, W\nv is the weight matrix that maps the outputs of the hidden layer to the final output layer 

(N*V dimensional matrix), whereas Wvn is the weight matrix that maps the input x to the hidden layer (V*N dimensional 

matrix). The neurons in the hidden layer simply replicate the input's weighted sum to the subsequent layer. The output 

layer's softmax computations account for the non-linearity of the activation function. However, the model mentioned above 

predicted the target using just one context word. To achieve the same goal, we can use several context words[16]. 

In Figure (4) and Figure (5), the mechanism of the CBOW natural language processing model is illustrated. 

 

Fig 4.  CBOW Mechanism 

We calculate their embedding values, find the average of each word, then we rotate this matrix and multiply it by the 

training values h and we can infer the next word using softmax. As in equation following: 

h =
1

|C|
 ∑ W(1)

c∈C

c  … … (3) 

p(y|C) = softmax(W(2)T h) … … (4) 

In summary, the neural network learns to represent words in a way that preserves semantic meaning, and CBOW focuses 

on predicting a target word based on its surrounding context. The process of training entails modifying the weights of the 

network to enhance its precision in predicting target words. 

 

Fig 5. CBOW prediction Word 
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4. The Results and Discussion : 

The results of our experiments showed promise for both previous and next position. When it came to Arabic word 

prediction, BERT proved resilient and had a high accuracy rate. BERT's ability to predict Arabic words is demonstrated by 

its success, which highlights the complexity of linguistic structures it can handle. Still, dealing with particular dialects and 

semantic subtleties presents difficulties. This work provides a basis for future developments in NLP for Arabic language 

processing by demonstrating the efficacy of BERT in Arabic word prediction.  

The word prediction results of the BERT and CBOW algorithms are as follows:  

Table 2. Results of Prediction for Next Word Using Bert Algorithm 

The Query The Query After Replace 

Word with Mask 

Predicted  

Index 

 

Prediction 

for Next 

Word 

  الى الذهاب الى احتاج جدا مريض أني

 المستشفى 

  الى الذهاب الى احتاج جدا مريض أني

[mask] 

 المستشفى  8724

  الذكاء تطبيقات أحد المحمول الهاتف

 الاصطناعي 

  الذكاء تطبيقات أحد المحمول الهاتف

[mask] 

 الاصطناعي  19441

برمجة  لغة هي  بايثون لغة  برمجة 13966 [mask] لغة هي  بايثون لغة 

  الحياة في كثيرا ويستخدم مهم الحاسوب

 اليومية 

  الحياة في كثيرا ويستخدم مهم الحاسوب

[mask] 

 اليومية  7318

اخر مكان الى مكان من نقل  وسيلة السيارة   مكان الى مكان من نقل  وسيلة السيارة 

[mask] 

 اخر 1947

 

Table 3. Results of Prediction for Pervious Word Using Bert Algorithm 

The Query The Query After Replace  

Word with Mask 

Predicted 

index 

 

Prediction 

for 

Pervious  

Word 

أني مريض جدا احتاج الى الذهاب الى  
 المستشفى 

أني مريض جدا احتاج الى الذهاب  
[mask]  المستشفى 

 الى  1774

الهاتف المحمول أحد تطبيقات الذكاء  
 الاصطناعي 

 [mask]الهاتف المحمول أحد تطبيقات 
 الاصطناعي 

 الذكاء  14023

 لغة 5042 برمجة  [mask]لغة بايثون هي  لغة بايثون هي لغة برمجة 

الحياة الحاسوب مهم ويستخدم كثيرا في  
 اليومية 

 الحاسوب مهم ويستخدم كثيرا في

[mask]  اليومية 

 الحياة  12430

السيارة وسيلة نقل من مكان الى مكان  
 اخر

السيارة وسيلة نقل من مكان الى  
[mask] اخر 

 مكان 3108

 

Table 4. Results of Word   Prediction Using CBOW Model 
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The Query Prediction for Next  Word 

 المهمة  [mask]لغة بايثون من اللغات

 التي  [mask]بايثون من اللغات المهمة

 تستخدم  [mask] من اللغات المهمة التي

 في  [mask] اللغات المهمة التي تستخدم

 تطبيقات   [mask] المهمة التي تستخدم في

 

Table 5. Results of Word   Prediction Using CBOW Model 

The Query Prediction for Pervious  Word 

 من اللغات المهمة  [mask]لغة بايثون 

 اللغات  المهمة التي  [mask]بايثون من

 المهمة تستخدم   التي [mask]من اللغات

 التي  تستخدم في    [mask]اللغات المهمة 

 تستخدم  تطبيقات  في   [mask]المهمة التي 

 

The CBOW algorithm is also used to predict more than one next word, as in the following table(7) showing that the CBOW 

algorithm predicted three words and more,  after being trained on a given database. 

Table 6. Results of Words   Prediction Using CBOW Model 

The Query Number of Word Prediction for Next  Word 

 [mask][mask]يدرس مجال الذكاء الاصطناعي هو

 

 الذكاء الاصطناعي هو مجال يدرس كيف يمكن  2

الذكاء الاصطناعي هو مجال  

 [mask][mask][mask]يدرس

الذكاء الاصطناعي هو مجال يدرس كيف يمكن  3

 للأنظمة  

الذكاء الاصطناعي هو مجال  

 [mask][mask][mask][mask]يدرس

الذكاء الاصطناعي هو مجال يدرس كيف يمكن  4

 للأنظمة الكمبيوترية 

الذكاء الاصطناعي هو مجال  

 [mask][mask][mask][mask][mask]يدرس

يدرس كيف يمكن الذكاء الاصطناعي هو مجال  5

 للأنظمة الكمبيوترية تنفيذ 

 

   We conclude from the results above that the BERT algorithm predicts the next and previous words without being trained 

on a given database because it was trained during its structure, while the algorithm of Continuous Bag of Words (CBOW)  

predicts the next and previous words but after it was trained on a given database. 

To measure the accuracy of the natural  language processing models for prediction, we use the following metrics: 

precision: What is truly pertinent to the question is the percentage of recovered documents. The total number of 

pertinent recovered documents divided by the total number of recovered documents is the definition of accuracy. The true 
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positive examples include accuracy, which can be expressed as the ratio of true positives to the sum of false positives and 

true positives[17,18]. Accuracy is calculated as follows: 

                           

Precision =
correctly  identify 

All tested set words
   … … (5) 

percision =
true positive

true positive +  false positive
… … (6) 

 

Recall: the proportion of query-related documents that were truly retrieved.  The total number of pertinent documents that 

were retrieved out of all the related documents in the database is the recall.  Recall is the ratio of true positives to the sum 

of true positives and false negatives. It is also referred to as sensitivity[19]. The recall is calculated as follows: 

                               

Recall =
correctly  identify 

All tested set words
   … … (7) 

Recall =  
true positive

true positive +  false negative
… … (8) 

 

-F- Measure: The F-measure, which combines the model's precision and recall, is a measure of the model's accuracy on a 

dataset by classifying examples as "positive" or "negative." It is defined as the harmonic mean of the model's precision and 

recall [20].  The F- measure is calculated as follows: 

              

F_measure = 2 ∗
Recall ∗ Precision

Recall + Precision
   … … (9) 

Table 7. Accuracy Results 

Algorithm Next Word Prediction Previous Word Prediction 

Precision Recall F-

measure 

Precision Recall F-

measure 

BERT 0.90 0.90 0.90 0.80 0.80 0.80 

CBOW 1.0 1.0 1.0 1.0 1.0 1.0 

 

5. CONCLUSION  

    Users benefit from word prediction because it can speed up typing and help to avoid mistakes. Research on a 

personalized, predictive text input system is pertinent for all languages, but Arabic in particular. In this paper, we used the 

BERT algorithm and an CBOW algorithm where the BERT algorithm is an algorithm trained on a database in its structure 

and predicts words without training on a given database, while the algorithm CBOW does not make predictions unless it is 

trained on a given database. The introduction of a new pre-trained BERT text attachment model, which enables 

unprecedented precision results in many automated word processing tasks, was the main event in the field of natural 

language processing in 2019. In terms of prevalence, this model is probably going to overtake the well-known word2vec 

model and end up becoming the industry standard. In one way or another, the majority of scientific publications published 

in 2019 that addressed the issue of word processing in natural languages were a response to the introduction of this new 

model, whose creators are now among of the most cited researchers in the field of machine learning. In this paper, we 
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focused  on predicting the next word and the previous word of the sentence using the BERT algorithm and it was applied to 

an Arabic language database.              
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