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A B S T R A C T 

Globally, cloud computing (CC) is becoming a necessary technological advancement. This 
method is a breakthrough in collaborative services and data storage. Nevertheless, the switch 
to CC has increased security risks, and the networks and daily interactions we engage in 
depend on network security. An efficient intrusion detection system is essential as attackers 
create new attack types and network sizes continue to rise. IDS is dependent primarily on 
determining whether network packets are malicious or benign. Deep learning algorithms 
have proved to be effective in detecting intrusions compared to other machine learning 
methods. In this study, we created deep learning methods to recognize attacks using 
recurrent neural network (RNN) architecture, namely the GRU (Gated Recurrent Unit) 
architecture. We use these models to handle binary and multiclass classification on the 
updated cybersecurity CSE-CIC-IDS2018 dataset. The recommended approach offers superior 
intrusion detection performance regarding Recall, accuracy, and precision. The recommended 
procedure yielded accuracy and precision values of 99.92 and 99.685, respectively. 

MSC.. 

https://doi.org/10.29304/jqcsm.2024.16.41780 

1. introduction 

Cloud computing offers several services to users, including apps, infrastructure, and storage capacities. A cloud user 
may access or change hardware and software as required, mainly over the Internet. Cloud computing offers several 
advantages for users, although it also presents some restrictions and concerns. The obstacles of cloud computing 
include security, privacy, load balancing, pricing, and performance management. Among these problems, security is 
the most significant since user data and apps reside in the cloud. Cloud computing security encompasses rules and 
procedures to safeguard cloud-based data, applications, and infrastructure against unwanted access and assaults. 
(Lata, S et al .2022)( Aljuaid, W. A. H et al .2024) Cyberattacks pose serious security difficulties. Thus, creating a 
more inventive, flexible, and reliable intrusion detection system (IDS) is required. An intrusion detection system is a 
proactive tool that automatically detects and categorizes network-level intrusions, attacks, or security policy 
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breaches and host-level infrastructure as soon as possible (Al-Nemrat et al., 2019)( Ahmad, Z et al .2021). IDSs 
primarily consist of three phases. 

IDS must first monitor and gather data about network flow. Second, the raw data must be cleaned by IDS and 
converted to the input format required for the following stage. Ultimately, to identify network traffic as normal or 
abnormal, a classification engine is required (Wang et al.2023) ( Mahdi, H. M. S., Hassan, N. Fet al .2021). The 
intrusion detection dataset employed in the training model is essential to the effectiveness of deep learning 
applications of intrusion detection systems. Consequently, the CSE-CIC-IDS2018 dataset, which is derived from real 
network traffic data, can be applied using deep learning algorithms., to real-world network detection. This feature 
enables us to assess how well deep learning techniques perform in actual networks (Lama et al., 2023) (MS, M. 
2013). This network security appliance scans all incoming and outgoing traffic for anomalous patterns that could 
indicate a security vulnerability in the system or network. Unlike a firewall, which is limited to searching for 
external intrusions, an IDS monitors the network from the inside(Farhan et al., 2020). In a recent academic study, 
deep learning for intrusion detection was one of the important subjects. Along with the enhancement in processing 
power and the quick expansion of the amount of data, Deep learning is a sophisticated subset of multilayer network-
based Deep learning approaches, particularly in the large data field, and has demonstrated tremendous superiority 
in reduced test time and excellent accuracy We also concentrated on data processing because a lot of data can have 
repetitive values. Furthermore, To detect network risks, we employed a variety of models, including GRU (Gated 
Recurrent Unit) and RNN (Recurrent Neural Network). Last, binary and multiclass classification tasks can be used to 
ascertain whether traffic indicates a hostile attack.out(Lama et al.2023) (Shone et al.2018) ,(Azeez, R. A., Abdul-
Hussein, M. K., Mahdi, M. S et.al.2021) 

The main contribution of This research suggested a deep learning approach to create a dynamic IDS that can get 
around the problems of security and examine the CSE-CIC-IDS2018 on the AWS environment by using GRU (Gated 
Recurrent Unit)and recurrent neural network (RNN)  models to reduce that limit the dimensionality of the dataset 
and only choose the most pertinent features to decrease false alarm reports (FAR). The paper is organized as 
follows. Section 2 presents the relevant literature. We provide the research methodology in Section 3 and the 
implementation details in Section 4. In Sections 5 and 6, we perform network traffic categorization experiments and 
analyze the findings. Section 7 provides the conclusion of the whole study. 

NOMEN CLA TURE  

2. Related Work 

Researchers have conducted numerous studies on intrusion detection to develop better, more performant, and 
practical models. This section includes relevant works and the techniques currently employed in intrusion 
detection. Integrating big data and deep learning techniques improves the performance of intrusion detection 
systems. The distributed computing Apache Spark environment implements the Deep Forward-Sincering Neural 
Network (DNN) and two group methods, Random Forest Gradient Boosting Tree (GBT) and Random Forest (RF), to 
categorize the UNSW NB15 and CICIS2017 datasets. The experiment's results show high accuracy in binary 
classification and in classifying multiple classes using the UNSW NB15 data. The CICIDS2017 dataset yielded the 
results alongside the GBT classifier. DNN possessed the highest binary classification accuracy but the highest 
accuracy of multiclass categorization (Chockwanich et al., 2019). Shone et al. (2018) discovered a botnet attack 
classification, representing a well-known attack on financial transactions and banking services in a proposed 
system. 

Using a realistic cyber defense dataset, the suggested system applied neural networks (CSE-CIC-IDS2018). Yin et al. 
(Zhang et al. 2023) suggest testing recurrent neural networks (RNN-IDS), a deep learning technique for intrusion 
detection, using the NSL-KDD dataset. They also look at the model's output for both binary and multiclass 
classification, considering how different neuronal counts and learning rates affect how well the suggested model 
works. Models using machine learning techniques like Random Forest, Naive Bayesian, J48, support vector 
machines, and multilayer perceptrons, among others, are trained on Weka's training set. The findings demonstrate 
that the model's accuracy on the KDDTest increases when the RNN-IDS contains 80 hidden nodes. In the interim, the 
training is at 0.5, and the learning rate is completed 80 times. The researchers in Laghrissi et al. (2021) used RNNs 
to construct an IDS based on deep learning. The authors of this study employed basic RNNs. Their framework was 
organized as follows: The training set processing section received a data set and converted categorization data into 
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numerical inputs. Additionally, every input was normalized by means of a scaling function. Furthermore, the data 
processing block feeds information to the training block for the purpose of training and model building. This 
investigation utilized the NSL-KDD dataset. Regarding the performance assessment, the writers considered the 
precision achieved using the test data as the primary standard for the best possible model. According to the results, 
the RNN-IDS obtained a test accuracy of 83.28% for the binary classification scheme. The training time for this 
model was 5516 seconds. As opposed to this, the RNN-IDS scored 81.29% (the training time for the five-way 
classification task was 11444 seconds). This study refrained from using any feature reduction methods that might 
enhance the RNN-IDS's performance while lowering training and testing times. An NIDS that uses ANNs to identify 
botnet attacks was presented by Kanimozhi et al. (Hiza et al. 2021). Following applying the Grid Search CV 
optimization method for hyperparameter optimization, MLP identified positive anomalies in the CSE-CIC-IDS2018 
dataset. 99.97% accuracy and 99.91% AUC are recorded on the test set. Using the autoencoder AlexNet neural 
network, Dong (Basne et al. 2019) created AEAlexJNet, an intrusion detection algorithm based on deep learning. The 
KDD99 intrusion detection data set's experimental results show that the AE-AlexNet model has an accuracy of 
94.32%. A gated recurrent unit (GRU) deep network model and multilayer recurrent neural networks were created 
by Xu et al. with softmax modules and perceptron (MLP) to boost the effectiveness of systems for detecting 
intrusions. The examinations of the KDD-99 and NSL-KDD datasets have been used to test the suggested system. The 
test results demonstrate that the GRU system outperforms LSTM in terms of performance for systems for detecting 
intrusions. 

3. Research Methodology 

This section explains the research findings and guides designing deep learning-based network intrusion detection 
systems (NIDS). The dataset CSE-CIC-IDS2018 is first preprocessed by removing all extra features, such as the date, 
and mapping each of the eight classes to a number between 0 and 7 into digitized values. Next, convert all of the data 
to [-1, 1]. Lastly, we put in place an intrusion detection system. System by the use of deep learning, as shown in Fig 1. 

 

 

Fig.1-Workflow Diagram of Proposed Model. 

 

3.1 (CSE-CIC-IDS2018 Dataset) 

Our research makes use of the recently created CSE-CIC-IDS2018(Lata, S et .2022)  real traffic data collection from 
the Communications Security Canadian Institute for Establishment (CSE) AWS's Cybersecurity (CIC) Infrastructure 
(Zhang, H et. 2023 ). A recent dataset of network intrusions created and released in 2018 was acquired and utilized. 
The datasets include malicious traffic produced by several distinct network attacks; over 5 million benign traffic 
samples replicating real-world behavior are included (Basnet, R. et.2019). As shown in Table 1 
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Table 1 - Quantity of samples and types of network traffic in every dataset 

 

Ten CSV files totaling 16.2 million traffic data points make up the CSE-CIC-IDS2018 dataset (Lama et al., 2023). This 
dataset includes seven distinct types of attacks: web, brute-force, DDoS, infiltration, botnet, and DDoS. Thirty 
servers and four hundred PCs comprised the compromised organizations, while fifty terminals comprised the 
attacking infrastructure. This dataset included the AWS network's collected traffic and CICFlowMeter-V3 machine 
log files with 80 extracted features(Zhang et al., 2023)( Pham, V et al .2020). Table 2 shows A subset of the traffic 
feature extractions. 

 

 

 

 

Dataset 

 

 

Type of Traffic 

 

Number of 

remaining samples 

 

Quantity of Samples 

Removed 

 

02-14-2018.csv 

 

Benign 

FTP- Bruteforce 

SSH-Bruteforce 

 

663,808 

193,354 

187,589 

 

3,818 

6 

0 

 

02-15-2018.csv 

 

Benign 

DoS-GoldenEye 

DoS-Slowloris 

 

988,050 

41,508 

10,99 

 

8,027 

0 

0 

02-16-2018.csv Benign 

DosSlowHTTPTest 

DoS-Hulk 

 

446,772 

139,890 

461,912 

 

0 

0 

0 

02-22-2018.csv Benign 

BruteForce-Web 

BruteForce-XSS 

 

1,042,603 

249 

79 

 

 

5,610 

0 

0 

02-23-2018.csv Benign 

BruteForce-Web 

BruteForce-XSS 

SQL-Injection 

1,042,301 

362 

151 

53 

5,708 

0 

0 

0 

 

03-01-2018.csv 

 

Benign 

Infiltration 

 

235,778 

92,403 

 

2,259 

660 

 

03-02-2018.csv 

 

Benign 

BotAttack 

 

758,334 

286,191 

 

4,050 

0 

 

Binary-class 

 

Benign 

Attack 

5,177,646 

1,414,765 
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. Table 2 - segment of the traffic feature extractions 

Features Explanation 

fl_dur Flow duration 

Protocol Transport protocol 

Fl-iat-max Maximum time interval between two streams 

tot_fw_pk total number of packets sent forward 

tot_bw_pk Total packets traveling backward 

down_up_ratio ratio of downloads to uploads 

Bw-iat-avg The mean duration between two packets 

transmitted across a back channel 

Bw-iat-std The mean duration between two packets that 

are forwarded backward 

 

3.2 Data Preprocessing  

Data preparation primarily entails modifying the source dataset to facilitate the seamless entry of network traffic 
data into the intrusion detection model for classification purposes. Due to input or extraction problems, a portion of 
the extracted dataset contains duplicate values, missing values, noisy data, infinity values, etc. Consequently, we first 
carry out data preparation. The six variables in the dataset—Timestamp, Flow ID, Src IP, Src Port, Dst IP, and Dst 
Port—were eliminated after it was discovered that they had no bearing on how attacks were classified in network 
traffic. When taken into account, all data features have a value of 0. During training, there would be no 
discrimination. It was discovered that the values of FwdByts/bAvg, FwdPkts/b Avg, FwdBlkRate Avg, BwdPSHFlags, 
BwdURGFlags, BwdBlk, Bwd Pkts, and BwdByts/b Avg Eight characteristics had rates with values of 0. hence, they 
were removed. Processing outliers was the second step in our data cleansing procedure. The data cleaning process 
yielded 69 columns after the removal of 11 from the original 80. The subsequent stage was eliminating rows with 
incorrect values. 

Consequently, the rows containing values in f and -in f were removed, followed by eliminating rows with negative 
values in the dataset. The final step entailed converting the categorical data into numerical data and differentiating 
each class using One Hot Encoder on the label column (Y). Data normalization standardizes various data sizes on a 
uniform scale. Post-normalization, all variables have comparable scale-related impacts on the model, enhancing the 
learning procedure's stability and efficacy. Numerous normalization procedures exist. The most used method is 
min-max scaling, which rescales a feature to the defined range [0,1] by subtracting the minimum value of the feature 
(min) from the current value (x) and then dividing the result by the range. Defined as Equation (1): 

Xi=Xi-Min/Max-Min...(1) 

4. Deep Learning Models  

The main objective of this study is to create a deep-learning model that can automatically identify and predict 
harmful and benign network flows. Two For this project, we have selected the following deep learning algorithms: 
Gated recurrent units (GRUs) and recurrent neural networks (RNNs) are two of deep learning's significant 
advancements, and their capabilities—which include multiple processing layers—allow for the learning of data's 
hidden representations. We apply these models to the updated cybersecurity CSE-CIC-IDS2018 dataset, handling 
binary and multiclass classification. The goal of this project is to increase the precision with which IDSs identify 
intrusion assaults in cloud environments and to improve other performance indicators. 
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4.1 Recurrent Neural Networks (RNNs) Model 

Recurrent Neural Networks (RNNs) are a category of deep learning models characterized by internal memory, which 
allows them to capture sequential relationships. In contrast to conventional neural networks that regard inputs as 
separate elements, RNNs account for the temporal sequence of inputs, making them appropriate for tasks that include 
sequential data. ( Shiri, F. M et al .2023) These are deep neural networks trained on time series or sequential data to 
create machine learning models that can make predictions or draw conclusions sequentially from sequential inputs. 
Recurrent neural networks (RNNs) can process information in multiple ways. In addition to looping across several 
levels, RNNs can momentarily retain knowledge for future use. Recurrent neural networks (RNNs) also facilitate the 
cycling of connections between nodes, enabling the output of one node to control the processing of input received by 
another. An infinite impulse response is a property of a class of networks known as "recurrent neural networks." To 
anticipate the output layer in an RNN, the output of one layer is fed into the input of the layer that comes before it. ( Yin, 
C et al.2017) 

4.2 Gated Recurrent Unit (GRU) Model 

GRU denotes Gated Recurrent Unit, a recurrent neural network (RNN) architecture akin to LSTM (Long Short-Term 
Memory). Like LSTM, GRU describes sequential data by enabling information to be selectively retained or lost over 
time. GRU has a more straightforward design than LSTM, with fewer parameters, which may facilitate training and 
enhance computing efficiency. The state of the memory cell is where GRU and LSTM diverge the most. There are 
three gates in LSTM—the input gate, the output gate, and the forget gate—that update the memory cell state 
independently of the hidden state. In GRU, a "candidate activation vector" takes the role of the memory cell state and 
is updated via the reset and update gates. The reset gate regulates the extent to which the previous hidden state is 
discarded. In contrast, the update gate dictates the proportion of the candidate activation vector to be integrated 
into the new hidden state. GRU is a favored alternative to LSTM for modeling sequential data, especially when 
computing resources are constrained or a more straightforward design is preferred. 

Table 3. Hyperparameter for experimentation in the proposed RNN and GRU model 

 

Parameters Value 
 

Epoch 
Batch size 

Activation function 
Loss function 

Optimizer 
 

 
15 

265 
Leaky_relu 

categorical_crossentropy 
Adam 

The experiment's hyperparameters include the activation function, loss function, batch size, optimizer, and epoch. 
We carried out a thorough analysis and determined the optimal hyperparameters, as Table 3 illustrates. This RNN 
model uses Simple RNN layers for sequence processing, Dense layers for classification, and batch normalization to 
stabilize training, making it suitable for sequence classification problems. The design of this GRU model involves 
handling sequential data through GRU layers, producing classification output through dense layers, and enhancing 
training stability through batch normalization. In the first layer of RNN and GRU with 32 units, return sequences 
(return_ sequences=True); in the second layer of RNN and GRU with 16 units, return the last output (return_  
sequences=False). After executing the layers of each model, batch normalization is applied to normalize the output. 
This model utilizes three fully connected layers: We employed leaky_ relu activation on 256 neurons in dense layer 
1, 128 in dense layer 2, and 32 in dense layer 3. We employed the second batch normalization to normalize the 
dense layer's output. For multiclass classification, we employed softmax activation. The loss function represents the 
discrepancy between the expected and actual outputs. The Adam optimizer computes the gradients and modifies the 
values to minimize the loss function. This improves the functions of the RNN and GRU models. Table 3. 
Hyperparameters for experimentation in the proposed RNN and GRU model 

5. Evaluation Metrics 

We assess experimental models' performance using the ROC Curve, Accuracy, Prediction, and Recall metrics. The 
accuracy rate and false alert rate of intrusion detection systems are reflected in the evaluation criteria. Combining 
the outcomes of the model's forecast. There are four categories for the actual label: Negative falsehood (FN). It is 
wrong to consider a positive sample to be negative. Positive Falsehood (FP): Misreading negative samples occurs as 
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positive examples. Genuine negativity is known as True Negative (TN). Samples are recognized as negative samples 
with accuracy. Positive samples are evaluated for True Positive (TP) samples. Equations 2-4 are used to calculate 
these statistics.   

Accuracy= TP+ TN/ TP+ TN+ FP +FN…... (2) 

Precision= TP /TP+ FP…. (3) 

Recall= TP +TN /TP+ TN+ FP+ FN…... (4)  

 

6. Illustrations Results and Discussion  

• Result for RNN MODEL of Binary Classification 

 

 

 

Fig. 2- Accuracy of RNN Model for binary classification 

 figure 2 shows that the model was trained well on the training and validation datasets with excellent accuracy. The 

near alignment of the two lines suggests good generalization. Green Line (Train): Demonstrates training accuracy 

across 15 epochs. It shows how well the model learns from the training data. Blue Line (Val): This represents the 

validation accuracy across 15 epochs. It assesses how well the model works with unseen validation data. Indicating 

that the model is not overfitting and is prepared for deployment. Both accuracies are constantly higher than 0.995, 

demonstrating that the model is exceptionally effective for this task. 
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Fig.3- precision of RNN Model for binary classification. 

The model obtains good precision on the training and validation datasets, as Figure 3 demonstrates. Training 

iterations are represented on the x-axis (epochs). The model's precision, which goes from 0 to 1, is shown by the Y-

axis (Precision), and each epoch is an entire run through the training set. The proportion of genuine optimistic 

forecasts to the total number of actual positive and false optimistic forecasts is known as precision. The precision for 

training and validation stabilizes at high values, close to 1, after 15 epochs, suggesting good performance. The 

training and validation precisions are closely aligned, indicating that the model generalizes well and is not 

overfitted. Both precisions frequently exceed 0.995, showing the model successfully produces exact predictions 

while reducing false positives. 

 

Fig. 4-Recall of RNN Model for binary classification 

Figure 4 depicts the training and validation Recall across fifteen epochs for a deep learning model. Both recalls 

consistently exceed 0.995, showing the model is exceptionally successful at identifying positive events while 

avoiding false negatives. 
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Fig.5- Final Estimator's Confusion Matrix of RNN model for binary classification 

Figure 5 depicts a confusion matrix, which summarizes the prediction outcomes for a classification task. It indicates 

that the counts of true positive, true negative, false positive, and false negative predictions show how effectively a 

categorization model works. The columns show expected classes, whereas the rows show actual classes. The 

classifications are "Benign" and "Malicious." The values of this matrix are True Positives (TP): 126,391. The model 

successfully predicted "Malicious" as "Malicious," with a True Negative (TN) of 29,049. The model accurately 

predicted "Benign" when it was actually "Benign." and False Positives (FP) are 28. The model predicted "Malicious" 

instead of "Benign." A Type I mistake, often known as a False Negative (FN), is 30. The model predicted "Benign" 

instead of "Malicious." Also referred to as a Type II mistake. 

 

 

Fig. 6-Final Estimator's P-R Curve of RNN model for binary classification 
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 Figure 6 shows that the model's ROC curve indicates that it has high discriminatory power, with flawless 

categorization for both benign and malevolent classifications. An AUC of 1.00 implies that the model performs 

exceptionally well in distinguishing between the classes without any errors. The orange line for "Malicious" and the 

blue line for "Benign" are both in the top-left corner, signifying flawless classification. Both classes have an AUC of 

1.00, indicating that the model accurately distinguishes the classes with no overlap. 

• Result for multiclass classification. 

 

 

Fig.7- Accuracy of RNN Model for multiclass classification 

The training and validation accuracy of a deep learning model across 15 epochs is shown in Figure 7. Training 

iterations are represented by the X-axis (Epochs). Every epoch is an exhaustive pass of the training set. The Y-axis 

shows the model's precision. Precision, which ranges from 0 to 1. Both training and validation accuracy begin high, 

at 1, indicating strong early performance. The training accuracy is consistent and high throughout epochs. 

 

 

 

 

 

 

 

 

Fig.8- Recall and Precision of RNN Model for multiclass classification 

Figures 8 and 9 depict the training and validation precision and Recall of a deep learning model across different 

epochs. Precision indicates how many expected positive instances are actually positive. Both training and validation 

precision begin high and stabilize around one, suggesting strong performance. A decline in validation precision 

happens around epoch 12, indicating a transitory difficulty. Precision rapidly recovered, indicating that the problem 

had been resolved. Recall quantifies how many true positive cases are correctly anticipated as positive. Both 

training and validation recall begin high and continue steady, indicating that the model is accurately collecting 
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positive cases. A decline in validation recall at epoch 12 mimics the precision plot, indicating the same transitory 

difficulty. Recall also rapidly returns, showing that the model regains its effectiveness. 

 

Fig.10-Final Estimator's Confusion Matrix of RNN Model for multiclass classification 

Figure 10 displays the confusion matrix, which provides a thorough picture of the performance of a multiclass 

classification model. It compares the actual and projected labels of various network assaults and innocuous traffic. 

Rows (Actual) represent the valid class of the instances. Columns (Predicted) represent the predicted class of cases. 

High diagonal values suggest accurate forecasts. For example, "Benign" (905), "Bot" (593), "DDoS attack-HOIC" 

(12283), and so on. Off-diagonal values represent misclassifications. These are typically low, indicating high model 

performance. Some classes, such as "DDoS attack-HOIC" and "DoS attacks-Hulk," have highly correct predictions, 

indicating that the model can detect these classes. Misclassification is minor, with only a few "Benign" cases 

categorized as "DDoS attacks-LOIC-HTTP."   

 

Fig.11- Final Estimator's P-R Curve of RNN model for multiclass classification 

A multiclass classification model's Receiver Operating Characteristic (ROC) curve is displayed in Figure 11. The 

percentage of negative occurrences that were mistakenly classified as positive is shown on the X-axis (False Positive 

Rate). The percentage of positive events that are correctly classified is shown on the Y-axis (True Positive Rate). The 

trade-off between sensitivity (true positive rate) and specificity (false positive rate) is depicted by each line, which 
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stands for a class. The diagonal line in the illustration represents a random classifier without discrimination 

capacity. The ROC curve shows that the model has excellent classification performance across all classes, with an 

AUC of 1.00 for each. This indicates that the model successfully differentiates between various types of network 

traffic and attacks. 

 

• Result for GRU MODEL  

• Result for Binary Classification 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Accuracy of GRU Model for binary classification 

 

The training and validation accuracy of a GRU model across 15 epochs is shown in Figure 12. The model obtains 

great accuracy on training and validation data after an initial period of instability. The early fall of validation 

accuracy indicates that the model is either overfitting or has issues with the data. That will be resolved with 

additional training. This picture depicts a model that soon stabilizes and reaches high accuracy following initial 

validation performance problems. After overcoming initial fluctuations, the model generalizes successfully. 
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Fig.13- 14 Precision and Recall of GRU Model for binary classification. 

These figures depict the GRU model's training, validation precision, and recall across various epochs. Training 

precision begins high and settles near 1, suggesting effective learning. An initial decrease in validation precision 

indicates early instability or overfitting. Validation precision improves and aligns with training precision, stabilizing 

at a high level. Training recall is strong at first but quickly stabilizes. Similar to precision, validation recall initially 

decreases, indicating early instability. Validation recollection recovers and correlates with training recall, reaching a 

high level. Figures 13 and 14 depict a model that quickly stabilizes and achieves excellent precision and Recall after 

overcoming initial validation performance issues. After overcoming initial fluctuations, the model generalizes 

successfully. 

 

Fig.15-Final Estimator's Confusion Matrix of GRU model for binary classification 

 Figure 15 shows the confusion matrix of the model, which is quite effective at categorizing benign and malicious 

cases with very few misclassifications. This shows that the model is suitable for practically detecting network 

threats. The model is highly accurate, with many genuine positives and negatives. The model performs well, with 

low false positive and false negative counts. The model can successfully distinguish between benign and malicious 

cases. Values in the Matrix True Positives (TP) The model correctly predicted 126,410 "Malicious" incidents. And 

True Negatives (TN).29,050 The model accurately predicted "Benign" incidents. and False positives (FP)27 The 

model inaccurately predicted "Malicious" when it was actually "Benign." False negatives (FNs) 11 The model 

predicted "Benign" instead of "Malicious."   
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Fig.16-Final Estimator's P-R Curve of GRU model for binary classification 

  The Receiver Operating Characteristic (ROC) curve for a binary classification model is displayed in Figure 16. The 

orange line displays the model's output. It grips the top-left corner, showing exceptional classification abilities. And 

Diagonal Line. This is a random classifier with no discrimination capabilities. The AUC for "Benign" and "Malicious" 

is 1.00, suggesting flawless class discrimination. The curve demonstrates that the model is perfectly accurate, 

correctly categorizing all occurrences. 

• Result for multiclass classification 

 

 

 

 

Fig.17-GRU's accuracy multiclass classification model 

The training and validation accuracy of a GRU model over multiple epochs is shown in Figure 17. Training accuracy 

begins high and rapidly stabilizes near one, demonstrating effective learning from the training data. The initial 
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reduction in validation accuracy indicates early instability. Validation accuracy rapidly improves and resembles 

training accuracy, stabilizing at a high level after a few epochs. Despite the first swings, training and validation 

accuracy remain stable and high. 

 

Fig.18- Precision of GRU Model for multiclass classification 

 

Fig.19-Recall of GRU Model for multiclass classification 

Figures 18 and 19 depict a model that quickly stabilizes and reaches high precision and Recall following initial 

obstacles. Following an early period of instability, the model achieves excellent precision and Recall on both training 

and validation data. The early decline in validation precision indicates initial overfitting or data-related difficulties, 

which the model overcomes with further training. 
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Fig.20-Final Estimator's Confusion Matrix of GRU Model for multiclass classification 

 

 The confusion matrix, which provides a detailed perspective of a multiclass classification model's performance 

across diverse network traffic types, is shown in Figure 20. High diagonal values imply correct predictions (e.g., 

"Benign" at 900, "DDoS attack-HOIC" at 12,283). Large diagonal numbers imply strong performance. Off-diagonal 

readings indicate misclassification. These values are often low, indicating high model accuracy. Some classes, such 

as "DDoS attack-HOIC" and "DoS attacks-Hulk," have very high correct predictions, demonstrating that the model 

recognizes these classes effectively. There are a few ambiguities. However, a few instances are misclassified (for 

example, some "Benign" occurrences are labeled "DDoS attacks-LOIC-HTTP"). 

 

 Fig.21 - Final Estimator's P-R Curve of Gr model for multiclass classification 

 

Fig.21- The ROC curve shows the model has excellent classification performance across all classes, with an AUC of 

1.00 for each. This shows that the model is extremely good at differentiating between various types of network 

traffic and attacks. 
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7. Conclusions 

Cloud computing has transformed the domain of information technology via its many applications. Nonetheless, 
despite the use of many cybersecurity measures, cyberattacks in cloud systems are increasing. To safeguard these 
systems, it is essential to identify solutions and strategies to mitigate these threats. An intrusion detection system 
(IDS) is a vital cybersecurity defense against intrusions in a cloud computing environment.   The suggested method 
utilizes a deep learning-based Network Intrusion Detection System model for binary and multiclass classification of 
the CSE-CIC-IDS2018 dataset on AWS. Classification networks, including benign traffic and fourteen distinct 
intrusions, are used as the training dataset. We preprocessed the data and imputed the missing values. The data's 
dimensionality has been decreased to simplify complexity, and the dimensionality-reduced data has been supplied 
as inputs to the classification module. The effectiveness of the suggested defense against cyberattacks was assessed. 
Recurrent Neural Networks(RNN) and Gated Recurrent Unit(GRU)classifiers were employed in our approach to 
classify the attack modes, producing accuracy results of up to 99%, with false positive and negative rates below 1%, 
for binary and multiclass classification. 
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