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         Abstract 

In this research work a k-Means clustering technique utilized in a new data stream clustering 

method used in abnormal detection system. This system implies the use of a set of features (such as: 

distance, direction, x-coordinate, y-coordinate) extracted from set of pairs of interest point that 

obtained using HARRIS or FAST detector from the frames of video clips in two publically available 

datasets, the first UCSD pedestrian dataset (ped1 and ped2 datasets), and the second VIRAT video 

dataset. The results indicated that using HARRIS detector achieved detection rate 1% with 6% false 

alarms by using UCSD (Ped1) dataset, 10.75% detection Rate with 10% false alarm rate by using 

UCSD (Ped2) dataset, and 5% detection rate with 40% false alarms by using VIRAT dataset. While 

for FAST detector, the achieved detection rates are 0.5%, 10.75%, and 4.08% while the false alarm 

rates are 5%, 10.50%, and 45.92% by using UCSD (Ped1), UCSD (Ped2), and VIRAT datasets 

respectively. 
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1. Introduction 

The paper addresses the problem of ensuring 

security so a lot of protection means have emerged. One 

of the most important security systems is video 

surveillance system. As the society security demands are 

increased along time, so that the number of the security 

cameras does. Such increasing leads to a lot of tedious 

and drudge labors for the human operators who take care 

for monitoring this increased number of the cameras. This 

led to need to a robust suspicious behavior detection for 

video surveillance systems because current surveillance 

systems cannot effectively prevent crime. One of the 

constraint is that most of the current systems rely heavily 

on human operators who have physical limitations in the 

form of fatigue, or loss of concentration when monitoring 

multiple screens for long periods of time. These 

limitations could be alleviated by enhancing these systems 

to automatically flag any suspicious behavior that may 

occur in a scene. Such capability when added to the 

current systems requires a mechanism to not only capture 

but also understand human motion and behavior. 

Capturing and understanding human motion and behavior 

is still a challenging problem [1, 2]. 

Computer vision areas including intelligent 

surveillance system has been investigated in a variety of 

application domains. These application domains include 

public or private areas for the sake of security and safety 

such as banks, government premises, railway stations, and 

house [3]. 

Some presented researches involves using of a 

number of image processing and computer vision methods 

[4, 5, 6] to detect individual behavior other using 

statistical method to detect crowed action [1, 7, 8, 9].  

2. Abnormal Behavior Detection 

Behavior can be analyzed on two different levels: 

the individual behavior, and the crowd behavior. The first 

is trying to detect the actions of an individual human, and 

the second is using statistical methods to detect "crowd 

actions". Recognizing individual behavior requires 

detailed information about the people present in the scene. 

This leads to the following steps (Motion Detection, 

Object Classification, Tracking, Behavior Analysis) [10].  

The reason for attempting to analyze crowd 

behavior instead of individual is that it can be very 

difficult to get useful information when trying to 

recognize the actions of individuals in a crowded scene. 

This is because segmentation of individual objects 

become difficult due to frequent occlusions (people 

partially or completely covering other people in the 

scene). The motion detection step mentioned above would 

produce large blobs containing many of the people in the 

scene, which makes analysis of individual behavior 

impossible. Analyzing the motion of the crowd as a whole 

is often enough to determine that something unusual is 

going on, by detecting a disturbance in the typical flow 

based on motion flow detection [10], as shown in figure 

(1), or by using suspicious behavior detection. Suspicious 

behavior is defined as the behavior, which is only 

considered as suspicious [11].  

 

Figure (1): Extracting security information from 

observing crowd motion [10]. (a) Something is 

unusual (b) Something is dangerous (c) Something is 

attracting a crowd 

2.1 Human Behavior Features  

Human behavior features are divided into two major 

parts: Human global motion and Human local motion 

features. 

Human Global Motion features utilize the 

information on a subject location at various times 

(tracking information). It is useful when human limb 

movements are not observable. The information extracted 

from human trajectories, such as: positional information 

of human trajectories (Commonly occupied region), 

human trajectory shape (Human walking path shape) [12].  

Human Local Motion features are useful when 

human limb movements can be discerned in video feeds. 

Based on the degree of not-rigidity of the objects, human 

motion are classified as rigid or not rigid motions [13]. 
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Human motion approaches classified basing on 

with/ without prior knowledge about the object shape as 

follows: Model based approaches (using prior knowledge 

about the shape of an objects) [14], and Appearance based 

approaches (Building body representation in a bottom-up 

fashion by first detecting appropriate features in a 

sequence of frames). Appearance based approaches do not 

require a specific object model but are sensitive to noise. 

These approaches are classified into three types: Flow 

based approaches, Spatial-temporal shape template base 

approach, and Interest point based approaches [15, 16]. 

The interest points extracted by interest point 

detectors. It is extension of key point's concept for object 

detection in images. One of the advantage of using 

interest points is that they can be used to search an action 

contained in the short query video over a large resolution 

without using background subtraction and tracking of the 

object [16, 17]. In this paper interest point features are 

used HARRIS or FAST detector, for more information 

about these detectors see [18]. 

2.2 Data Stream Clustering and K-Means 

Clustering 

A data stream model is defined as an ordered 

sequence of points x1, … , xn where (   ). The 

sequence has to be read in order and once or a small 

number of times [19]. 

The data stream model requires decisions to be 

made before all the data becomes available. This model is 

similar to online models. So these models need algorithm 

(data stream algorithm). These algorithms are allowed to 

take action after a group of points arrives [19].  

K-Means clustering is a partitional clustering 

approach. Each cluster is represented by one prototype 

object, and a new data sample is assigned to the nearest 

prototype and therefore to that cluster, for more 

information see [20]. 

Data stream and online clustering approaches are 

similar in that both of them require decisions made before 

all data are available. But these models are not identical 

because online algorithm can access the first i data point 

(with its previous i decisions) when reacting to the (i+1)
th

 

point, the amount of memory available to data stream  

 

algorithm is bounded by a function of the input size 

(sublinear function used). In addition, a data stream 

approach do not need to take action after the arrival of 

each point (after a group of points) [11]. 

Data stream clustering approach stores and 

processes large-scale data efficiently because it provides 

summarizations of the past data, see [21, 22, 23, 24, 25, 

and 26] for more information. In this work, k-mean 

clustering algorithm is utilized to form new data stream 

algorithm. 

3. Design of K-means Data Stream Clustering 

Algorithm in Intelligent Surveillance Systems  

Anomaly behavior detection systems utilizing k-

means algorithm in data stream clustering algorithm are 

created were trained and applied to the same datasets. 

Their performance were measured using (Detection Rate 

(DR), False Alarm Rate (FAR), Recall (R), Precision (P), 

The Coverage Test (CT)), for more detail about these 

measurements see [27, 28]. 

3.1 The Proposed Systems Layouts 

The diagram for the proposed anomaly detection 

system is shown in figure (2).  

3.2 Video Dataset 

The entire set of the selected video dataset is 

divided into two sets of videos: (i) a training video set is 

used for the developments of a classifier, and (ii) a test 

video set contains videos used to measure the anomaly 

behavior detection performance of the classifier. The 

selected video datasets are two publicly available datasets. 

The first is the UCSD dataset; which contains two 

pedestrians' dataset pedestran1 (UCSD ped1) and 

pedestran2 (UCSD ped2); and the second is VARAT 

dataset.  

3.3 Preprocessing 

Preprocessing steps are implemented to make the 

data of both training and test sets more suitable and easier 

to analyses. Converting to gray preprocessing applied on 

both training and test datasets. In this step, the frames of 

video dataset are converted to gray images.   
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3.4 Feature Generation 

Context information (interest point information) 

such as interest point pairs and (distance, direction, x-

coordinate and y-coordinate) of these pairs are extracted 

from the training and test datasets. This done in two 

phases: feature detection and feature matching. 

3.4.1 Feature Detection and Matching 

By utilizing interest point detector algorithms 

(HARRIS, FAST) to extract interest points from the 

current frame and previous frame (according to previous 

frame threshold PFT) and then matching these interest 

points are from both frames to obtain list of pairs of 

interest points. Algorithms (1 and 2) show the 

implemented steps for utilizing the HARRIS, and FAST 

detectors respectively. After construction of interest point 

pairs list, an extraction process will be done to estimate 

list of features (distance, direction, x-coordinate, and y-

coordinate) from the corresponding pairs, see figure (3). 

This illustrated in algorithm (3).

 

Figure (2) Diagram of the proposed systems: (a) 

Enrolment phase (b) Anomaly detection and 

localization phase 

 

 

Algorithm (1)// Detection and matching interest points 

using HARRIS 

Input: Frames_List, PFT (Previous Frame Threshold), 

No. of Frames 

Output: LOP (List of interest point pairs) 

 

For n = 0 to Frame_List.count 

Detect interest point using HARRIS corner: 

Detector (Frames_List [n], Interest_Points_List [n]) 

If  n > PFT then  

                         ,                  

    ,                         , 

                               ,      

For i = 0 to LOP.count 

Compute (LOP[i].distance) using 

Euclidean distance between the two points 

of the pair (LOP[i])  

If LOP[i].distance < Low_Threshold or 

LOP[i].distance > Max_Threshold  

Then Remove (LOP[i]) 

End If 

End For 

End If  

End For  

End. 
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Algorithm (2)// Detection and matching interest points 

using FAST 

Input: Frames_List, PFT (Previous Frame Threshold), 

No. of Frames 

Output: LOP (List of interest point pairs) 

 

For n = 0 to Frame_List.count 

Detect interest point using FAST corner: Detector 

(Frames_List [n], Interest_Points_List [n]) 

If  n > PFT then  

                         ,                  

    ,                         , 

                               ,      

For i = 0 to LOP.count 

Compute (LOP[i].distance) using Euclidean 

distance between the two points of the pair 

(LOP[i])  

If LOP[i].distance < Low_Threshold or 

LOP[i].distance > Max_Threshold  

Then Remove (LOP[i]) 

End If 

End For 

End If  

End For  

End. 

 

        The distance is computed by using Euclidean 

distance between the two points (P1(x1,y1) and 

P2(x2,y2)) of each pair in list of pairs. Then calculate 

direction by finding the angle of inclination, as shown in 

the following equation and illustrated in algorithm (4). 

 

 

 

    

{
 
 

 
 
                   (       )     (       )

                 (       )     (       )

                (       )     (       )

                (       )     (       )

     (     ) (     )                        

 ,… 1  

 

After that, compute the x-coordinate and y-

coordinate for the pair by finding the mid-point between 

the first and the second point of each pair, as show in the 

following equations.  

 

  (     )     ,…………………. ……………………… 2  

  (     )     ,…………………..……………………… 3  

 

 

Figure (3) Illustration of distance, inclination angle, x-

coordinate, and y-coordinate for two points (P1 and P2) 
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Algorithm (3)// Compute distance, direction, x-

coordinate, y-coordinate 

from interest point pairs 

Input: List of interest point pairs (LOP) 

Output: LOF (List of feature vector (distance, 

direction, x-coordinate, y-

coordinate)) 

 

For i=0 to LOP.count 

Compute (LOF[i].dis) using Euclidean 

distance between P1(x1, y1) and P2 

(x2, y2) in one pair  

Compute (Direction) using algorithm (4), 

Compute (x-coordinate, y-coordinate), 

Set LOF[i].x  (LOP[i,1].x + 

LOP[i,2].x)/2 

Set LOF[i].y  (LOP[i,1].y + 

LOP[i,2].y)/2 

End For  

End. 

 

 

 

 

 

 

 

 

 

 

 

Algorithm (4)// Compute direction 

Input: two interest point P1 (x1, y1) & P2 (x2, y2) 

Output: D (Direction) 

 

If (     ) = 0 then 

If (     ) > 0 then  

Set D 90 

Else If (     ) < 0 then  

Set D 270 

Else If (     ) = 0 then  

If (     ) > 0 then  

Set D  0 

Else  

Set D 180 

Else  

Set D       (     ) (     ) 

End If 

End. 

 

3.5 Proposed Data Stream Clustering 

In this paper, a data stream model is defined as four 

features of each pairs of interest points, which are 

obtained from the previous section. The proposed 

algorithm is used to make decision after a group of these 

features arrived and then these decisions (past data of 

clusters) are summarized and organized in a database; that 

gives a summarization of all clusters in limited memory 

size.  
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In this paper K-Means Clustering technique utilized 

in data stream clustering algorithm, this illustrated in 

algorithm (5). First of all read the training (in training 

phase) or testing (in test phase) video clips from datasets 

to obtain list of video frames and number of frames, and 

then convert it to gray. Apply interest point detector 

(HARRIS or FAST) on the gray frames to extract the list 

of interest pairs by using (1 or 2) algorithms. After that 

extract list of interest point features such as: distance, 

direction, x-coordinate, y-coordinate, using (3) algorithm.  

The next step is clustering these extracted lists of interest 

point features by utilizing k-means clustering algorithm in 

data stream clustering stage, this is done based on 

distance, see algorithm (6), or direction, as in algorithm 

(12), or coordinates using algorithm (15). Cluster database 

is created if the clustering process is done in enrolment 

phase, as shown in algorithm (18), otherwise it will be 

anomaly detection and localization phase, so the anomaly 

event and its location are detected using the previously 

created database.  

Algorithm (5)// First Proposed Data Stream Clustering 

System 

Input: Video data set (Train or Test) 

Output: Database_Clusters (database of clusters) 

Step1:  Read Video 

Step2: Convert color frame to gray frame using equation 

(3.1) 

Step3: Detection and matching interest points using 

(HARRIS | FAST) by using algorithms (1, 2) 

respectively 

Step4: Compute distance, direction, x-coordinate, y-

coordinate from interest point pairs using 

algorithm (3) 

Step5: Clustering list of features using K-Means by 

algorithms (6|12|15)  

Step6: If training phase then  

Create Database_Clusters using algorithm 

(18) 

 Else  

Detection and localization anomaly behavior 

using algorithm (19) 

End If 

End. 

 

 

 

In algorithm (6), K-Means clustering algorithm 

employed in data stream clustering algorithm based on 

distance. Initial K centroids will be chosen from the list of 

pairs features. For all pairs compute the closest centroid 

according to distance by calculating the absolute 

difference between the pair distance and the centroid 

distance, and then choose the centroid having minimum 

distance to have this pair, as seen in algorithm (7). 

Algorithm (6)// Clustering list of features using K-Means 

based on Distance 

Input: LOF 

Output: LOF, Centroids_list 

 

Step1:  Choose initial k centroids randomly from LOF 

named Centroids_list  

Step2: For each pair determine which centroid 

(Centroids_list) closest to it using algorithm 

(7). 

Step3: Eliminate pairs from class according to distance 

direction, or coordinate using algorithms (8, 9, 

and 10) 

Step4: Compute new centroids of distance using algorithm 

(11)   

Step5: Compare new centroids of distance with previous 

centroids; if it changed, go to step2. 

End. 
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Algorithm (7)// Determine closest centroid of distance 

to each pair 

Input: LOF, Centroids_list 

Output: LOF 

For i = 0 to LOF.count 

For j = 0 to Centroids_list.count 

Compute (Dic_dis[j]) using absolute 

difference between 

(LOF[i].dis, Centroids_list 

[j].dis) 

End For 

Put in (LOF[i].cluster) the index of minimum 

value in (Dic_dis) 

End For  

End. 

After that, each pair in the clusters will be examined 

to eliminate each pair which has distance, direction, and 

coordinate more than distance threshold, direction 

threshold, and coordinate threshold, as illustrated in 

algorithms (8, 9, and 10). 

Algorithm (8)// Eliminate pairs according to distance 

Input: LOF, Centroids_list, E_dis_th (threshold value of 

distance using in elimination process ) 

Output: LOF, Centroids_list 

 

For each pair in LOF 

Set C   pair.cluster 

Compute (Dic_dis using absolute difference 

between (pair, Centroids_list.[c]). 

If Dis_dis > E_dis_th then Set pair.cluster  0 

End for 

End. 

 

Algorithm (9)// Eliminate pairs according to direction 

Input: LOF, Centroids_list, E_dir_th (threshold value of 

direction using in elimination process ) 

Output: LOF, Centroids_list 

 

For each pair in LOF 

Set C   pair.cluster 

Compute (Dic_dir using absolute difference 

between (pair, Centroids_list.[c]). 

If Dis_dir > E_dir_th then Set pair.cluster  0  

End for 

End. 

 

Algorithm (10)// Eliminate pairs according to 

coordinate 

Input: LOF, Centroids_list, E_coord_th (threshold value 

of coordinates using in elimination process) 

Output: LOF, Centroids_list 

 

For each pair in LOF 

Set C   pair.cluster 

Compute (Dic_c using Euclidean distance between 

(pair, Centroids_list.[c])  

If Dis_c > E_coord_th then Set pair.cluster  0  

End for 

End. 
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Next step, new centroids based on distance will be 

computed by taking the average of distance for all pairs in 

the cluster by using algorithm (11). 

Algorithm (11)// Compute new centroid of distance 

Input: LOF  

Output: Centroids_list (list of K centroid) 

 

For i = 0 to LOF.count 

Set Cluster  LOF[i].cluster 

Set Centroids_list [cluster].disCentroids_list 

[cluster].dis + LOF[i].dis 

Set Counter  counter+1 

End For 

For i=0 to Centroids_list.count 

Set Centroids_list [j].dis  Centroids_list [j].dis/ 

counter 

End For 

End. 

 

Finally, compare the new centroids with old ones, in 

case there is a change in it, then return to computing 

closest centroids for each pair again, and so on until no 

change is found. Figure (4) illustrates the process of the 

first proposed data stream clustering algorithm based on 

distance.  

 

 

 

 

 

 

 

 

 

Figure (4): Illustrates proposed data stream 

clustering based on distance: (a) Samples frame with 

interest pairs, (b) K-means clustering for distance 

using k=3, (c) Eliminate each cluster according 

direction, (d) Eliminate each cluster according 

coordinates. 

 

In algorithm (12), also k-means clustering algorithm 

is utilized in data stream clustering based on direction. 

First of all, K centroids will be chosen initially from the 

list of pairs features. Then the closest center for all pairs is 

determined based on direction, as shown in algorithm 

(13), by computing the absolute difference between the 

pair direction and the centroid direction in order to elect 

the centroid that has the minimum absolute difference to 

implicate in that centroid class. 
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Algorithm (12)// Clustering list of features using K-

Means based on Direction 

Input: LOF 

Output: LOF, Centroids_list 

 

Step1:  Choose initial k centroids randomly from 

LOF named Centroids_list  

Step2: For each pair determine which centroid 

(Centroids_list) closest to it using 

algorithm (13). 

Step3: Eliminate pairs from class according to 

distance, direction, or coordinate using 

algorithms (8, 9, and 10) 

Step4: Compute new centroids of direction using 

algorithm (14)   

Step5: Compare new centroids of direction with 

previous centroids, if it changed go to 

step2. 

End. 

 

Algorithm (13)// Determine closest centroid of 

direction to each pair 

Input: LOF, Centroids_list 

Output: LOF 

 

For i = 0 to LOF.count 

For j = 0 to Centroids_list.count 

Compute (Dic_dir[j] using absolute 

difference between 

(LOF[i].dir, Centroids_list 

[j].dir). 

End For 

Put in (LOF[i].cluster) the index of minimum 

value in (Dic_dir) 

End For  

End. 

 

 

Then remove each pair having; distance, direction, 

and coordinates more than distance threshold, direction 

threshold, and coordinate threshold. This removing is 

illustrated in algorithm (8, 9, and 10). After that, the 

average of direction for all pairs owned by the cluster will 

be calculated to obtain new direction centroids, as 

illustrated in algorithm (14). Finally, a comparison 

between the new centroids and the previous ones will be 

done, if there is a change then the computation of the 

cluster centroids will be done again for each pair and so, 

on until no change is found. These processes shown in 

figure (5). 

Algorithm (14)// Compute new centroid of direction 

Input: LOF  

Output: Centroids_list (list of K centroid) 

 

For i = 0 to LOF.count 

Set Cluster  LOF[i].cluster 

Set Centroids_list [cluster].dirCentroids_list 

[cluster].dir + LOF[i].dir 

Set Counter  counter + 1 

End For 

For i=0 to Centroids_list.count 

Set Centroids_list [j].dir  Centroids_list [j].dir/ 

counter 

End For 

End. 
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Figure (5): Illustrates proposed data stream 

clustering based on direction: (a) Sample frame with 

interest pairs, (b) K-means clustering for direction 

using k=3, (c) Eliminate each cluster according 

distance, (d) Eliminate each cluster according to 

coordinates. 

In algorithm (15), k-means clustering algorithm is 

employed in data stream clustering based on coordinate. 

Start by choosing initial k centroids from list of pair 

features, then calculate the closest centroids based on 

coordinate for all pairs by using algorithm (16), where 

computing the Euclidian distance between the pair 

coordinate and all centroids coordinate, and then the 

centroids that own the closest distance will be owned this 

pair. 

Algorithm (15)// Clustering list of features using K-means 

based on coordinate 

Input: LOF 

Output: LOF, Centroids_list 

 

Step1:  Choose initial K centroids randomly from LOF 

named Centroids_list  

Step2: For each pair determine which centroid 

(Centroids_list) closest to it using algorithm 

(16). 

Step3: Eliminate pairs from class according to distance, 

direction, or coordinate using algorithms (8, 9, 

and 10) 

Step4: Compute new centroids of coordinate using 

algorithm (17)   

Step5: Compare new centroids of coordinate with 

previous centroids, if it changed go to step2. 

End. 

    
Algorithm (16)// Determine closest centroid of 

coordinate to each pair 

Input: LOF, Centroids_list  

Output: LOF 

 

For i = 0 to LOF.count 

For j = 0 to Centroids_list.count 

Compute (Dic_c[j] using Euclidean distance between 

(LOF[i].coordinate, Centroids_list 

[j].coordinate)  

End For 

Put in (LOF[i].cluster) the index of minimum value 

in (Dic_c) 

End For  

End. 

 

For the next step, eliminate each pair that has 

distance, direction, coordinates more than distance 

threshold, direction threshold, and coordinate threshold, 

as shown in algorithms (8, 9, and 10). 

After the elimination, a new coordinate centroids 

will be computed which represents the average of 

coordinates for all pairs in this cluster, as shown in 

algorithm (17). 
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Algorithm (17)// Compute new centroid of coordinate 

Input: LOF  

Output: Centroids_list (list of K centroid) 

 

For i = 0 to LOF.count 

Set Cluster  LOF[i].cluster 

Set Centroids_list [cluster].x  Centroids_list 

[cluster].x + LOF[i].x 

Set Centroids_list [cluster].y  Centroids_list 

[cluster].y + LOF[i].y 

Set Counter  counter + 1 

End For 

For i=0 to Centroids_list.count 

Set Centroids_list [j].x  Centroids_list [j].x/ 

counter 

Set Centroids_list [j].y  Centroids_list [j].y/ 

counter 

End For 

End. 

 

Finally compare the new centroids with the previous 

ones, if there is a change go again to compute closest 

centroids for each pair and so on until no change 

happened. This is illustrated in figure (6). 

In training phase the database of normal clusters 

will be generated through searching the cluster-database 

to add new normal cluster if it is not found in database or 

increase frequency if it is found, as illustrated in (18) 

algorithm. 

 

 

 

 

Figure (6): Illustrates proposed data stream clustering 

based on coordinates: (a) Sample frame with interest 

pairs, (b) K-means clustering for direction using k=3, (c) 

Eliminate each cluster according distance, (d) Eliminate 

each cluster according to direction. 

Algorithm (18)// Training 

Input: Centroids_list  

Output: Database_Clusters (database of clusters) 

 

For i = 0 to Centroids_list.count 

   For each record in Database_Clusters 

  If record is equal to Centroids_list [i] 

according threshold 

  Then    

Set Record. Frequnce  Record. 

Frequnce+1 

  Else  

Database_Clusters.add (Centroids_list 

[i]) 

  End If 

End For 

End For 

End. 
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3.6 Anomaly Behavior Detection and Localization 

After completing the construction of cluster 

database from passing the training video dataset, it will be 

used in anomaly behavior detection in order to detect 

anomaly behavior in test video dataset and localize its 

position; algorithm (19) describes the anomaly behavior 

detection and localization. In this algorithm, a search 

process will be done between the class obtained from the 

proposed data stream clustering algorithm in test phase 

and the database of clusters that is obtained from the 

training phase to find if this class is in the database. So it 

will be detected as anomaly event and its location in the 

frame is marked by using the coordinate from the 

clustering data stream process. Figure (7) shows anomaly 

detection in some frames. 

Algorithm (19)// Anomaly behavior detection and 

localization 

Input: Test video dataset, Database_Clusters (database of 

clusters) 

Output: Anomaly_behavior_location 

 

For i=0 to centroids_list.count 

If record in Database_Clusters where record equal to 

centroids_list[i] then 

Set Record.Frequnce  Record. Frequnce +1 

Else  

Mark the position of anomaly behavior 

End If 

End For 

End. 

 

 

 

 

 

 

Figure (7) Sample of frames illustrating anomaly 

detection 

4. Test Result 

The proposed approach is tested on two datasets. 

The UCSD pedestrian dataset it contains video sequences 

from two pedestrian (Ped1 and Ped2) walkways where 

abnormal events occur. The dataset contains different 

crowd densities, and the anomalous patterns are the 

presence of non-pedestrians on a walkway (bicyclists, 

skaters, small carts, and people in wheelchairs). The 

second dataset is VIRAT Video Dataset was designed by 

Kitware Company to be more realistic, natural and 

challenging for video surveillance domains than existing 

action recognition datasets in terms of its resolution, 

background clutter, diversity in scenes, and human 

activity/event categories. Data are collected in natural 

scenes showing people performing normal actions in 

standard contexts, with uncontrolled and cluttered 

backgrounds. The key characteristics of these datasets are 

summarized in table (1). 

Table (2) presents the values of the used data stream 

clustering parameters. The experiment was repeated 15 

times, and the anomaly detection test results of UCSD 

(Ped1) video clips sets using features extracted from the 

interest point pairs as an input to the anomaly behavior 

detection system in both method of feature extraction 

using HARRIS or FAST detectors are shown in table (3). 

The detection test results by using UCSD (ped2) 

dataset are presented in table (4), and the results of 

VIRAT dataset are presented in table (5). 
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Table (1) Key characteristics of training and testing video 

clips in datasets  

   UCSD (Ped1) UCSD (Ped2) VIRAT 

E
n

ti
re

 d
at

as
et

 

tr
ai

n
in

g
 

Number of 

video clips 
34 16 6 

Frame 

Dimension 
238×158 360×240 426×240 

Frame rate 

15 

frames/second 

15 

frames/second 

15 

frames/second 

te
st

 

Number of 

video clips 
36 12 8 

Frame 

Dimension 
238×158 360×240 426×240 

Frame rate 

15 

frames/second 

15 

frames/second 

15 

frames/second 

A
n

o
m

al
y

 B
eh

av
io

r 

E
v

en
t 

te
st

 

Number of 

anomaly 

events 

1460 987 335 

 

Table (2): The proposed data stream clustering parameters  

Parameter Value 

Previous frame threshold (PFT) 3 

Distance threshold 2 

Direction threshold 1 

Coordinate threshold 25 

No of Cluster K 3 

 

 

 

 

 

 

 

 

 

Table (3): Results of the anomaly behavior detection 

system by using UCSD (Ped1) dataset (PFT=3; Distance 

threshold=2; Direction threshold=1; Coordinate 

threshold=25; k=3; Repetition=15) 

 

Expt. 

Training 

Time 

(ms/ frame) 

Testing 

Time 

(ms/ frame) 

DR 

(%) 

FAR 

(%) 

R P CT 

H
A

R
R

IS
 

Min 1.76 1.81 0.75 5.50 0.01 0.10 0.01 

Max 1.76 2.15 1.00 5.00 0.01 0.17 0.02 

Average 1.76 2.25 1.00 6.00 0.01 0.14 0.02 

F
A

S
T

 

Min 2.12 3.12 0.25 3.75 0.00 0.06 0.00 

Max 2.12 2.85 0.75 6.00 0.01 0.11 0.01 

Average 2.12 3.04 0.50 5.00 0.00 0.04 0.01 

 

Table (4): Results of the anomaly behavior detection 

system by using UCSD (Ped2) dataset (PFT=3; Distance 

threshold=2; Direction threshold=1; Coordinate 
threshold=25; k=3; Repetition=15)  

 

Expt. 

Training Time 

(ms/ frame) 

Testing 

Time 

(ms/ frame) 

DR 

(%) 

FAR 

(%) 

R P CT 

H
A

R
R

IS
 

Min 1.99 2.01 10.50 10.50 0.11 0.50 0.17 

Max 1.99 2.11 11.00 10.25 0.11 0.52 0.18 

Average 1.99 2.02 10.75 10.00 0.11 0.52 0.18 

F
A

S
T

 

Min 2.13 3.20 10.00 10.00 0.10 0.50 0.17 

Max 2.13 2.94 10.76 10.10 0.11 0.52 0.18 

Average 2.13 2.95 10.75 10.50 0.11 0.51 0.18 
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Table (5) Results of the first anomaly behavior detection 

system by using VIRAT dataset (PFT=3; Distance 

threshold=2; Direction threshold=1; Coordinate 

threshold=25; k=3; Repetition=15)  

 

Expt. 

Training 

Time 

(ms/ frame) 

Testing 

Time 

(ms/ frame) 

DR 

(%) 

FAR 

(%) 

R P CT 

H
A

R
R

IS
 

Min 2.98 3.52 4.00 45.00 0.04 0.08 0.05 

Max 2.98 3.36 6.00 43.00 0.06 0.12 0.08 

Average 2.98 3.54 5.00 40.00 0.05 0.11 0.07 

F
A

S
T

 

Min 2.87 3.80 3.06 51.02 0.03 0.06 0.04 

Max 2.87 3.16 5.10 48.98 0.05 0.09 0.07 

Average 2.87 3.42 4.08 45.92 0.04 0.08 0.05 

 

In these group of tests, the results indicate that the 

DRs= (1%, 10.75%, 5%) with FARs= (6%, 10%, 40%) in 

using HARRIS detector. For FAST detector the results 

obtained are (0.50%, 10.75%, 4.08%) as Detection rates 

with (5%, 10.50%, 45.92%) as a false alarms for the three 

dataset respectively. And the effects of R,P,CT are shown 

in figures (8, 9). 

 

Figure (8): The bar chart result of proposed anomaly 

detection system using HARRIS detector. 

 

 

 

 

Figure (9): The bar chart result of proposed anomaly 

detection system using FAST detector. 
 

5. Conclusions 

The performance of the suggested approach that 

uses the k-mean data stream clustering algorithm with 

features extracted from the interest point pairs as input 

features to the approach indicates that the recognition 

performance had not improved. This is due to the fact that 

the data stream modeling algorithm is single-pass 

algorithm that need a decisions to be made with little 

amount of data and in this approach the k-means utilized 

and k-means need all data available before clustering. So 

this algorithm suffer from the stability/ plasticity problem; 

that mean  the clustering results change from frame to 

frame as new data are entered. Further work is needed to 

increase the detection rate and decrease the false alarm 

rate. 
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 المستخلص :

لانجاز نظام تمٌٌز الحالات  (K-Means clusteringدفق البٌانات موظفا فٌها تقنٌة الـ ) فً هذا البحث استخدمت طرٌقة جدٌدة لعنقدة         

غٌر الطبٌعٌة. استخدم هذا النظام مجموعة من الخصائص )مثل: المسافة والاتجاة واحداثٌات المحور والسٌنً والصادي( المستخلصة من 

( التً تم الحصول علٌها من frames( على الـ )FAST detectors او الـ  (HARRIS detectorsمجموعة ازواج نقاط الاهتمام باستخدام )

 (. VIRAT( واما الثانٌة فهً )ped2( و)ped1( وتتكون من قاعدتٌن)UCSD pedestrianمجامٌع بٌانات عالمٌة وهً )

(، و Ped1% باستخدام )6بالتمٌٌز  % مع نسبة خطأ1( تم انجاز نسبة التمٌٌز HARRIS detectorsاشارت النتائج الى ان استخدام الـ )

% نسبة خطأ 40% مع 5( فأن نسبة التمٌٌز كانت VIRAT(، اما عند استخدام )Ped2% باستخدام )10% نسبة تمٌٌز مع نسبة خطأ 10,75

 (، كانت FAST detectorsبالتمٌٌز. استخدام الـ )

 Ped1 ،Ped2 ،VIRAT%( باسأتخدام الأـ 45,92%، 10,50، % 5%( مع نسبة خطأأ فأً التمٌٌأز )4.08%، 10,75%، 0,5نسبة التمٌٌز )

 وعلى التتابع. 

 

 ، أنظمة المراقبة الذكٌة.والمشاهد المزدحمة، تحلٌل اشرطة الفٌدٌ تمٌٌز السلوك غٌر الطبٌعً، تمٌٌز السلوك الشاذ، : الكلمات المفتاحية
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