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A B S T R A C T 

The freshwater ecological situation and water quality management would be impossible 
without the accurate prediction of the dissolved oxygen (DO) concentration in lakes. This 
study focuses on the use of different advanced Artificial Intelligence (AI) models in predicting 
values of the DO level for a given input environmental data. To make the data usable for 
analysis, a number of pre-processing steps are carried out. These processes include, but are 
not limited to, the ability to deal with the missing data and standardization of the features in 
the data set, so that the features are on the same level. After the pre-processing, the dataset 
aggregated in features and a target variable, which is the concentration of the target 
substance, the dissolved oxygen, is selected. Also, as a part of the building process of the 
model, the analysis of the features with regard to the target variable is performed in order to 
discern contributing features for better prediction. Additionally, in order to increase the 
accuracy of the machine learning models, standardization transformations to the mean of 
zero and to the variance of one were applied in the training set and test set using Standard 
Scaler. A selection of different machine learning models was therefore performed in order to 
identify the best predictor of the DO concentration. In the case of Linear Regression, it’s R² 
has indicated a high degree of predictive accuracy at 0.9974 with a very low Mean Squared 
Error (MSE) of 9.6146e-05. Meagerly performing as an alternate method, Support Vector 
Regression (SVR) managed to attain 0.9448 of R² and an MSE of 0.0021, so it works but not as 
accurately as Linear Regression. In addition, multiple hidden layers were applied through 
Artificial Neural Networks (ANN) in a bid to model the data as uncertainty that appears in 
higher orders. Most notably, the ANN model achieved an R² of 0.995 and an MSE of 0.000161 
which is nearly comparable to that of Linear Regression.   

MSC.. 

https://doi.org/10.29304/jqcsm.2025.17.11959

1. Introduction 

Modeling and predicting oxygen levels in lakes in a prominent factor in the management of water resources and 
through a better understanding of the lake ecosystem. However, in recent years, the rapid growth of artificial 
intelligence (AI) development has created new opportunities for modeling the oxygen level in lakes with much 
higher precision and less time-consuming ML algorithms can achieve. In this work, we give literature overview on 
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the studies focusing on artificial intelligence techniques that are used to predict dissolved oxygen concentrations in 
lakes. The value of AI technology for lake water quality monitoring and forecasting, naturally, follows from a value 
understanding enabling to compare the performance of various AI models [1]. 

There are several works that have used intelligence techniques in this field, which aims to predict the percentage of 
dissolved oxygen in lakes. They differ from each other in terms of sample collection methods, data processing, and 
general methodology steps. Portray predictive models for levels of Dissolved Oxygen in an urban lake using 
common water quality parameters like pH, Oxidation Reduction Potential (ORP), Conductivity, and Temperature 
were produced [2]. In this work, a Multiple Linear Regression model was created to predict the Dissolved Oxygen 
with the correlated data of water parameters. On the other hand, a model was built using the Artificial Neural 
Network (ANN) method with the Levenberg-Marquardt algorithm to predict the Dissolved Oxygen. The results of 
this study indicated that Multiple Linear Regression achieved an R² of 96.3%, surpassing the R² of 93% achieved by 
ANN [2]. The AdaBoost algorithm model to predict the state of water quality using data from the open artificial 
intelligence (AI) hub was introduced by [3].  pH, SS, water temperature, total nitrogen(TN), dissolved total 
phosphorus(DTP), NH3-N, chemical oxygen demand (COD), dissolved total nitrogen (DTN), and NO3-N as the input 
variables of the AdaBoost model were selected and dissolved oxygen (DO) was used as the target. The results of 
implementing this proposed predictive model showed that R2 was 0.912. The other categories of research depend 
on deep learning models in Forecasting Dissolved Oxygen in Lakes as in [4, 5] where the radial basis function neural 
network (RBFNN) and deep recurrent neural network. 

The primary aim of this ambitious research project is to develop innovative methods that will contribute to our 
comprehension of the evolution of lake environments, mainly as concerns the changes of dissolved oxygen. Because 
oxygen is an essential element for living organisms in aquatic environments, its level must not decline otherwise it 
will set off a chain of calamitous consequences for the whole food web. The said consequences would include the 
following:  

• Extinction of organisms that are dependent on waters with high oxygen content  
• The degradation of water standards, resulting in heightened contaminants and the surge of disease - causing 
bacteria  
• Stress on adjacent ecosystems which depend on the fitness of other water bodies  
Four major spheres of this paper are of paramount importance:  
• Environmental protection, focusing on safeguarding sensitive regions within the aquatic ecosystem  
• Water resources management which is imperative to fulfilling both the human and ecological aspects  
• Protection of fisheries, which rely on fish stocks and clean water resources  
• Promotion of research, facilitating the collection of further information for subsequent research in the area of 
marine science  
• Crisis management preparedness in knowing what could the environmental emergency be and taken steps in 
advance to avoid it. 

Some of the existing issues are overfitting, not promising performance results, inability to predict oxygen 
concentration for different types of lakes, or insufficient consideration of spatial-temporal dependencies. More 
importantly, most of the above approaches have not been jointly evaluated with other methodologies to establish 
relationships between and select the optimal models across the range of AI methods. To this end, this research seeks 
to fill this gap by analyzing the ability of several machine learning algorithms in predicting DO levels in the following 
lakes. In particular, it should be used to compare the results obtained when applying various AI techniques. 
Therefore, by overcoming these limitations and filling the gaps in the current state of research in this field, this 
study will facilitate more precise and accurate forecasting models in order to enhance the effective management of 
some of the important and valuable lake ecosystems and save aquatic life missing. 

This research outlines the science advancements for the prediction of dissolved oxygen levels that are crucial for 
aquatic life and also for management of water resources AI models such as Linear Regression, SVM, and ANN were 
used, these models are enhancements over the conventional methods which are many times manual and time 
consuming or less precise. These algorithms were compared and analyzed. The careful tuning and preprocessing 
steps implemented, including feature normalization using Standard Scaler, ensure that these models are optimized 
and demonstrate the potential for high-performance predictions. 
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2. Related works 

The modeling and forecasting of the concentrations of oxygen plays a vital role in water quality in this case being 
important in the preservation of healthy water bodies. The case of water management and the preservation of water 
lakes, as a direction under consideration, is being reviewed through the PRISMA model that targets an agenda. For 
such a focus area, it is emphasized DO forecasting where more advanced methodologies, like fusion techniques, are 
being leveraged instead of DO methods[2-6]. It is worth mentioning that the advancements experienced in the field 
of deep learning have afforded the researchers improved understanding for DO levels in rivers as well as reservoirs, 
which in turn has enhanced the way marine environments are managed[7, 8]. 

As mentioned above, several algorithms and techniques have been put into use by the researchers in a bid to 
enhance the proper forecasting of DO levels. These comprise of diverse models such as regression models, Bayesian 
approaches, support vector machines (SVM) and several tree based predictive models. Prasad et al. (2011) are 
among those who made notable contributions in this field with their work that used multivariate regression (MLR) 
modelling forecasting the levels of dissolved oxygen in the Chesapeake Bay, thus demonstrating practical uses of 
these traditional methods[9]. In the same manner, Kisi et al. (2020) proposed a DO evaluation model based on Bayes 
for the DO concentration with every hour which had better results than whatever was available in the market 
including extreme learning machines (ELM), artificial neural networks (ANN), adaptive neuro fuzzy inference 
systems (ANFIS), simple classification and regression trees, MLR models etc. Their works can be regarded as the 
development which is in the crossroad regarding the advancement of machine learning in the area of application 
[10]. 

In the year 2020 Li and his colleagues have made a wonderful contribution by introducing an approach which they 
called the maximal information coefficient-support vector regression which is denoted MIC-SVR. This model was 
able to perform remarkably well by achieving only 3.01% measuring root mean square error which is reported as 
62.36% of Nash-Sutcliffe efficiency and an R-square of 0.9 considerate enough as it indicates a remarkable 
predictive accuracy more than what was achieved in the SVR regression revision. It is to be noted however that the 
traditional SVR as well as the MIC-SVR models are fundamentally constrained by their respective decision functions 
which stops them from providing richer information such as the spatiotemporal relationships of time and dissolved 
oxygen concentration [11]. 

The study presented an innovative methodology called WTD-GWO-SVR, developed by Feng et al. (2024). This 
approach combines WTD, GWO and SVR to improve the prediction of dissolved oxygen (DO) concentration. It 
provides a good solution to such problems as a high level of noise and a complicated series of time. The aquaculture 
environment was modelled in a realistic setting using low-cost sensors to collect data. The WTD-GWO-SVR mean 
squared error was equal to 0.38 percent, the mean absolute error was equal to 3.81 percent, while the R squared 
value was 99.73 percent clearly outperforming back-propagation [12]. 

3. Material and Methods 

All the theoretical background of methods and materials used in this research are explained in this section. 

3.1 Datasets Description 

The focus of this dataset is to predict the concentration of dissolved oxygen in lakes using different types of artificial 
intelligence (AI) models. Dissolved oxygen is an important parameter in evaluating the condition and quality of 
water bodies, lakes in particular. In 2019, Dr. J. Thad Scott collected water quality vertical profile data from Eagle 
Mountain Lake with assistance from the Tarrant Regional Water District. The data provided here consist of the final 
cleaned and imputed records used in the study by Durell, L., Scott, J. T., Nychka, D., and Hering, A. S. , titled 
“Functional Forecasting of Dissolved Oxygen in High-Frequency Vertical Lake Profiles,” which is in revision since 
2022. The total number of samples in this dataset is 47292. Predicting dissolved oxygen (DO) levels in lakes is 
crucial for assessing environmental conditions and reducing water treatment costs. High DO levels can precede toxic 
algal blooms, while low DO levels can lead to the precipitation of carcinogenic metals during water treatment[13]. 
The dataset contains information collected from multiple lakes over a period of time, including various relevant 
attributes: 
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Date.Time: Period when the DO was measured 
Depth: Depth from the lake surface (0) to bottom (10) 
Temp: Temperature 
DO: Dissolved Oxygen (target) 
DOsat: DO saturated 
pH: pH of the Lake 
Cond: Conductivity. 

 

3.2 Linear Regression(LR) 
 

Linear regression is a very well known tool to quantify the relationship between a dependent variable and its set of 
independent variables. With respect to the prediction of Dissolved Oxygen levels in the lakes using various AI 
models, a linear regression model can be used on dissolved oxygen levels by incorporating the temperature, pH, 
nutrient levels and even timing as factors into the model[14]. 
Linear regression is one of the most important algorithms in the area of supervised approaches to machine learning 
due to the existence of broad labeled datasets. It explains and establishes the connections among and between the 
data by representing the relations in the best possible linear forms. When linear regression is applied to new 
databases, its usefulness allows predictions to occur with a high degree of accuracy. For these reasons, linear 
regression is basic in the analysis of data. In essence, linear regression works out the relationship between a single 
dependent variable such as sales or temperature and a number of independent variables or features which are also 
called predictors. In case a single independent feature is being considered, it is termed as Simple Linear Regression. 
However, When there are several independent features being considered at the same time, it is known as Multiple 
Linear Regression. Among the main attributes of linear regression, it is necessary to consider the given possibility to 
explain the dependent and independent variables[15]. On the other hand, when we study the effect of more than 
one independent feature at a time, it is called Multiple Linear Regression. Linear regression has the significant 
benefit of easy interpretation is one of the essential strengths. The resulting model is linear equation in which each 
coefficient has a clear and measurable interpretation of how the variations in an independent variable affect the 
dependent variable. This brought about transparency not only helps in explaining the results but also offers a way of 
analyzing the drivers of the dataset. Nonetheless, such algorithm as linear regression is quite simple, however, it is a 
basis for many advanced algorithms in machine learning[16]. Those basic concepts like regularization, for checking 
the overfitting problem, and support vector machines are developed or derived from this theory adding more light 
to its multifaceted applicability in various fields. In addition to that, linear regression helps in hypothesis testing by 
providing the research tools that enable the testing of basic assumptions of datasets. Because R was conceived as a 
foundational piece of the statistical architecture, it is an invaluable tool for any analyst who intends to draw valuable 
conclusions out of data[17]. 

3.3 SVR (Support Vector Regression) 

Support Vector Machine (SVM) is indeed interesting subset of tools if we specify the context to Machine Learning, 
quite predominantly in the classification problems area. However, SVMs are not just confined to classification since 
the models can be used on regression problems as well; in this case we have SVR, Support Vector Regression. Unlike 
mainstream regression approaches that deal with separate outputs, SVR was meant to provide a solution that deals 
with estimates which are the likely continuous outputs. This makes it one of the systems or approaches suitable for 
all predictive models. SVR is built on similar concepts as that of SVM which emphasizes on the projection of input 
features to high dimensional space. This projection is necessary in determining the best hyperplane which 
approximates the nature of these data optimally. This feature also makes it possible for SVR to perform well in the 
presence of both linear and non-linear relationships in data sets. One of the best features of SVR is that it can 
construct a model using many kernel functions, including quadratic, radial basis function, and sigmoid kernels. 
These kernels enable SVR to capture intricate relations in the data that the conventional techniques of regression 
would not be able to capture. By adapting to the intricacies of the dataset, SVR can uncover hidden patterns and 
deliver more accurate predictions. Moreover, Support Vector Regression is particularly versatile, finding 
applications across diverse fields such as financial forecasting, where it predicts stock prices and market trends, and 
scientific research, where it analyzes experimental data. The ability of SVR models to maintain high levels of 
accuracy and robustness, even when confronting complex and noisy datasets, positions them as essential tools for 
practitioners seeking reliable predictions in their work[18]. 
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3.4 Artificial neural network  
Recently, the use of Artificial Intelligence (AI) approaches, most recently deep learning models, have been able to 
model some environmental paramaters such as dissolved oxygen. This paper investigates the suitability of Artificial 
neural network in projecting the concentration of dissolved oxygen in lakes [19]. This is also called a neural network 
which is a modern class of machine learning methods that is based on the working of the human neural system. In 
the contemporary Pangea, where the focus of the world is centered on drug discovery research, the amount of data 
that is at disposal also increases. This not only fosters optimism but brings with it challenges because the 
information is shrouded within the attributes. This warrants the employment of sophisticated procedures of 
analysis A lot of interests are being focused on uncovering those causal relationships that exist between a set of 
responses and a number of explanatory variables[20].  
An artificial neural network consists of a set of units called neurons which are linked to each other and classified 
into k layers. Each neuron receives inputs, processes them mathematically and passes the processed information to 
other neurons using specific functions which are embedded in the structure. The ANN model undergoes training by 
making use of a particular data set and then it modifies the weights associated with the connections between 
different neurons. This allows the model to “learn” from data and improve the predictions it makes with the fine 
tuning it undergoes each time a new layer is applied or adjusted [22]. 

3.5  Performance measures (R² and MSE) 
For an AI model to successfully estimate the dissolved oxygen concentration levels in lakes with a mean square 
error measure, it is imperative to first understand the meaning of R square the statistical coefficient of 
determination. It is said to be the indicator of the degree of fit of one’s model to the data which is very useful 
information to anyone carrying out regression analysis particularly with a view to assessing the extent to which the 
other dependent variables included in the model account for the variations with the dependent variable which in 
this case is the case is oxygen levels. 
In simpler terms, the R-squared tries to determine the extent of which the regression model and the data deviate or 
integrate with each other. A higher R-squared value indicates a greater proportion of the variability of the 
dependent variable that is being explained by the model. A lot of variability in the dissolved oxygen levels is 
therefore effectively explained through the model coefficients. The goodness of fit measure is very important in the 
use of statistical models since it helps to achieve the major goals of making predictions about future events and, in 
conjunction with hypothesis testing, it helps to prove the strength of the relationships formed in the 
model..Understanding R-squared is thus vital for assessing the performance of AI forecasting models in 
environmental studies. The mathematical formula of R² as in equation (1): 

𝑅2 =  1 – (𝑅𝑆𝑆/𝑇𝑆𝑆)…………………(1) 
Where, R2 represents the required 𝑅 Squared value, 𝑅𝑆𝑆 represents the residual sum of squares, and 𝑻𝑺𝑺 
represents the total sum of squares[6]. 

plays a crucial role in identifying performance measure in regression analysis as well as in the domain of machine 
learning. This metric measures the mean of squares of the prediction-errors through the actual target values of the 
dataset, making it easy to compute direct measure of prediction accuracy.  

The MSE makes them square out, which really magnifies large discrepancies and makes certain that the model will 
suffer significantly more for large forecasting errors. The main focus when computing MSE is to understand how 
accurate the model is to a particular set of outcomes commonly known as ‘ground truth’. A lower MSE signifies 
better predictive performance and therefore a very important tool in the selection of better optimized models.[7]. 

The MSE is computed using the following formula: 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑌𝑖 − 𝑌�̂�)

2 … … … . (2)

𝑛

𝑖=1

 

Where MSE stands for Mean Squared Error, 𝑛 represents the number of data points, 𝑌𝑖  denotes the observed values, 

and 𝑌�̂� signifies the predicted values. 

3.6 General Framework of Proposed Model 
The proposed regression model for forecasting dissolved oxygen levels is based on water quality vertical profile 
data and utilizes three AI classifiers: LR, SVR and shallow neural network. The key steps are as follows: 
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1. Data Preprocessing: This step consists of the data cleaning process whereby the selected dataset is examined so 
as to get rid of any unnecessary datums such as computes, features and records that do not assist in predicting 
dissolved oxygen levels like Time, Date etc. This step is critical in improving the quality of the dataset and therefore, 
all the subsequent analyses are based on relevant data. 
2. Data Splitting: In this stage, the cleaned dataset is divided into two primary components and these are the input 
features and the target variable which in this case is dissolved oxygen. After this separation, the data set is split into 
the training set and the testing set with the aim of performing an efficient evaluation of the models developed. It is 
common practice to use 80 percent of the data for training the models and the remaining 20 percent to test the 
ability of the models to predict. 
3. Data Normalization: The features should also be standardized during the training of the model so that all of them 
make an equal contribution The next step is normalization. This process uses StandardScaler in which the features 
are normalized by taking away the mean and dividing the result by SD. Thus, all features are standardized, or 
normalized, which is important for increasing model performance. This scaler must therefore be applied across the 
training as well as the testing data sets in order to prevent data leakage. 
4. Exploratory Data Analysis (EDA): Initially, an exploration of data is conducted in order to get a feel of how various 
features and the target variable are related to each other. This step involves analysing correlation coefficients – that 
is, Pearson or even Spearman to determine the extent to which each of the features was associated with the 
dissolved oxygen levels. These correlations are presented visually, using heat maps, which help to determine the 
main contributors to dramatically low dissolved oxygen levels. 
5. Model Creation: When the data has been preprocessed and cleaned then various machine learning models are 
built with the data provided. This comprises the Linear Regression and Support Vector Regression being a standard 
type of architectures such as Artificial Neural Networks (ANNs). While constructing a ANN two of the most 
important tools that can be employed are Keras or TensorFlow, into which additional layers can be incorporated to 
capture elaborate features of the data. 
6. Model Evaluation: Once these models are trained they should be tested and evaluated using statistical measures 
to include the coefficient of determination- R² and mean squared error–MSE. All these metrics are essential in that 
they quantitatively compare how well each proposed model estimates dissolved oxygen. 
7. Comparison and Selection: Last, it is evaluated which of the different types of models produces the best result in 
terms of dissolved oxygen levels. Comparing R² and MSE of all the models, the highest R² and the lowest MSE of the 
models are used to choose the best model. This model will be deployed into practice employing this selection or may 
be fine-tuned for enhanced prediction ability further. 
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4. Results and Discussions  

The methods of designing a dissolved oxygen forecasting model in lakes are intricate and multiple-tiered and aimed 
at providing accurate and efficient results. The performance of the proposed model is evaluated using various 
metrics, with the two most important metrics being R² and mean squared error (MSE).  

Following the division of the dataset into training and testing sets, the sizes of each set are illustrated in Figure 2. 
The training set is designed for model development, while the testing set is reserved solely for evaluating the 
model's performance. The figure provides a clear representation of the distribution of data between the two sets, 
highlighting their respective sizes. 

 

FIGURE 1: THE DISTRIBUTION OF SPLITTING DATASET TO TRAINING AND TESTING  

The parameter values for the Linear Regression (LR) and Support Vector Regression (SVR) models were configured 
to the standard default settings commonly utilized in Python programming, where we used Colab notebook. The 
shallow neural network component of this paper consists of one hidden layer with leaky ReLU activation function, 
containing sixteen neurons, along with an input layer and an output layer with one neuron. A linear activation 
function is employed in the output layer to perform the regression task. Table 1 illustrates the architecture of the 
Artificial neural network used. This network trained with 20 epochs. 

TABLE 1: THE ARCHITECTURE OF THE SHALLOW ARTIFICIAL NEURAL NETWORK  

Layer(type) Activation function Output shape # parameters 

Input layer - (None, 5) =numper of features 
in dataset=x_trian size    

0 

Dense hidden   layer (16 
units) 

Leaky-ReLU (None, 16) 96 

Dropout layer with (0.2) rate - (None, 16) 0 

Output dense layer (one 
unit) 

linear  (None, 1) 17 

The history of training a proposed shallow neural network shows the training and validation MSE across 20 epochs, 
as illustrated in the figure (3). The data presented in Figure (3) illustrates that the Mean Squared Error (MSE) 
steadily converges over the course of 20 epochs. This indicates that as the training progresses, the model's 
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predictions become increasingly accurate, demonstrating effective learning and improvement in performance 
throughout the training process. 

 

 

FIGURE 2: TRAINING HISTORY OF SHALLOW ANN IN TERM OF MSE  

After training the three proposed classifiers, we conducted a thorough evaluation using the testing dataset. The 
performance metrics assessed included the coefficient of determination (R²) and the mean squared error (MSE). 
The results of this evaluation are detailed in Table 2, which presents a comprehensive comparison of each 
classifier's accuracy and reliability. 

TABLE 2: THE PERFORMANCE RESULT OF THREE REGRESSION MODELS IN TERMS OF R² AND MSE 

AI model  R² MSE 

LR 99.7% 0.000096 

SVR 94.4% 0.002068 

ANN 99.5% 0.000161 

Table 2 clearly illustrates that the Linear Regression (LR) model outperforms the others, boasting the highest R² 
value and the lowest Mean Squared Error (MSE). This superiority can be attributed to the inherent strengths of the 
LR model in handling regression tasks, where it excels due to its straightforward design and focus on linear 
relationships. 

In the course of this research work, the artificial neural network (ANN) was trained using only one hidden layer, and 
it turned out that this particular configuration gave an R² value that was higher than that even recorded when using 
ANN with multiple hidden layers configuration. The use of four layers gave an R² of 92% while much better results 
of R² of 95% was attained when three layers were utilized. In relation to the results, it indicates that expansion on 
the hidden layer number can cause serious overfitting which is very detrimental to the model actualization because 
it captures the noise instead of the real information in the training data. In case the practice of overfitting is 
prevalent in a design, reducing the number of hidden layers can help the opposite of overfitting, and in such a case 
the design becomes simpler, and the ability of the model to generalize improves.  

While comparing our outcomes with the prior research analyses, it is crucial to state that adding new variables to 
the model and expanding the sample increased the R² value for this investigation to only 0.977, which is considered 
breakthrough in the field. For instance, the study conducted in [2] achieved R² values of 96.3 % by using linear 
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regression (LR) analysis and 93 % by artificial neural network (ANN) analysis demonstrations good performance 
but lower than our pioneer studies. Similarly, in [3] a 91.2% R² was observed using AdaBoost; this together with the 
MIC-SVR technique having a 90% R², found in the study outlined in [11], shows that RMSE differs in efficiency for 
differing techniques. 

Curiously, only the study discussed in [12] succeeded in achieving the same level of R² as high as our presented 
performance, which equals 99.7%. However, as it will be remembered, this research used the WTD-GWO-SVR 
method which has more computational complication when compared with the simple linear regression method 
adopted in this study. It also provides a foundation to emphasize the affordability and superiority of our approach 
while also pointing out the opportunity for improvement in computer resource usage in this subfield in the future. 

5. Conclusion 

This research addresses a key problem in environmental science, which is the forecasting of dissolved oxygen levels 
that are essential for supporting aquatic life and water quality. Artificial intelligence models were used for the study 
which bolsters the age old methods which are often inefficient and inaccurate thus providing immediate gains 
towards the monitoring of water and conserving the lake. Various AI techniques were applied, including Linear 
Regression, Support Vector Regression (SVR), and Artificial Neural Networks (ANN). Each of the models was 
specifically tuned and pre processed, including standardization of features with StandardScaler, to achieve superior 
performance. The analysis showed that R² value for Linear Regression was 0.9974 whereas for SVR and DNN It was 
0.9448 and 0.9875 respectively. This support the strength of the model as well as the ability of it to predict in this 
form of regression with high accuracy.  

The research provides an impressive platform for subsequent studies that can seek to investigate more 
sophisticated prediction or further use multi-modal data. This encompasses local weather effects, human activities, 
geographical features etc., to improve forecasting accuracy further. By showcasing the ability to adapt and expand 
methodologies to various ecosystems and environmental parameters, this study strengthens its contribution to the 
field of AI in environmental science. Overall, the findings illuminate the transformative potential of AI-driven 
approaches in environmental modeling, setting the stage for innovative tools that can effectively forecast and 
manage water quality within lake ecosystems. Future avenues of research may include the exploration of ensemble 
models, additional feature integration, and real-time deployment strategies, all aimed at enriching our 
understanding of environmental dynamics. At this point, this study is limited to one dataset only which may hamper 
the generalization of the results of this research. To improve the reliability of the results and widening the 
application for this methodology, it is advised to use it with other data sets in the future. This will give an 
opportunity for a broader look at the success of the approach to other areas of practice. 
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