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A B S T R A C T 

This research presents a study and review of previous research. It demonstrates the use of 
the most important techniques in predictive analytics and machine learning algorithms to 
analyze historical data and accurately predict future outcomes of student performance. This 
research focuses on specific objectives, including techniques used to identify students at risk 
of poor academic performance or dropout and enable timely interventions to improve 
outcomes. Moreover, in this paper, the answers to questions, such as their benefits and 
limitations. By using data from sources such as academic records, attendance, and 
engagement metrics, educational institutions can uncover patterns in student behavior and 
performance. The research also presents the most important findings that were reached. The 
results show that predictive analytics not only improves individual student performance but 
also enhances the effectiveness of the institution by promoting a supportive and proactive 
learning environment. This approach provides educators and educational institutions with 
actionable insights to effectively enhance student retention and enhance academic 
achievement. 

https://doi.org/10.29304/jqcsm.2025.17.11967 

1. Introduction  

    In light of the scientific race that most educational institutions around the world [1, 2], predictive analytics is an 
important concept that will enhance the educational process [3-8]. Predictive analytics is a very powerful tool that 
uses data sets and artificial intelligence algorithms to identify patterns and behaviors to predict future outcomes for 
students in educational settings [9, 10]. Therefore, predictive analytics is crucial in helping educational institutions 
better understand student performance and behavior. This is done by analyzing various data, such as grades, 
attendance, and engagement levels. Predictive analytics can also provide future insights[11-13]. It also allows 
teachers to anticipate which students may be at risk of falling behind or dropping out. 

   This proactive approach enables schools and universities to intervene early and provide the necessary support for 
at-risk students’ needs before encountering these problems [14-17]. For example, suppose there is a predictive 
model that tells us that a student is likely to struggle based on their current performance or engagement. In that 
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case, teachers can provide additional tutoring, counseling, or other forms of assistance [18]. This predictive model 
helps proactively address the student’s problems. 

    Predictive analytics not only helps improve individual student outcomes but also enhances the overall learning 
environment and how to make strategic decisions that will enhance educational processes [19-21]. Therefore, 
predictive analytics improves the approach of educational institutions, making it possible to design immediate and 
future interventions to meet the needs of students and the institution effectively, as well as provide counseling and 
advice by leveraging data-driven insights. 

2. Mechanisms for Student Performance analysis 

    The literature review can be divided into several main sections based on the type of techniques used to predict 
students’ future performance, which can be presented as follows: 

2.1. Machine learning models (Classification & Regression) 

    This section provides a detailed analysis of various machine-learning models and techniques used to predict 
student performance. It will present the working and results of several algorithms, such as Random Forest (RF), 
XGBoost, Support Vector Machines (SVM), Neural Networks (e.g., MLP, RBFNN), Decision Tree (DT), K-Nearest 
Neighbors (KNN), and Fuzzy Logic techniques. 

     Alok, [22] proposes using MLP, AdaBoost, and XGBoost models as a solution to predicting student performance, 
The study utilizes a dataset containing student grades, demographic information, social aspects, and school-related 
features. The primary objective is to evaluate and compare the performance of these machine learning models in 
classifying student performance like "Good," "Fair," and "Poor.", The study's findings indicate that XGBoost 
outperforms both MLP and AdaBoost in predicting student performance, The findings are based on specific datasets 
related to student performance in mathematics and Portuguese language. 

     Singh, et al., [23] explore the application of machine learning (Logistic regression, random forest, gradient 
boosting regression, support vector machines) and fuzzy logic techniques to predict student performance. The study 
utilizes a specific dataset containing student scores in various subjects, class conduct ratings, and attendance 
records. The primary goal is to develop predictive models for student performance, including pass/fail outcomes, 
dropout identification, performance categorization, and Grade Point Average (GPA) prediction. Random Forest 
predicted the "Good" category well, and SVM had a high overall accuracy. However, the study lacks explicit handling 
of missing values, outliers, and feature selection. 

     Zhidkikh et al., [24] The research aims to address two main challenges. First, it seeks to validate the findings of a 
previous study by Van Petegem et al. (2022). Second, it investigates whether incorporating self-reported aptitude 
measures into the model can improve the accuracy of dropout prediction. The results show that the original 
approach was successfully reproduced. Adding self-report data improved accuracy in the first four weeks. The study 
uses many features without applying feature selection techniques. 

     Parkavi, et al.,[24] explore the use of Exploratory Data Analysis (EDA) and machine learning techniques, 
specifically K-Nearest Neighbors (KNN) and Multiple Linear Regression, to predict student performance. The study 
utilizes a specific dataset collected from 400 engineering students. The primary goal is to visualize student abilities 
and predict their performance, focusing on understanding the impact of the transition from traditional classrooms 
to online learning.  

     Sabbir, et al., [25] apply and evaluate the performance of five predictive models (SMOTE, XGBoost, KNN, 
Decision Tree, Random Forest), for enhancing the accuracy and effectiveness of student dropout prediction. A 
higher education student dataset from Kaggle containing student information, academic paths, and socio-economic 
factors was used. Random Forest and XGBoost emerged as the top-performing models. The authors suggest 
exploring inconsistent features and hybrid algorithms for further improvement. 

     Alamgir, et al., [26] employ machine learning models (Linear Regression, Random Forest, Neural Network 
(Multilayer Perceptron)). The study used a dataset that collected from year 2001 to 2015 from a local university, to 
predicting the future performance of undergraduate students and identifying at-risk students early on. The study 
explores that a Historical data and performance in core courses are significant predictors 
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     Ramirez, [27] Develop and evaluate machine learning models (Logistic Regression, Random Forest, Gradient 
Boosting, Neural Networks, SVM) to predict student outcomes and identify key factors influencing success. The 
study includes collecting data from 15,000 undergraduate students from a large public university in the United 
States. Performance prediction accuracy up to 85% and Dropout prediction accuracy up to 85.6%. 

     Chukwuemeka, et al., [28] employ machine learning algorithms (linear regression, decision tree, Naive Bayes, 
KNN, K-means), to predict student academic performance and understand factors influencing it. The study utilizes a 
dataset collected from 1000 students from schools in Nigeria, the primary goal is to identify the factors that 
influence student evaluation and develop predictive models to classify students into different performance 
categories. The study discovered that the attributes that impact student evaluation are their ethnicity and parents' 
education level. 

     Tastanova, et al., [29] investigate the application of collaborative filtering algorithms in knowledge management 
to enhance predictive analytics in education. The study focuses on predicting student grades in specific courses 
based on their performance in previous courses. The primary goal is to evaluate the effectiveness of collaborative 
filtering techniques, specifically user-based collaborative filtering (Pearson correlation, Cosine similarity, Euclidean 
distance), in predicting student grades and compare its performance with other similarity measures. The dataset 
was collected from 250 students in Grades 10, 11, and 12 between 2021 and 2023 from Nazarbayev Intellectual 
school (NIS) in Shymkent. 

     Doctor, [30] proposes a solution that leverages data mining techniques and the Decision Tree algorithm to 
develop a predictive model to identifying students who may be at risk of failing their courses early in the semester. 
The model aims to analyze student performance data and identify patterns that can be used to predict the likelihood 
of a student passing or failing a course. By identifying at-risk students early on. The dataset comprises only 82 
students. The predictive model achieved an accuracy of 0.7619, precision of 0.8333, recall of 0.8823, and F1 score of 
0.8571. 

     Albahli, [31] proposes a method that combines the Synthetic Minority Oversampling Technique (SMOTE) to 
handle imbalanced data and Bayesian Optimization for hyperparameter tuning. The research uses a dataset of 5000 
student records collected from five semesters at different universities in Saudi Arabia. The study uses Random 
Forest and Decision Tree as the machine learning algorithms for classification. Decision Tree with SMOTE and 
Bayesian Optimization outperformed other models. 

     Ni, et al., [32] present a novel approach combining Signed Graph Neural Networks (SGNNs) and Large Language 
Model (LLM) embeddings, which enhances the Predicting student performance on learner-sourced questions, 
particularly in cold start scenarios with limited data. The dataset includes Five real-world datasets from the 
PeerWise platform (biology, law, cardiff20102, sydney19351, sydney23146). The study shows the proposed LLM-
SBCL model outperforms baseline methods. 

     Ramaswami, et al., [33] propose to use 'Anchors' for model explainability and 'what-if' counterfactuals for 
generating prescriptive analytics. the study aims to provide students with understandable reasons behind their 
predicted academic performance and offer actionable recommendations for improvement. The Dataset extracted 
from courses at an Australasian higher education institution. The study suggests that this approach can lead to more 
effective learning changes and improved student outcomes. 

     Gaftandzhieva, et al., [34] explores the use of statistical and machine learning techniques to predict students' 
final grades based on their online activities in a Moodle Learning Management System (LMS) and attendance in 
online lectures conducted via Zoom. The dataset included 105 students studying Object-Oriented Programming at 
the University of Plovdiv during the 2021-2022 academic year.  The study used machine learning algorithm for 
prediction (RF, XGBoost, KNN, SVM). The Random Forest algorithm achieved the highest accuracy (78%). 

    Yagci, [35] investigates the use of machine learning algorithms to predict the final exam grades of undergraduate 
students based on their midterm exam grades, faculty, and department. The study utilizes a dataset of 1854 
students who took the Turkish Language-I course at a state university in Turkey. The researcher employed six 
machine learning algorithms (RF, Neural Networks (NN), SVM, LR, NB, KNN). The performance of these algorithms 
was evaluated using some metrics such as classification accuracy (CA), precision, recall, F1-score, and area under 
the ROC curve (AUC). Achieved a classification accuracy of 70-75%. 
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    The study by Roslan, and Chen, [36] investigates the application of data mining techniques to predict secondary 
school students' performance in English and Mathematics. The research aims to identify key predictors of student 
performance and classify students based on their performance levels, Primarily, the authors utilize Decision Trees 
(DT) and Naive Bayes (NB) for their analysis, noting that DT is particularly effective due to its interpretability and 
accuracy. However, the authors acknowledge limitations, including a small sample size and a lack of diversity, which 
may affect the generalizability of their results. 

    Khor, [37] explores data mining and machine learning techniques to predict academic performance in Massive 
Open Online Courses (MOOCs), focusing on the early identification of low-performing students. This proactive 
approach aims to facilitate timely interventions to improve learning outcomes and reduce dropout rates. Using a 
dataset that encompasses student demographics, academic history, and interactions within the Virtual Learning 
Environment (VLE), He applied three machine learning algorithms (decision trees, logistic regression, and neural 
networks) to develop predictive models. Decision trees algorithm outperformed others (70.27% accuracy). 

     Bressane, et al., [38] propose a fuzzy AI-based model using a fuzzy inference system (FIS) to forecast student 
performance and retention risk in engineering education. The methodology involves data collection through an 
online survey and historical records, statistical analysis to identify significant learning strategies using Wang & 
Mendel algorithm for fuzzy inference system modeling, along with other AI methods for comparison (CCN, MLP, 
GMDH, PNN, RBFN, GEP, Tree Boost, SVM), applied on dataset contain from 111 students. The fuzzy AI-based model 
outperformed other AI methods, achieving 94.0% accuracy during training and 91.9% generalization capacity over 
the testing dataset.  

     Adnan, et al., [39] employ various machine learning and deep learning algorithms (Random Forest, SVM, KNN, 
Extra Trees, AdaBoost, Gradient Boosting, DFFNN) to develop predictive models that identify at-risk students early 
in online courses for timely intervention. By using the Open University Learning Analytics Dataset (OULAD) The 
study highlights the significance of students' assessment scores, engagement intensity (clickstream data), and time-
dependent variables in predicting their performance in online learning. The Random Forest algorithm showed 
progressive accuracy from 60%-91%. 

     Bujang, et al.,  [40] investigates the use of machine learning techniques for predicting student grades, with a 
focus on addressing the challenges posed by imbalanced multi-class datasets. The study employs various machine 
learning algorithms and techniques to develop a predictive model that can accurately classify students into different 
grade categories (Decision Tree J48, SVM, NB, KNN, LR, RF). The authors propose using the Synthetic Minority 
Oversampling Technique (SMOTE) and feature selection methods to address imbalanced dataset. 

     Kabathova and Drlik, [41] investigates the prediction of student dropout in university courses using machine 
learning techniques. The study emphasizes the importance of careful data preparation and feature selection when 
working with limited educational data. The authors compare the performance of several machine learning 
classifiers, including Logistic Regression, Decision Tree, Naive Bayes, Support Vector Machines, Random Forest, and 
Neural Network, on a dataset collected from an e-learning course over four academic years.  

     Yakubu, and Abubakar, [42] explores the use of machine learning, specifically logistic regression, to predict 
student academic success in a Nigerian university. The study utilizes enrollment data from the student information 
system, focusing on factors such as entry age, gender, state of origin, JAMB score (a standardized entrance exam), 
and level of study from a single institution in Nigeria. The primary goal is to identify the variables that significantly 
influence academic success. The study notes the exclusion of first-year students due to the absence of CGPA data, 
which might introduce bias. 

     Malini and Kalpana, [43] utilizes educational data mining techniques, employing classifiers like MLP, Bagging, 
and Boosting, to analyze student performance data and predict academic outcomes based on various attributes. The 
study aims to identify factors influencing student performance, particularly focusing on the impact of economic 
background. The study utilizes a dataset from the UCI repository, which contains information about secondary 
school students' performance in two subjects (Mathematics and Portuguese language). The results indicate that 
economic background significantly impacts student performance, with accuracy rates exceeding 70% for predicting 
performance based on economic attributes alone. 

     Bertolini, et al., [44] investigates the impact of incorporating feature selection techniques into data pipelines to 
forecast student success in an introductory biology course. The authors employ various feature selection techniques 
and machine learning models (Algorithms: LR, GLMNET, RF, XGBoost; feature selection techniques: CAE, FSA, IG, 
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RAE) to assess their efficacy in predicting student outcomes. The study focuses on a specific context—an 
introductory biology course at a single institution. 

     El Guabassi, et al., [45] built a predictive model using different supervised machine learning algorithms to 
identify “weak” students who need extra help to improve their performance, identify the best machine learning 
algorithm to predict students’ academic performance and understand the factors that affect students’ academic 
success. Several supervised machine learning algorithms were applied to the Student Academic Performance 
Dataset (xAPI-Edu-Data), which includes 480 students with 19 features (ANOVA, Logistic Regression, Support 
Vector Regression, Logarithmic Linear Regression, Decision Tree Regression, Random Forest Regression, Partial 
Least Squares Regression). The algorithms were compared and evaluated using metrics such as Mean Squared Error 
(MSE), Root Mean Squared Error (RMSE), and R-squared (R²). 

     Ashfaq et al., [34] used machine learning techniques to predict student performance. The study focused on the 
process of processing unbalanced data using (SMOTE and ADASYN), as well as feature selection using (FCBF and 
RFE). After balancing the data and selecting the features, the random forest achieved an accuracy of (86%). 

     Hasan, R., et al., [46] conducted a study to predict student performance using video learning analytics and data 
mining techniques. The study utilized data from the student information system, learning management system, and 
a mobile application to analyze student interactions with video lectures and other learning materials. The 
researchers employed eight different classification algorithms, including Random Forest, Logistic Regression, 
Decision Tree, k-nearest Neighbors, Naive Bayes, Neural Network, SVM, and CN2 Rule Induction. Data 
transformation and preprocessing techniques were applied to reduce the number of features and improve the 
models' performance. Random Forest achieved an accuracy (88.3%) in predicting successful students. 

     Bravo-Agapito et al. [35] focus on the early prediction of undergraduate student academic performance in a 
completely online learning environment. The study utilizes Moodle interaction data, student characteristics, and 
grades from 802 undergraduate students at a completely online university. The researchers employed exploratory 
factor analysis, multiple linear regressions, and cluster analysis to identify the variables that influence student 
performance and develop predictive models. The study identifies four key factors influencing academic 
performance: Access((variables related to students' interactions with the Moodle platform)), Questionnaire 
(number of questions answered and reviews of questionnaires), Task (number of assignments submitted, consulted, 
and completed), and Age(older students tend to perform slightly worse than younger ones).  

     Hashim et al. [36] focus on predicting student performance in their final examinations using supervised machine 
learning algorithms. The study utilizes a dataset from the College of Computer Science and Information Technology 
at the University of Basrah, containing student information such as study year, gender, birth year, registration 
status, employment, activity points, examination points, and final grade. The primary goal is to compare the 
performance of various supervised machine learning algorithms in predicting student outcomes, specifically their 
final grades and pass/fail status. The logistic Regression classifier achieved the highest accuracy in predicting the 
final grades of students (68.7% for passed and 88.8% for failed). 

     Rayasam, [47] explores the application of artificial intelligence to identify at-risk students in higher education, 
particularly those who may be suffering from mental illness but remain undetected. The study emphasizes the 
importance of proactive care and early intervention to prevent dropouts, leaves of, and even deaths related to 
mental health issues. The author proposes using non-invasive institutional data and machine learning to predict at-
risk students before any symptoms manifest in 131 instances. The logistic regression model achieved an accuracy of 
96.5% and an F1 score of 69.3% in predicting student dropout.  

     Yılmaz and Sekeroglu, [48] utilize the application of artificial intelligence (AI) techniques to classify student 
performance based on various indicators derived from a questionnaire. The study emphasizes the importance of 
predicting student outcomes to enhance educational quality. The research aims to classify students' final grades 
using AI, particularly focusing on personal information, educational preferences, and family background. Applying 
machine learning models (BPNN, RBFNN, Decision Tree, Logistic Regression). The dataset includes information 
from 101 students across three courses at Near East University. RBFNN outperforms other algorithms, achieving 
accuracy rates between 70% and 88%.  
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Table 1: Summarizes of Classification & Regression models research with the results. 

Ref Year  Problem of research Solution (Method) Accuracy Advantage Limitation 

[9] 2024 

Evaluating machine 
learning methods for 
predicting student 
outcomes. 

XGBoost, MLP, ADA 
Boost. 

97% 
(XGBoost), 
95% (MLP), 
81% (ADA 
Boost) 

high performance 
for (XGBoost) 

focusing on 
preprocessing only 

[10] 2024 

Analyzing student 
performance using 
machine learning and 
fuzzy logic. 

Random forest, logistic 
regression, fuzzy logic, 
SVM. 

LR:0.84 
RF:0.94, SVM 
:0.98  

Flexible 
prediction 
models, inclusion 
of fuzzy logic. 

Fuzzy logic 
challenges in large 
datasets. 

[11] 2024 

Developing 
generalizable models for 
predicting student 
performance. 

dropout prediction 
with combined self-
reports 

from 65% to 
92% 

generalizability in 
analytics. 

Dependence on 
self-reported data 
quality. 

[12] 2024 

Predicting student 
performance using EDA 
and ML techniques. 

KNN, multiple 
regression, EDA. 

99% (multiple 
regression) 

Sustainable 
education goals, 
effective EDA. 

Limited to specific 
geographic data. 

[13] 2024 

Using predictive 
analytics to reduce 
dropout rates. 

Random forest, 
XGBoost, KNN, 
Decision Tree. 

0.99 AUC 
(Random 
Forest) 

Addressed class 
imbalance, strong 
AUC values. 

Class imbalance 
addressed, but 
dataset diversity 
limited. 

[14] 2024 

Identifying critical 
features for 
undergraduate 
computer science 
student success. 

Random forest, Neural 
networks, Linear 
regression. 

92% 
Explored long-
term data impact 
on predictions. 

Focus on CS 
relative grading, 
less 
generalizability. 

[15] 2023 

Predicting student 
performance and 
dropout rates in higher 
education. 

Logistic regression, 
random forests, neural 
networks. 

0.85 
Early dropout 
interventions,  

Limited to one 
university dataset. 

[16] 2023 
Early prediction of low-
performing students. 

Linear regression, 
decision tree, Naïve 
Bayes, KNN, KMeans. 

SVM  : 95%  

Improved 
understanding of 
academic 
behaviors. 

Limited to specific 
student 
engagement 
factors. 

[17] 2023 

Enhancing the potential 
of artificial intelligence 
in education. 

Collaborative filtering, 
AI-enhanced teaching 
frameworks. 

 - 

Better cognitive 
and task 
organization 
skills in students. 

Focuses only on AI-
enhanced teaching 
effects. 

[18] 2023 

Predicting the 
probability of student 
success in courses. 

Decision tree 
classification using 
CRISP-DM 
methodology. 

0.7619 

Early predictions 
help educators 
guide at-risk 
students. 

Dependent on 
quality of 
integrated 
academic systems. 

[19] 2023 

Improving prediction 
accuracy using Bayesian 
optimization for 
imbalanced data. 

Bayesian Optimization, 
SMOTE, Random 
Forest, Decision Tree. 

Random 
Search: 95 % 
Improved with 
Bayesian 
Optimization 

Enhanced 
handling of 
imbalanced data 
with SMOTE. 

Time-consuming 
hyperparameter 
tuning process. 
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[20] 2024 

Addressing noise issues 
in prediction of learner-
derived data. 

SGNNs, LLM 
embeddings, 
contrastive learning. 

90.8%  

Addresses noise 
and cold start 
problems 
effectively. 

Relies on 
learnersourced 
data for cold start 
solution. 

 

2.2. Ensemble models 

    Ensemble models are powerful for predicting student performance, combining techniques like Random Forest, 
Gradient Boosting, AdaBoost, and Stacking to enhance accuracy. Ensemble methods consistently outperform 
individual models, as these models use student engagement, demographic, and academic data to make robust 
predictions. 

     Alzahrani, [49] proposed the use of ensemble models (Random Forest, Gradient Boosting, Extra Trees, AdaBoost, 
Bagging, and a proposed Stacking model) and learning analytics techniques to predict student performance. The 
study uses the Open University Learning Analytics Dataset across different classification scenarios (4, 3, or 2 
classes), and uses one dataset that may be which may limit the generalizability of the findings to other educational 
contexts., the study mentioned that the Stacking model emerged as the best performer, The models in this study 
were not compared with other advanced techniques like neural networks. 

     Al-Ameri, et al., [50] propose a novel approach that combines Convolutional Neural Networks (CNNs) for feature 
extraction with ensemble learning models, specifically an ensemble of Random Forest (RF) and Support Vector 
Machine (SVM). The CNN extracts intricate features from the multimedia data, capturing nuanced patterns and 
relationships. These extracted features are then used to train the ensemble model by using a dataset collected from 
the online learning platform MOODLE, containing student video interaction, academic information, and activity data. 
The Proposed ensemble model achieves 97.88% accuracy in predicting student academic success. 

     Nafea, et al., [51] proposed an ensemble model using a stacking classifier that combines the predictions of four 
base models, Random Forest, AdaBoost, Decision Tree, and Support Vector Machine. Logistic regression is used as 
the final estimator to produce the final prediction for student performance to enable early interventions and 
improve educational outcomes. The proposed ensemble model achieved an accuracy rate of 95%.that used the Open 
University Learning Analytics Dataset (OULAD) for predictive. 

     Balcioglu and Artar, [52] proposed applying machine learning and deep learning models (Decision Tree, 
Support Vector Machine, Neural Network, and Ensemble Model) for early prediction of student academic 
performance in higher education using the Open University Learning Analytics (OULA) dataset, which includes 
demographic information, prior academic history, and behavioral data of 173,913 students. The results showed that 
the ensemble Model outperforms other models in predicting student performance categories (Pass/Fail, Close to 
Fail, Close to Pass). 

     Alsulami, et al.,  [42] proposes a model that combines traditional data mining techniques (Decision Tree, Naive 
Bayes, and Random Forest) with ensemble methods (Bagging and Boosting) to enhance the prediction accuracy of 
student performance. The model also incorporates a voting process to refine predictions further. The dataset 
contains 480 records, and 17 attributes collected from the Kalboard 360 E-Learning system. Boosting with Decision 
Tree achieved the highest accuracy (77.9%). 

Table 2: Summary of Ensemble models research with results 

Ref Year Problem of research Solution (Method) Accuracy Advantage Limitation 

[37] 2024 

Limited accuracy of 
individual models in 
predicting student 
performance. 

Ensemble models 
like stacking and 
bagging on OULAD 
dataset. 

RF achieve         
96% for 2 classes   
86% for 3 classes   
76% for 4 classes 

Combines strengths 
of various models for 
better prediction. 

Computational 
complexity 
increases with 
ensemble models. 
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2.3. Deep learning 

     Deep learning techniques like LSTM, CNN, and DNN are effective for predicting student performance and 
leveraging engagement data, demographics, and online activity. Models integrating methods such as SPTLO+DLSTM, 
ANN-LSTM, and Sequential Engagement Prediction Networks (SEPN) achieved high accuracies by analyzing online 
patterns and optimizing feature selection. 

     Hussain, et al., [53] proposed a deep learning framework using Levenberg Marquardt Algorithm (MLA) to 
predict academic performance and aid decision-making. The study includes data preprocessing and cleaning for 
datasets collected from Govt. Post Graduate College Safdarabad. The predictive achieved a higher accuracy of 88.6%
  

     Sharada, [54] proposes the SPTLO-based DLSTM model to predict student performance by leveraging knowledge 
tracing and student psychology. The authors highlight the importance of accurate student performance prediction in 
online learning environments to provide personalized and effective learning experiences. The methodology 
contains: (Data collection, Data normalization, Data augmentation (SMOTE), Feature fusion DMN with Ruzicka 
similarity, Deep Knowledge Tracing (DLSTM), and Optimization (SPTLO, combining SPBO and TLBO). 
SPTLO+DLSTM achieved accuracy (92.5%), MAE (0.064), and RMSE (0.312) compared to other models. 

     Sharma and Bhardwaj [55] utilize an LSTM-based model using clickstream data and demographic information 
to analyze students' online activities and engagement patterns. The study used the OULAD dataset with 170 features 
extracted from VLE log data and additional demographic information to Predict student learning abilities. The 
primary goal is to develop a predictive model that can identify at-risk students and forecast their academic 
outcomes based on their online behavior and engagement patterns. The model achieved 75% accuracy.  

     Al-Azazi and Ghurab,  [55] proposed a novel deep learning model, ANN-LSTM, for the early prediction of student 
performance in Massive Open Online Courses (MOOCs). The model aims to classify student performance into 
multiple categories (distinction, pass, fail, and withdrawn) using demographic and clickstream data. The authors 
compare the performance of ANN-LSTM with two baseline models, Recurrent Neural Network (RNN) and Gated 
Recurrent Unit (GRU). By using dataset of Open University Learning Analytics Dataset (OULAD). ANN-LSTM 
achieved around 70% accuracy at the end of the third month, outperforming RNN (53%) and GRU (57%). 

     Chan, [56] propose ed to apply multimodal learning analytics (MMLA) using machine learning and DNN for 
Predicting behavior change in students with special education needs (SEN) during applied behavior analysis (ABA) 
therapies. Data was collected from 1,130 ABA therapy sessions with 32 SEN students by using an IoT-based system.  
RF classifier achieves an accuracy of 97.79%.  

     Shafiq, et al., [57] proposes a conceptual predictive analytics model to identify at-risk students in Virtual 
Learning Environments (VLEs) using machine learning techniques. The study focuses on the Open University (OU) 

[38] 2024 

Underutilization of 
multimedia data from 
LMS for accurate 
predictions. 

Convolutional 
Neural Networks 
with RF and SVM. 97.88% 

Utilizes multimedia 
data for highly 
accurate predictions. 

Reliance on LMS 
data for multimedia 
insights limits 
scope. 

[39] 2023 

Open issue of 
prediction accuracy in 
student performance 
classification. 

Stacking ensemble 
using RF, DT, 
AdaBoost, SVM, 
Logistic Regression. 

95% 

Improves accuracy 
by reducing 
weaknesses of 
individual models. 

Dependent on 
dataset quality and 
feature 
engineering. 

[40] 2023 

factors influencing 
academic performance. 

Ensemble Model 
with SVM, NN, RF, 
and Decision Tree  87% 

Actionable models 
and techniques to 
solve targeted 
problems. 

Limited to OULAD 
dataset; 

[42] 2023 

Challenges in 
analyzing e-learning 
data and improving 
prediction accuracy. 

Bagging, boosting, 
and voting on DT, 
Naive Bayes, RF. 77% (Boosting) 

Enhances 
interpretability of 
educational data 
mining. 

Specific to e-
learning data; 
generalization not 
tested. 
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dataset. It aims to evaluate the effectiveness of unsupervised machine learning approaches, specifically K-means 
clustering, in predicting student performance compared to supervised methods. The focus on K-Means clustering 
may overlook the potential benefits of hybrid models or other unsupervised methods that could provide richer 
insights into student behavior. 

     Hooda et al. [58] proposed applying a Fully Convolutional Network (FCN) to predict student academic 
performance, particularly in the context of online learning due to the COVID-19 pandemic. The study used an Open 
University Learning Analytics Dataset (OULAD). The proposed improved FCN model achieved an accuracy of 84%, 
outperforming the conventional ANN model. It also attained a Recall of 0.88, an F1-score of 0.91, and a precision of 
0.93. 

     Tao, et al.,  [58] Propose a DNN-based prediction and early warning system with improved K-nearest neighbor 
clustering, to Predict unknown course grades and recommend optimal learning methods. The study used Students' 
performance data from the College of Metallurgical Engineering in Anhui Province, China University. the 
methodology of the study is to Compare linear regression, random forest, BPNN, and DNN, and propose DNN-based 
prediction and improved KNN clustering. 

     Liu, et al., [59] Proposed a student achievement prediction model based on evolutionary spiking neural 
networks, to improve the accuracy of student achievement prediction models. The study used the xAPI-Edu-Data 
dataset, 480 student records with 17 variables, and the student performance dataset from the UCI Machine Learning 
Repository, 395 student records with 33 variables. The proposed model outperforms other experimental models in 
classification accuracy on both datasets 

     Hernandez, et al., [60] explore the application of Artificial Neural Networks (ANNs) in predicting academic 
performance in higher education. The study employs a Multilayer Perceptron (MLP), a common type of ANN known 
for its predictive capabilities. The MLP consists of an input layer, a hidden layer, and an output layer. The study uses 
the online learning method with the backpropagation algorithm to train the MLP. The study used a dataset of 
162,030 students from private and public universities in Colombia. ANNs achieved an accuracy of 82% for high 
performance and 71% for low performance. Outperformed other algorithms in recall and F1 score. 

     Neha et al. [54] used the Deep Neural Network (DNN) model to predict students' academic performance 
accurately and to enhance the prediction of students' academic performance through multiple predictive variables 
and internal and external factors that affect performance. 

     Nabil, et al., [61] utilize the application of deep learning, specifically Deep Neural Networks (DNNs), in predicting 
students' academic performance. The primary goal is to identify students at risk of failing, particularly in challenging 
courses like Programming and Data Structures. The study utilizes a commonly used educational dataset (xAPI-Edu-
Data from Kalboard 360)., employing various machine learning models like DNN, decision tree, random forest, 
gradient boosting, logistic regression, support vector classifier, and K-nearest neighbor to predict student 
performance in upcoming courses based on their grades in previous courses. The research also addresses the issue 
of imbalanced datasets by employing resampling techniques like SMOTE, ADASYN, ROS, and SMOTE-ENN. The DNN 
achieved an accuracy of 89%, outperforming traditional models in terms of F1-score. Other models like SVC, KNN, 
and RF reached 91% accuracy but struggled with the minority class prediction. 

     Turabieh et al. [56] proposed an enhanced HHO algorithm for feature selection and KNN to evaluate the quality 
of selected features for Predicting student performance to improve educational outcomes and reduce failure rates. 
Several machine learning classifiers (kNN, LRNN, Naive Bayes, ANN) are used to assess the prediction system's 
performance. the study used A dataset from the UCI Machine Learning repository, which contains data about 
secondary school students in Portugal, including 32 features (demographic, social/emotional, school-related) and 
the final grade. The proposed method achieved a prediction accuracy of 90.16%. 

     Song et al. [57] proposed a Sequential Engagement Based Academic Performance Prediction Network (SEPN) 
model for predicting students' academic performance in online education based on their engagement patterns and 
other factors. The study methodology included transforming students' daily online activities into sequential 
engagement matrices, using CNN to detect engagement patterns, using LSTM to learn sequential interactions 
between engagement features and other factors, and combining classification and regression losses.  The results 
show that the SEPN model outperformed traditional models in terms of prediction accuracy, recall, F1 score, and 
Mean Square Error (MSE).  
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     Abubakari and Suprapto [58] explore the application of educational data mining to predict student academic 
performance. The authors utilize a neural network model to analyze student data and classify students into 
performance categories (Good, Average, Poor). The primary goal is to create a reliable predictive model that can 
assist in making informed decisions regarding student academic outcomes. The study uses a dataset containing 
demographic, socioeconomic, and academic information of 131 students and a neural network algorithm for 
classification. Adam's optimizer significantly improved accuracy to over 96%. SGD optimizer resulted in accuracy 
below 80%. 

     Waheed, et al., [62] investigate the performance of Long Short-term Memory (LSTM) in predicting students at 
risk of failing a course in self-paced online education. The study utilizes the Open University Learning Analytics 
Dataset (OULAD), which comprises data from 32,593 students, with 69% pass and 31% fail instances. The dataset 
includes student demographic data, clickstream data representing student engagement with the Moodle platform, 
and assessment-related information. The deep LSTM model outperforms all other algorithms in predicting student 
performance, achieving an accuracy of 84.57%. 

     Waheedet et al. [63] propose using deep learning models to predict student academic performance using data 
from Virtual Learning Environments (VLEs). The study focuses on predicting four categories of student 
performance: 'withdrawn-pass,' 'pass-fail,' 'distinction-pass,' and 'distinction-fail.' The authors utilize a deep 
artificial neural network (ANN) model and compare its performance with baseline models like logistic regression 
and support vector machine. The deep ANN model achieved a classification accuracy of 84-93%. 

     Raga, and Raga,  [63] Develop a DNN model that utilizes online activity attributes (extracted from Moodle logs) 
to predict student outcomes at midterm and final periods, using activity data generated before the midterm. the 
study shows the Highest accuracy for predicting outcomes, 91.07% (COM course), and the highest accuracy for 
predicting midterm outcomes, 80.36% (COM course). 

     Tsiakmaki, et al., [64] propose a transfer learning methodology using deep neural networks to predict student 
performance in new courses by utilizing pre-trained models from related courses. The dataset included five datasets 
from compulsory undergraduate courses (three from Chemical Engineering, two from Physics) at Aristotle 
University of Thessaloniki. The results show that the transfer learning models DNN generally outperformed the 
baseline models. 

     Karlık, and Karlık, [65] proposed to compare five different neural network models to find the best one for 
predicting high school student performance. Survey data was collected from 11th-grade students at Taldykorgan 
Kazakh Turkish High School (Kazakhstan). The algorithms are Multi-Layered Perceptron (MLP), Fuzzy Clustering 
Neural Networks (FCNN), and Deep Neural Networks (DNN), and the results show that FCNN and DNN2 models 
provided the best accuracy at 91.67% and 91.877% respectively. 

     Hussain, et al., [66] employed deep learning and linear regression models to predict student performance based 
on their scores in major subjects. The dataset was collected from three colleges in Assam, India, and included 10,140 
records of Bachelor of Arts students. The results show the Deep learning model outperforms linear regression, with 
Mean absolute error (MAE) for deep learning at 1.61 and MAE for linear regression at 1.97. 

Table 3: Summary of Deep learning models research with results 

Ref Year Problem of research Solution (Method) Accuracy Advantage Limitation 

[41] 
2024 

Current methods do not 
have sufficient features 

Levenberg Marquardt 
Algorithm (MLA), a 
neural network-based 
approach  

88.60% Improves early 
warning systems for 
at-risk students. 

Small dataset 
limits 
generalizability. 

[42] 2024 

Low accuracy in 
predicting student 
performance. 

Student Psychology-
Based Optimization 
with Deep Long Short-
Term Memory 
(DLSTM). 

92.50% Enhances predictive 
power of knowledge 
tracing models. 

Complex model 
training  
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[43] 2023 

Improving prediction of 
at-risk students using 
clickstream data from 
virtual learning 
environments. 

Neural Network 
(FCNN) and Long 
Short-Term Memory 
(LSTM). 

 75%, 
Improved with 
processed 
clickstream  

Analyzes student 
interaction data for 
actionable insights. 

Dependent on 
quality and 
consistency of 
VLE logs. 

[44] 2023 

Lack of multi-class early 
prediction models for 
student performance  

ANN-LSTM combining 
Artificial Neural 
Networks with Long 
Short-Term Memory. 

70% Early predictions  Relatively low 
accuracy 
compared to 
binary 
classification 
models. 

[45] 2023 

Enhancing behavioral 
prediction for students 
using multimodal learning 
analytics. 

Multimodal data 
analytics with IoT 
sensors and wearable 
technology. 

98% Combines diverse 
data for highly 
accurate predictions. 

Requires 
integration of 
multiple data 
streams. 

[46] 2022 

High dropout rates in VLE 
systems  

K-Means clustering for 
unsupervised 
prediction of at-risk 
students. 

Improved with 
K-Means 
clustering 

Supports 
unsupervised 
analysis for early 
interventions. 

Limited 
generalizability 
to other 
datasets. 

[47] 2022 

Low prediction accuracy 
in assessing student 
quality in higher 
education. 

Fully Connected 
Network (FCN) 
algorithm enhanced 
with Learning 
Analytics. 

84% Combines EDM and 
LA  

Dependent on 
OULAD dataset. 

[48] 2022 

Difficulty in early warning 
of grades  

Deep Neural Networks 
combined with 
improved KNN 
clustering for early 
warning systems. 

20% 
improvement 

Early warning with 
improved clustering 
accuracy. 

Computationally 
intensive for 
clustering large 
datasets. 

[49] 2022 

Challenges in predicting 
student achievement 
using conventional 
models. 

Evolutionary spiking 
neural networks with 
membrane algorithms 
for hyperparameter 
optimization. 

0.84375 Optimizes prediction 
using evolutionary 
learning. 

Requires 
complex 
parameter 
tuning. 

[50] 2021 

Complexity in 
systematically 
implementing ANNs to 
predict academic 
performance. 

Systematic ANN 
implementation for 
classifying academic 
performance. 

82% Systematic 
implementation for 
wider ANN adoption. 

Limited to 
specific datasets. 

 

2.4. Hybrid model 

Hybrid models effectively predict student performance by combining clustering (e.g., K-means) and classification 
(e.g., Random Forest, SVM) techniques and achieve high accuracies by integrating feature selection and advanced 
algorithms. 

     Sultan Alalawi [65] proposes using the k-means clustering algorithm to analyze student performance data and 
improve educational strategies. Apply that to 49,588 student records in the Oman Education Portal.  The 
methodology followed was data selection, data pre-processing, k-means cluster analysis, and data extraction. The 
results were Cluster 0: 4,621 students (9% - Failure), Cluster 1: 27,509 students (55% - Excellent), Cluster 2: 16,527 
students (33% - Good) and Cluster 3: 931 students (2% - Average). 

     Nafuri et al. [67] propose a clustering-based approach to classify B40 students based on their academic 
performance and behavior in HEIs.to discover the reason for High dropout rates among B40 (40% of households 
with the lowest income) students in Malaysian higher education institutions (HEIs). The study employs three 
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unsupervised models, K-means-BIRCH-DBSCAN, which are applied to records of 248,568 students with 53 
attributes obtained from Malaysian higher education institutions (HEIs).  KMoB demonstrated the highest 
performance among the models assessed, assisting in identifying factors influencing dropout rates. 

     Almasri, et al., [67] propose A unified framework for a novel supervised cluster-based (CB) classifier model that 
combines clustering and classification techniques to improve accuracy in predicting student performance. The study 
methodology included the clustering Phase (Historical student records are grouped into homogeneous clusters 
using clustering algorithms, classifier Model (For each cluster), and feature Selection (Relevant features are selected 
using wrapper-based techniques to enhance model accuracy. The dataset was collected from the Management 
Information Systems department of Balqa Applied University (BAU), Jordan. The CB classifier model demonstrated 
an accuracy (up to 96.96% with relevant features). 

     Omar, et al., [68] propose a combined methodology using the k-means clustering algorithm and the Elbow 
method to analyze and evaluate student performance accurately. the study Methodology was Data Preprocessing, 
Elbow Method (Determining the optimal number of clusters(k)), and K-means Clustering. The optimal number of 
clusters identified was k=3 after applying the Elbow method to the dataset from Oakland University, specifically 
focusing on computer science students. 

     Goh, et al., [69] proposed applying K-means clustering to analyze assessment scores and group students to 
identify potential health-related issues affecting their academic achievements. The dataset Comprises student 
assessment scores from 106 students across 8 subjects, including Mathematics, Biology, Malay Language, Additional 
Mathematics, Chemistry, English, History, and Physics. The results show that cluster performance (4, 5, and 6 
clusters) varied, with students achieving overall performance above 70% (A category) and below 50% (F category). 

     Ahmed, [70] Proposed a model using K-means clustering and various classification algorithms (SVM, Decision 
Tree, Naive Bayes, KNN) to predict student performance and identify factors affecting it in e-learning environments. 
The methodology included data preprocessing, feature extraction using random forest, K-means clustering with 
Davies-Bouldin index, and hyperparameter tuning using grid search. The dataset was collected from students of 
Wollo University and Kombolcha Institute of Technology. SVM achieved accuracy (96%), Decision Tree (93.4%), and 
Naive Bayes y (83.3%). 

     Vimarsha, et al., [71] proposed a co-evolutionary hybrid intelligence (CHI) approach, which integrates human 
expertise with artificial intelligence to student performance prediction. The study methodology contains from two 
models. Module 1 for Classifies teachers into classes of expertise based on the accuracy of several machine learning 
algorithms. Module 2, proposes the RLCHI model, which combines reinforcement learning algorithms with insights 
from expert teachers to predict student performance. The RLCHI model achieved Accuracy 79.5%, Precision 49.9%, 
Recall 52.3%, and F-Score 53.2%.  

     Al-Tameemi, et al., [72] proposed a hybrid machine learning approach that integrates clustering and 
classification techniques to predict better student performance based on their learning behaviors. The study used 
the North American University (NAU) dataset and the Open University Learning Analytics Dataset. The methodology 
includes Data Collection, Data Pre-processing, Unsupervised Learning (K-Means Clustering, Principal Component 
Analysis (PCA)), and Supervised Learning (Random Forest (RF), Decision Tree (DT), K-Nearest Neighbors (KNN), 
Support Vector Machines (SVM), Naive Bayes (NB) and Employed Feedforward Dense Networks for final 
predictions). The study found that the hybrid model combining FDN, RF, and DT outperformed other classifiers in 
predicting student academically. 

     Alshanqiti, and Namoun, [73] proposed a hybrid regression model combined with a multi-label classifier that 
predicts student performance and identifies influential factors contributing to that performance. Hybrid Regression 
Model (HRM) Combines Collaborative Filtering (Matrix Factorization), Fuzzy Set Rules, and Lasso Linear Regression 
to provide robust predictions of future student performance. Multi-Label Self-Organizing Map (MLSOM) is used to 
identify multiple factors influencing student performance and dataset preparation. The proposed hybrid model 
showed significant improvements in prediction accuracy compared to traditional single-baseline models, such as 
linear regression and matrix factorization. 

     Evangelista, [74] proposed a hybrid machine learning framework combining classification algorithms and 
ensemble methods to predict students' performance in VLEs. The research follows the Cross Industry Standard 
Process for Data Mining (CRISP-DM) model, incorporating Data Harvesting (Collecting data from VLE logs), Data 
Preprocessing, Feature Selection Using filter-based (CFS Subset Eval) and wrapper-based (Classifier Subset Eval) 
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methods to select the most relevant features, and Modeling and Validation for training various classifiers and 
ensemble methods, employing 10-fold cross-validation for evaluation. The Boosting algorithm achieved an accuracy 
of 98.56%; the Bagging algorithm achieved an accuracy of 98.35%. 

     Allohibi, [75] Proposed a hybrid classifier (PHC) that integrates multiple classification algorithms to improve 
prediction accuracy for student performance. Classification Algorithms Employed Random Forest (RF), C4.5, CART, 
Support Vector Machines (SVM), Naive Bayes (NB), K-Nearest Neighbors (KNN), Proposed Hybrid Classifier (PHC) 
achieved an accuracy of 92.40. 

     Zhuang et al. [76] Proposed a Prediction and Alert model that integrates data from both online and offline 
learning to improve the accuracy of learning performance predictions for students. The methodology includes Data 
Collection (Collected from 50 eighth-grade students over a 16-week period), Data Analysis (Pearson correlation 
coefficients, ridge regression), and algorithm Development (Develops a predictive model to alert teachers about 
students' performance based on integrated data analysis). The study shows that a model demonstrated feasibility 
and effectiveness in predicting student learning performance. 

Table 4: Summary of Hybrid model research with results 

Ref Year Problem Solution (Method) Accuracy Advantages Limitations 

[65] 2023 

Lack of efficient data 
mining for student 
performance analysis 
in Oman. 

K-Means clustering 
optimized with 
Elbow method for 
OEP data. 

High with 
optimized K-
Means 

Effective clustering on 
large education 
datasets. 

Focus on 
specific regional 
data. 

[58] 2022 

High dropout rates 
among B40 students 
in Malaysian 
universities. 

K-Means, BIRCH, and 
DBSCAN clustering 
models optimized 
for B40 students. 

99.81 Supports targeted 
interventions for B40 
students. 

Limited to B40 
demographics. 

[59] 2020 

Difficulty in selecting 
optimal predictors for 
student performance. 

Clustering-based 
EMT unified, 
clustering and 
classifiers. 

96.25% Combines clustering 
and classifiers for 
improved prediction. 

Dependent on 
feature 
selection 
accuracy. 

[60] 2020 

Challenges in 
combining clustering 
techniques for better 
analysis. 

K-Means and Elbow 
clustering 
techniques  

Enhanced with 
Elbow method 

Accurate analysis 
with multiple 
clustering techniques. 

High 
computational 
cost. 

[61] 2020 

Health conditions 
linked to poor 
student performance 
within clusters. 

K-Means clustering 
to academic 
performance. 

87% Health insights linked 
to academic 
performance. 

Limited to 
health-related 
insights. 

[62] 2022 

High dropout rates 
among B40 students 
in Malaysian 
universities. 

K-Means, BIRCH, and 
DBSCAN clustering 
models optimized 
for B40 students. 

Improved with K-
Means 

Supports targeted 
interventions for B40 
students. 

Limited to B40 
demographics. 

[63] 2024 

Lack of transparency 
in performance 
prediction models. 

combined with 
teacher expertise 
and hybrid 
intelligence. 

79.50% Improved decision-
making with hybrid 
intelligence. 

Heterogeneity 
in datasets can 
cause bias. 

[64] 2024 

multi-class prediction 
using hybrid ML 
methods. 

K-Means clustering, 
and supervised 
classifiers. 

RF, DT, and FDN 
93.8%, 90.7%, 
and 90.9% 

Combines 
unsupervised and 
supervised methods. 

Complexity in 
hybrid 
approach 
implementation. 

[65] 2020 

Difficulty in 
identifying the most 
influential factors in 
student performance. 

Hybrid regression 
with Lasso, fuzzy 
collaborative 
filtering. 

Improved with 
hybrid regression 

Identifies factors 
impacting 
performance. 

Requires 
extensive 
tuning for 
models. 
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[66] 2021 

Lack of robust 
prediction models for 
virtual learning 
environments. 

Hybrid ensemble 
methods (Bagging, 
Boosting, Voting) for 
VLE data. 

98.15 Improved VLE 
predictions with 
ensembles. 

Heavy reliance 
on ensemble 
techniques. 

[67] 2024 

Improving predictive 
accuracy by 
combining classifiers. 

PHC combining 
Random Forest, 
CART, and C4.5 
classifiers. 

92.40% Robust predictions 
with hybrid 
classifiers. 

increases 
computational 
overhead when 
Combining 
classifiers 

[76] 2020 

Challenges in 
combining clustering 
techniques for better 
analysis. 

K-Means and Elbow 
techniques applied 
to GPA and test 
scores. 

From September 
to December 85% 
to 100 % 

Accurate analysis 
with multiple 
clustering techniques. 

High 
computational 
cost. 

It becomes clear from reviewing the previous literature that the approach followed by researchers to reach the 
prediction processes of students’ academic performance consisted of four basic branches, which are classification 
using different machine learning algorithms, using ensemble models, using deep learning, and using the hybrid 
model, as shown in Figure 1. 

 

 

 

 

 

 

 

Figure (1) : General structure for using student performance prediction techniques 

    By reviewing the literature review mentioned above, it becomes clear to us that there are many researchers from 
different institutions who have conducted many studies on predicting student performance, including predicting 
future student performance, as well as predicting access and enrollment rates in education, etc. During the last five 
years alone, we see that approximately more than 70 important studies have been conducted using various 
techniques in the field of artificial intelligence. As shown in figure 2 and 3  

Figure (2) : Number of studies per type during the year.                                  Figure (3) : Total number of studies during (2020-2024) 
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3. Datasets Description 

    In this section, we will discuss three important and most widely used databases in student performance that are 
available for scientific research. We will explore them and show their most important components. 

 

3.1. Open University Learning Analytics dataset 

      The Open University Learning Analytics dataset (OULAD) contains data from courses at the Open University 
(OU) [76], a large distance-learning university. The dataset includes demographic data about students and 
clickstream data logging their interactions with the university's virtual learning environment (VLE). This allows 
analysis of student behavior and learning. The dataset covers 22 courses taken by 32,593 students, including their 
assessment results and 10,655,280 daily activity logs in the VLE. The dataset was anonymized to protect student 
privacy, with quasi-identifying attributes like gender, age, and location generalized using the ARX anonymization 
tool. The OULAD dataset is freely available for research purposes under a CC-BY 4.0 license and has been certified by 
the Open Data Institute. The dataset enables research on predictive models for student assessment and learning 
outcomes, as well as analysis of how the VLE structure impacts learning. 

                                        Screenshot (1): Sample of OULD dataset ,(studentInfo.csv) 

 

3.2. Students' Academic Performance Dataset 

      The dataset, called xAPI-Edu-Data, was collected from a learning management system (LMS) called Kalboard 
360[77]. It includes 480 student records with 16 features. Features fall into three categories: demographic, 
academic background, and behavioral. Demographic features Include gender and nationality. Students come from 
various countries, such as Kuwait, Jordan, Palestine, Iraq, and Lebanon. Academic Background Features Include 
educational stage (e.g., lower level, middle school, high school), Grade level (e.g., G-01, G-02), Section ID (classroom), 
Behavioral Features Includes raised hand in class, visited resources (course content), Viewing announcements. 
Participation in discussion groups. Parent participation (answering surveys, school satisfaction); students are 
classified based on absence days (above 7 or under 7) 

Screenshot (2):  Sample of Students' Academic Performance dataset (student-Math) 

3.3. Student Performance Dataset (Student -Math and Student -Por    Dataset ) 

     The dataset focuses on student achievement in secondary education in two Portuguese schools. It includes 
student grades[78], and demographic, social, and school-related features; two datasets are provided for distinct 
subjects: Mathematics (mat) and Portuguese language (por). The target attribute is G3, representing the final year 
grade (issued in the 3rd period), G3 has a strong correlation with attributes G2 (second-period grade) and G1 (first-
period grade). Features include information such as school type, student sex, age, family size, parental education, 
mother’s and father’s jobs, travel time, study time, and more, Quality of family relationships, free time, going out 
with friends, alcohol consumption, health status, and school absences are also part of the dataset. 
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Screenshot (3): Sample of Students Performance dataset (student-math) table) 

 

 

            

Data Anonymization and Bias Audits 

Data Anonymization : One of the important things that must be followed in the use of data is anonymization [79], the 
purpose of which is to protect the privacy of students and prevent unauthorized identification. The most important 
methods used for  De-identification. This is done by removing personally identifiable information (PII), such as 
names or student IDs. Anonymization technology ensures that each record in a data set cannot be uniquely 
identified by making it indistinguishable from other records based on at least a set of quasi-identifiable identifiers 
(QIs). Quasi-identifiable identifiers are attributes that, when combined, can identify an individual. Examples include 
age, zip code, or gender. 

Bias Audits: The purpose of these checks is to identify and address potential biases in the data [80], such as students 
who are overrepresented in the data with certain characteristics, or in predictive models that may be 
disadvantageous to certain student groups. This is done by analyzing the data set and reviewing the 
representativeness of the data to ensure that it does not exclude or disproportionately represent certain 
demographics (e.g., gender, race, socioeconomic status). Measures of model fairness can also be used by evaluating 
models using fairness criteria such as demographic equivalence, equal opportunity, or unequal impact. Testing 
predictions to identify patterns of bias or systematic discrimination. 

Discussion 

     This review shows that AI-powered predictive analytics can significantly improve student performance in higher 
education. By using data and advanced machine learning models, schools and universities can predict which 
students might struggle and take steps to support them early. Tools like Random Forest, neural networks, and 
hybrid models are some of the most accurate and useful approaches. They help educators understand patterns in 
student performance, such as how attendance, grades, and engagement affect outcomes. 

One of the most important benefits of predictive analytics is its ability to identify students at risk of dropping out or 
failing. Early warning systems can alert teachers, allowing them to offer extra help like tutoring or counseling before 
problems become too big. This personalized approach helps students stay on track and improves their chances of 
success. At the same time, these tools also help institutions manage resources better and improve overall results. 

    However, challenges remain. For example, the data used in predictive models is not always perfect. Missing or 
inaccurate information can reduce the reliability of predictions. Additionally, there are concerns about fairness and 
ethics. If the data used to train the models is biased, the predictions might unfairly disadvantage some students. 
Privacy is another issue, as schools must ensure student information is handled responsibly . 

    Another challenge is that many predictive models work well for specific groups of students or certain types of 
schools but may not apply to all. This means researchers need to develop tools that work for various students and 
educational settings. For non-experts, many models are also difficult to understand, making it hard for teachers to 
trust the results or use them effectively. Clearer and simpler tools are needed to address this issue. 

    Finally, combining predictive analytics with other educational tools, like learning management systems, could 
make them even more powerful. This would allow schools not only to predict student performance but also adjust 
teaching strategies in real time to meet individual needs. 

Conclusion 

      AI-powered predictive analytics transforms higher education by enabling institutions to make data-driven 
decisions that enhance student performance. This systematic literature review has demonstrated the efficacy of 
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various machine learning models, such as Random Forest, neural networks, and hybrid approaches, in predicting 
academic success and identifying at-risk students. These advancements pave the way for more personalized, 
inclusive, and effective educational practices. Even though these tools are promising, some areas still need 
improvement. Better data, fairer algorithms, and more user-friendly systems are essential for making predictive 
analytics useful for everyone. Future research should focus on creating tools in different educational settings and 
exploring how these technologies can work together with other tools like adaptive learning systems. By addressing 
these challenges, AI-powered analytics can help educators provide the support students need, reduce dropouts, and 
improve learning outcomes. These advancements not only help individuals but also contribute to creating more 
inclusive and successful educational systems. Even though these tools are promising, some areas still need 
improvement. Better data, fairer algorithms, and more user-friendly systems are essential for making predictive 
analytics useful for everyone. Future research should focus on creating tools in different educational settings and 
exploring how these technologies can work together with other tools like adaptive learning systems. 
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