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A B S T R A C T 

  

    In the early stages of software engineering, efforts were made to enhance software quality 
by using quality indicators that are considered vital in software development. Software 
testing was improved and software issues were identified via the use of predictive quality 
metrics. An evaluation, testing, and analysis system based on a dataset extracted from the 
NASA quality metrics database utilising a cat swarm optimization approach is the goal of this 
project, this is doing by applying two steps: first step is preprocessing of the data to process 
the missing value and after that apply normalization, second step using CSO algorithm to find 
the goal of this study is to predicting the quality of software. This research demonstrates how 
effective machine learning approaches are at extracting knowledge from big databases and 
offers useful insights into software quality prediction, when compared to all of the 
classification techniques used in the research, the results demonstrated that the approach 
considerably improved the accuracy rate to 96% in predicting quality performance.       

MSC.. 

https://doi.org/10.29304/jqcsm.2025.17.11981

1. Introduction 
 

Building high-quality software is an extremely challenging task due to the numerous essential components, 
their flexibility, and the relationships between them, as well as the management, measurement, and assurance of 
software quality. It is the responsibility of software engineers to provide methods, models, tools, and procedures 
that simplify the management of such complicated problems. Tools, techniques, process, and quality make up the 
four tiers of software engineering technology shown in Figure (1).[2] 
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Figure (1): Basic principles of software engineering 

       The main concerns of the Quality layer are the qualities and characteristics of a product or service, as well as 
its ability to meet explicit or implicit standards. Software engineering may also be seen as a discipline of computer 
science that involves gathering requirements, designing systems, and developing and maintaining software[3][4]. 
There are two very important statements in this definition: 

1. Engineering Discipline . 

    The process involves making selective use of relevant theories, methods, and tools to solve the problem at 
hand, as well as identifying and resolving issues for which no such solutions exist, all while adhering to the 
limitations and constraints of the institution. 

2. All aspects of software production . 

      Software engineers are not only responsible for the technical parts of software development, but also for 
managing projects and coming up with ideas, strategies, and tools to help with software production. 

      One of the most important defects in the software quality testing process is when the data set contains 
unreliable properties or missing data. This defect in the data set may lead to incorrect uses using traditional 
methods, this  defect was process through the first step of this model. 

     Optimization is achieved by choosing features that include the natural colonies of most wild animals, such as 
the particle swarm optimization algorithm and the genetic algorithm and others. Chu et al. developed and 
introduced a novel swarm intelligence technique called cat swarm optimization (CSO). The cat swarm optimization 
(CSO) algorithm was selected for solving continuous and multi-objective optimization problems by studying how 
these swarms behave. The CSO algorithm uses multiple iterations to achieve its goal, which makes it easy to 
implement, searches globally, and converges quickly, table (1) shows comparison between main prediction 
techniques. Some important benefits of this study are as follows: 

• The research aims to build a robust prediction model for software quality by examining the elements or 
aspects that effect it. Reliable predictions of software quality are essential to the world economy, and this 
will help with that.  

• Prediction methods are used in the study to guarantee more accurate results by taking into account a large 
number of independent variables that might affect the dependent variables' variability. 

• Based on real-world data and prediction algorithms like the CSO algorithm, this research seeks to provide a 
reliable method for predicting software quality.  

• Because it addresses an actual issue, the research is both practical and relevant. The findings of this 
research have practical implications, for example in the context of the international economy. 

• The research exemplifies the use of cutting-edge technologies, such deep learning, to accurately tackle 
complicated issues.  
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• Improved decision-making, for example in the engineering field, might result from accurate software 
quality forecasts. 

• This research adds to the body of knowledge in AI and data analysis by demonstrating the feasibility of 
using machine learning for software quality prediction. Additional research in this field may be informed by 
the results of this study. 

Table 1: Comparison among main prediction techniques  

Prediction Techniques Advantage Disadvantage 

Particle Swarm Optimization 

▪ PSO's global search is 

lightning quick, in 

contrast to its slowness in 

local search, 

▪ Since PSO converges 

quickly, it becomes stuck 

in local optima very 

quickly. 

▪ produces solutions of 

poor quality. 

Genetic Algorithm 

▪ Ability to Search on a 

Global Scale. 

▪ Ability to adapt 

▪ the concept of 

parallelism 

▪ Ensuring durability and 

efficiency 

▪ Flexibility 

▪  No Need for Gradient 

Data 

▪ High computational 

demand 

▪  Sensitivity to parameters 

▪  Speed of convergence 

▪ The Absence of an 

Optimal Promise 

▪ Design of Fitness 

Functions 

▪  Difficulty in 

Implementation 

 

2 Machine learning 

A method that utilizes algorithms to process data to construct systems that can autonomously learn from their 
experiences and subsequently perform better over time to gain useful skill sets, particularly in the areas of 
prediction and optimization. This is especially important in many areas of emerging technologies [8]. Machine 
learning is a branch of science aimed at two main goals: to design computer programs that use experience and 
practice to enhance their performance, and to gain insight into the principles governing the operation of learning 
systems from a computational, information and theoretical perspective [8]. 

Machine learning comes in three flavors: 

Supervised learning: In this method, a model is trained with known inputs/outputs and labels to predict future 
results using newly labeled data. This is the most frequently used method that allows specialists to teach and train 
algorithms to be able to produce desired results 

Unsupervised learning: This approach takes in un-classified input data, processes it, analyzes, and consolidates 
it, but no predetermined output is produced like in supervised methods. It free-trains on your data to uncover 
insights and patterns. This technique follows a self-learning approach that allows machines to learn hidden patterns 
and methods needing no human intervention. 
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Unsupervised machine learning : Some of the fastest ways to structure and assess tasks based on data. These 
techniques can obtain the similarities and verify the go between data and simplify the model by decreasing the 
number of dimensions in the data, which will also reduce the number of features required. These attempts guide 
duplicate detection as finding similarities through images to classify. Neural networks, K-means clustering, 
probabilistic clustering algorithms, etc., are all examples of such approaches. The other common approaches are 
PCA and SVD. 

Reinforcement learning: In a different approach to learning, models are constructed to make decisions one at a 
time, guided by performance rewards. This method rewards each successful step towards an objective in a complex 
environment, which makes it possible to learn how to achieve things in uncertain environments. Similar to some 
direct feedback based approaches, one major difference here is that there is no pre-defined data to learn from, and 
learning takes place in the form of trial and error, and no right answers or results are provided.  

 

 

Fig. 2.   Types of machine learning 

 

2.1.  Prediction 

       Prediction algorithms are increasingly employed to examine the structure and development of data through 
methods like data mining and statistics. Various techniques of content analysis utilizing specific algorithms have 
been formulated to meet set objectives. Prediction entails utilizing established model parameters to estimate how a 
system will react to a specific input. Both prediction and optimization may involve statistical and probabilistic 
methods. The aim of optimization is to improve results by making the best use of available resources.  

2.2.  Optimization  

        Optimization encompasses a wide range of mathematical ideas and methods used to quantitative problems 
in disciplines as varied as economics, biology, engineering, physics, and business. The realisation that apparently 
unconnected areas of study have mathematical underpinnings with quantitative problems gave rise to the concept 
of the field. The optimization field is able to provide a consistent framework for the analysis and resolution of 
several problems because of this common ground. 

      Optimization problems often include three primary parts. An objective function is one example; it's a single 
numerical value that must be met, either at the maximum or the lowest. It might be the time it takes for a car to go to 
a given place, the expected return on a stock portfolio, the production costs or profits of a firm, or even a candidate's 
vote share. The second portion consists of variables, which are integers whose values may be adjusted to improve 
the aim. 

2.3 Statement of the problem: 

The challenge in a system that can predict, with little error and high accuracy, the quality of software 

2.4 Contribution: 
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    The research aims to improve software quality prediction using a global search algorithm, thereby enabling 
the swift discovery of high-quality solutions. 

2.5  Strategy of Evaluation : 

      In order to evaluate the effectiveness of the proposed system update, we used the cat optimization approach 
to predict the quality of software components using a NASA dataset. Accuracy, error rate, and mean square error 
(MSE) are some of the fundamental metrics used to evaluate unsupervised performance.      

3. Related Work 

      Liqun, Shaoqiang, and Jiangshan, 2023[1] developed an algorithm to maximise reactive power in energy 
storage and distribution networks that use wind and solar power. We will show related research that predict the 
quality of software, our work similarity of it by using the same algorithm while differ it by applying the different 
type of measurement tools and dataset. 

     Ibrahim Ahmed Saleh and Salha Raa'd Mahammead, 2018 [25] Proposing a particle swarm optimization 
algorithm as a tool for evaluating software quality, where a software system was used that combines the PSO 
algorithm with Neural Network Back Propagation, meaning the PSO algorithm was improved to get rid of its 
problem in the research, so the research showed results with accuracy (98%). We will conduct research using the 
same data set and evaluation metrics (error rate, MSE) by applying the Cat optimization algorithm to predict 
software quality, where we obtained an accuracy of (96%). The aforementioned work can be developed using the 
genetic algorithm to obtain higher accuracy with the lowest error rate. 

       N. Prabhakaran, R. Nedunchelian, 2023[26] provide a feature selection approach for credit card fraud 
detection based on oppositional swarm optimization; our work is comparable to it in that we use the same method, 
but we use different measurement techniques and datasets.  

4. Methodology of Cat Swarm Optimization Algorithm(CSO) 

       Cat Swarm Optimization (CSO) is a meta-heuristic optimization method that finds optimal solutions by 
emulating the cooperative behaviour of a swarm of cats. 

      The original cat swarm optimization approach had a single goal and was implemented continuously [4, 5]. 
The movements of cats when they slept and traced were a source of inspiration. It would seem that cats are 
generally rather lazy and satisfied to do nothing much at all. However, when they're sleeping, they become acutely 
aware of everything around them and of themselves. For this reason, they maintain a keen awareness of their 
surroundings and react swiftly to anything that catches their sight. Together, these two main feline characteristics 
provide the CSO algorithm's foundation. 

       Searching and tracing are the two modes that comprise the CSO algorithm. No two sets of answers are ever 
identical with respect to flag, fitness value, and location. The location definition is affected by each of the M 
dimensions of the search space, and each of these dimensions has its own velocity. The fitness value indicates that 
the solution set, which includes cats, is generally doing well. As a last step, the flag assigns each cat a specific task: 
searching or tracing. That is why there must be a certain number of cats in the initial cycle of the algorithm. The best 
cat from each iteration is stored in memory and represents the solution. 

4.1. Proposed Technical System 

1- Reading the dataset. 

2- Handling missing values. 

3- Normalizing the data. 

4- Implementing the Developed Whale Optimization Algorithm (DWOA) to achieve the best fitness function 
(Accuracy). 
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5- Calculating the error rate and Mean Squared Error. 

 The graphic below depicts the technological stages of the proposed system: 

 

Figure(3): The suggested system 

4.2. General Structure of the Algorithms 

 In order to find the optimal solutions, the algorithm does the following: 

(1) State the top and lower bounds of the range of feasible answers. 

(2) In a space with M dimensions, scatter N sets of solutions, or cats, with velocities that are both unpredictable and 
limited to a predetermined maximum.  

(3) Use MR to randomly allocate certain cats to the search group and others to the trace group. A value between zero 
and one is chosen for the mixture's MR ratio. Suppose, for the sake of argument, that we have ten cats and an MR of 
0.2. At random, we may put two of them in the tracing mode and eight in the hunting mode. 

(4) Apply the fitness scores for each cat to the domain-specific fitness function. The next step is to choose and 
remember the most worthy feline. 
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(5) Following this, the felines enter a period when they seek or trace prey.  

(6) After each iteration of the cats' investigating or tracking mode, randomly assign each cat to a new mode based on 
their MR.  

(7) Stop the program if the termination condition is true; otherwise, repeat Steps 4-6.  

4.3. Seeking Mode 

     This mode is based on cats' sitting behaviours and consists of four parameters: searching memory pool 
(SMP), seeking range of the selected dimension (SRD), counts of dimension to change (CDC), and self-position 
considering (SPC). Through trial and error, the user determines and fine-tunes each of these parameters. 

     For example, giving cats the choice to choose their searching memory quantity from 1 to 5 would be a good 
example of SMP in action. In other words, we'll choose one cat at random from a pool of five and go on to the next. 
The new positions will be randomly assigned using CDC and SRD as additional criteria. The number of dimensions 
that may need upgrading might be anything from zero to one, according to the CDC. When CDC is set to 0.2, the fifth 
dimension stays the same, but four out of five dimensions need to be modified for each cat. The SRD stands for the 
mutative ratio, number of mutations, and changes for the CDC-selected dimensions. Last but not least, SPC is a 
Boolean value that specifies whether the present cat position will be added to the set of potential locations for the 
future iteration. If the SPC flag is set to true, we should construct (SMP-1) candidates for every cat instead of SMP 
ones, since this number includes the current position. Make sure you complete the following when in search mode: 

(1) For SMP, you may make as many copies of Catk's present position as you need. 

(2) For each copy, choose at random the number of CDC dimensions you want to change. Furthermore, the 
current values replace the previous ones in the following equation, thus you may add or subtract SRD 
values at random: 

𝑋𝑗𝑑 new = (1 + 𝑟𝑎𝑛𝑑 ∗ 𝑆𝑅𝐷) ∗ 𝑋𝑗𝑑 old                           (1) 
 

where the current location is represented by Xjdold and the future position by Xjdnew, where j is the cat 
number, d is the dimension, and rand is an integer from 0 to 1. 

(3) get the fitness value (FS) for every available position. 

(4) Before deciding where to send the cat next, weigh the chances of each possible spot; as stated in equation 
(2), the spots with higher FS are more likely to be selected. However, if they are identical, then assign a 
chance of 1 to each potential candidate point. 

 

𝑃𝑖 =  
|𝐹𝑆𝑖 − 𝐹𝑆𝑏|

𝐹𝑆max − 𝐹𝑆min
                                                         (2) 

    

For any integers i between zero and j, To minimise, set FSb=FSmax; otherwise, set FSb=FSmin. 

4.4. Tracing Mode 

      The idea behind this setup is to mimic the way cats track prey. We start by giving a cat positional dimensions 
and speeds that are completely up to the user. However, for the subsequent steps, the velocity parameters need to 
be modified. This is how a cat walks when it walks in this manner: 

(1) Using equation (3), update the velocities (Vk, d) of all dimensions. 
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(2) Outside the range of feasible values is a velocity that is equal to or higher than the maximum value. 

 𝑉k, d = 𝑉k, d + 𝑟1𝑐1(𝑋 best, d − 𝑋k, d)                           (3) 

Where c1is constant, a real integer r1 between 0 and 1, and the coordinates of the best-valued cat in dimension 
d (Xbest,d) and the worst-valued cat (Xk,d) are used here. 

(3) Change Catk's location based on this equation: 

𝑋k, d = 𝑋k, d + 𝑉k, d                                                               (4) 

 

Algorithm 1. (CSO) Cat Swarm Optimization algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.5. Valuation stage  

       We implemented suggested strategy in Python and validated it using metrics such as accuracy, error rate, 
and mean square error to ensure its validity. Accuracy is directly proportional to the likelihood of obtaining the 
optimal outcome, defined here as the difference between anticipated and actual values. See Table (2) for an 
evaluation of the suggested method's predictive power with respect to software quality. The mean square error is 
the sum of all the values used in the computation divided by the total number of values. It is the squared error that 
results. The accuracy is used to compute the error rate. The results of the tests performed on the proposed 
technique for software quality prediction are shown in Figure (4). 

Table 2. Result from CSO Algorithm 

No. (Accuracy) Error MSE 

Input data, No. of maximum and Population. 

Initialization the Cat population Xi with values from 1 to n. 

// Seeking mode 

1: If SPC is True Then 

        j=SMP 

     Else 

        j=SMP-1 

2: Iterates j times, replicating the current position of cat Ck. 

3: The amount of CDC determines whether the value of SRD is decreased or increased. 

4: All candidate points should have their Fitness value (FV) computed. 

5: Equation 2 is used to convert FV to selection probability in cases when all of the FV are not 

equal. 

6:     If the objective is minimization, then 

7:          FSb = FSmax 

8:     else  

9:         FSb = FSmin 

10:    Endif 

11: Endif 

//The objective of the fitness function determines whether it should maximise or minimise.  

12: Simply replace the current position of cat Ck with one of the randomly selected candidate 

spots. 

// Mode for Tracing 

10: Calculate new velocities for each cat using equations 3, 4. 

13:  If Vk,d>Vmax  then 

14:       Vk,d=Vmax    

15:    else 

16:       Vk,d=Vmax        

17:   Endif 
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Iteration rate 

50 89 7.0032 0.007 

100 90.2401 7.9654 0.00667 

150 91.5337 7.1002 0.00587 

200 93.7432 6.5684 0.00492 

250 93.9128 5.5642 0.00440 

300 94.4321 4.8321 0.00398 

350 94.3201 3.5590 0.00322 

400 95.9478 2.6441 0.00267 

450 96.3538 1.6789 0.00167 

500 96.3538 1.6789 0.00167 

 

 

Fig. 4.   Results of CSO Algorithm 

 

5. Conclusion and Future work 

These findings allowed us to get a specific level of accuracy for the previously published CAT optimization 
technique, which is used to forecast the quality of software. It is evident that the algorithm offers distinct benefits in 
terms of raising the forecast accuracy of software quality. As feature work, it aims to be able to use other 
optimization algorithms to achieve results with higher accuracy and lower error rates than those achieved in this 
original paper, or develop CSO by genetic algorithm. 
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