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A B S T R A C T 

Recently, there has been a notable increase in the need for the generation, dissemination, and 
storage of extensive volumes of multimedia data, especially digital images, generated by 
different intelligent devices and sensors. Along with other security vulnerabilities, such 
activity results in unauthorized access and false use of data. Embedding a watermark design 
into a digital cover and then removing it helps to address ownership conflicts and copyright 
infringement concerns related to the media data. Deep-learning methods are currently rather 
helpful for watermarking because of their high accuracy, great precision, and strong learning 
ability. This article presents a comprehensive examination of watermarking techniques used 
in deep learning contexts. We start by explaining the basic ideas of both traditional and 
learning-based digital watermarking, and then we look at common watermarking methods 
that use deep learning models. We then provide a succinct summary and comparison of the 
most recent contributions in the literature. Finally, we highlight the challenges related to 
obfuscation and suggest avenues for further study. 
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Introduction 

Recent years have seen a notable increase in the need for the generation, dissemination, and preservation of large 
volumes of multimedia data, namely digital images, derived from diverse intelligent devices and sensors. This poses 
difficulties, such as unauthorized access and deceitful use of this data, in addition to other security concerns. 
Watermarking is the systematic integration of a watermark design into a digital cover, which is then extracted to 
resolve ownership conflicts and issues about copyright infringement concerning the media data. At present, deep-
learning techniques provide significant benefits in watermarking due to their exceptional accuracy, unparalleled 
precision, and resilient learning capabilities. In this paper, we provide a comprehensive examination of 
watermarking techniques applicable in deep-learning environments. Commencing with the core ideas of 
conventional and learning-based digital watermarking, we next analyze the extensively used deep-learning model-
based digital watermarking methodologies. The next part briefly summarizes and compares the most recent 
contributions in the literature. At last, we discuss the difficulties with obfuscation and propose some possible 
directions of research figure 1 show contemporary implementations of watermarking. 

The primary objective of watermarking methods is to enhance three essential criteria: The primary objective of 
watermarking methods is to enhance three essential criteria figure2: 

Imperceptibility: Imperceptibility is the ability of a watermarking technique to include data in digital media without 
clearly changing the original content. To maintain the integrity and use of the medium, the watermark must remain 
hidden or indistinguishable to humans. This criterion is crucial, as a clearly identifiable watermark may be changed 
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or deleted, therefore compromising the security of the protected content. The effectiveness of a watermarking 
technique is determined most of all by its capacity to maintain the visual or auditory integrity of the host media. 
Advanced learning-based watermarking systems use deep neural networks to identify suitable embedding locations, 
thereby ensuring subtle and undetected changes. Thus, imperceptibility ensures that the watermark preserves the 
integrity of its visual or aural features without interfering with the intended experience of the medium. 

Capacity: Capacity in watermarking is the volume of information that may be integrated into a digital medium, such 
as an image, video, or audio file, without compromising its quality. It denotes the volume of data that the 
watermarking technique can transmit while maintaining imperceptibility and resilience. An increased capacity 
facilitates the incorporation of more intricate watermarks, such as copyright details, identifying codes, or security 
elements. However, increasing capacity can make it harder to keep the watermark hidden and strong, because 
adding more data might lower the quality of the media or make the watermark easier to see and remove. Optimizing 
capacity entails achieving a balance between the quantity of embedded data and the finesse of its integration into 
the medium. Learning-based watermarking systems use deep learning models to find the best balance, 
automatically changing how data is added to improve capacity while making changes less noticeable. 

Robustness: Robustness means the watermark's ability to survive different types of attacks, whether they are 
intentional or accidental, like compression, adding noise, cropping, scaling, and filtering, while still being 
recognizable. A robust watermark in watermarking is one that can be reliably retrieved or confirmed, even after the 
host medium has been altered or subjected to harmful interference. Robustness is essential, since the primary 
objective of watermarking is to safeguard digital material and establish ownership. If the watermark is readily 
removed or modified, the security and integrity of the watermarking system are undermined. Deep learning-based 
watermarking methods improve resilience by acquiring resilient embedding patterns via training on varied 
datasets. These algorithms adjust to the content attributes, ensuring that the watermark is implanted in areas of the 
media that are less prone to deterioration and therefore preserve its integrity under diverse assault scenarios.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Contemporary implementations of watermarking. 

 

 

The conventional technique of watermarking involves embedding an authentication code or secret key into an 
image to verify its authenticity before transmission over a public network, such as the internet. This encoded data 
functions as a unique identifier or proof of ownership, ensuring that the image remains unaltered throughout 
transmission or storage. The methodology typically consists of two fundamental phases: embedding and extraction. 

In the embedding step, a watermark—possibly a private key, logo, or verification code —is integrated into the 
original picture. This watermark is often embedded in certain areas or characteristics of the picture, ensuring it 
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stays undetectable to human viewers while maintaining the image's visual integrity. The watermarked picture is 
then transferred or shared. 

During the extraction step, the receiver retrieves the embedded watermark via a designated methodology and 
validates it against the original secret key or authentication code. If the recovered watermark matches the expected 
key, we validate the picture as legitimate. This procedure aids in identifying any illicit modifications, so safeguarding 
the integrity and validity of the digital asset. Figure 3  would generally depict this two-step procedure, emphasizing 
the transition from embedding to verification.  

 

 

 

 

 

 

 

 

 

Fig. 2 Trade-off Triangle in Watermarking. 

 

 

 

 

 

 

 

  

 

Fig. 3   Summary of watermarking architecture. 

 

 

Deep learning-based watermarking methods have attracted a lot of attention lately because of their improved 
performance over conventional methods. These technologies are a great choice for watermarking since they provide 
several noteworthy advantages. Deep learning makes it easier to create watermarks that are more resilient and 
guarantee detectability even in the face of many attacks or changes. Second, deep learning models are excellent at 
determining the best embedding location inside the cover material, improving the watermark's positioning without 
lowering the caliber of the content. Third, by finding the right embedding strength, these models can make sure the 
watermark is hidden well and can withstand changes, balancing how strong it is with how invisible it appears. 
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Additionally, deep learning approaches may also mimic media assaults, thus aiding in the development of more 
reliable watermark extraction algorithms. Moreover, they contribute to accuracy by eliminating erroneous 
extractions and denoising watermarking components. All these advantages come with a complication in 
watermarking based on deep learning: models are susceptible to insecurity and privacy since the information that 
models contain must be protected from unauthorized access. Therefore, because useful information can be 
embedded within devices and models using deep learning watermarking methods, they have become crucial not 
only in settling ownership disputes but also in copyright infringement cases. Moreover, they constitute proof of 
ownership for authentication purposes.Numerous studies on the safeguarding of digital content, devices, and 
artificial constructs by watermarking techniques have been published recently. References 1, 10, 14, and 15 provide 
an extensive examination of many aspects of watermarking in digital security. Additionally, Ref. 1 gives a brief 
overview of the components and uses of deep-learning algorithms in different stages of watermarking techniques, 
showing how they can improve strength and flexibility. Reference 10 examines several watermarking approaches 
within the realm of artificial intelligence, evaluating their applications for safeguarding AI models. Reference 14 
looks closely at how watermarking can protect deep-learning algorithms, especially in terms of proving who owns a 
model and preventing copyright issues. Particularly with an eye on the employment of deep-learning techniques to 
safeguard digital information and artificial intelligence assets, Reference 15 provides a thorough analysis of 
intellectual property protection.Our main goal is to deliver a complete study of the fundamental elements of deep-
learning algorithms often used in watermarking for possession verification, right protection, and algorithm security. 
This work expands on the above papers by assessing, in the area of watermarking, the applicability and functionality 
of notable deep-learning models like CNNs, GANs, RNNs, and autoencoders. This paper presents a thorough review 
of many sophisticated methods for watermarking and data concealment; therefore, it provides important insights 
from several angles. 

 2. Learning-based Watermarking 

Using deep-learning architectures to improve watermark embedding and extraction, learning-based watermarking 
has emerged as a successful approach for protecting digital data. Conventional watermarking methods are less 
versatile and robust in various media environments, as occasionally they need manually created feature 
representation. In contrast, deep-learning models can automatically create layered data representations from raw 
input like images or audio, so they don't need people to define features manually. Deep neural networks (DNNs), 
recurrent neural networks (RNNs), convolutional neural networks (CNNs), and generative adversarial networks 
(GANs) can all be used to effectively add watermarks to media content by using this ability. Thanks to their 
outstanding efficiency in image processing applications, convolutional neural networks (CNNs) have become very 
popular. Recent studies indicate that deep-learning algorithms provide great adaptability in selecting suitable 
embedding locations and strengths as well as enhance the imperceptibility and robustness of watermarks. Deep 
network usage in watermarking has various applications, including secure embedding, accurate extraction, and 
watermark generation. These models have demonstrated outstanding resilience against many attacks, including 
compression, noise, and geometric distortions, thereby enhancing digital rights management and copyright 
protection by imitating human cognitive learning capacities. 

 

3. Exploring Deep Learning in Contemporary Watermarking Techniques 

Recent studies have shown different aspects of deep learning, such as convolutional neural networks, generative 
adversarial networks, and deep neural networks; how they can be used for watermarking; and the methods for 
adding and removing watermarks while ensuring they are strong and not noticeable. While GANs generate 
undetectable but strong watermarks, CNNs are useful for determining ideal embedding sites. The watermarking 
method benefits from deep neural networks increasing complexity. This part will examine how the models operate 
in a sophisticated manner and assess studies providing some understanding of the contribution of the models and 
the development they propose to watermarking approaches. 

3.1 CNN-based Watermarking 

Convolutional Neural Networks (CNNs) are deep learning architectures characterized by their convolutional 
operations, inspired by the human brain's visual cortex. A convolutional neural network (CNN) typically has five 
layers: the input layer, convolutional layer using rectified linear unit (ReLU), pooling layer, fully connected layer, 
and output layer. The model accepts an image as input and uses convolutional filters to extract essential 
information. The ReLU activation function nullifies negative values by assigning them a value of zero and uses 
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pooling to decrease the quantity of limits. The summary data is sent to a fully linked layer for categorization. 
Convolutional neural networks (CNNs) are extensively used in picture watermarking and data concealment owing 
to their comparatively low complexity. The algorithms efficiently manage the processes of watermark embedding, 
extraction, visual quality improvement, and optimum embedding position detection. Dharwadkar and Ingaleshwar 
introduced an optimization-based watermarking method by means of deep convolutional neural networks (CNN) to 
embed the watermark picture into a cover image. They demonstrate the efficacy of CNNs in this field. Thus, 
convolutional neural networks (CNNs) are essential in contemporary watermarking methodologies. The idea entails 
a watermarking technique using a deep Convolutional Neural Network (CNN) for feature extraction and the 
incorporation of a watermark into a cover image. The process starts with the disaggregation of the cover image into 
many grids to identify significant features along the gridlines. This step facilitates the decomposition of the image 
into smaller, manageable portions, hence improving the accuracy of watermark placement. A deep convolutional 
neural network, optimized in several ways, is used to identify the most "interesting" regions in the image—suitable 
for watermark insertion while preserving image quality.In this method, identification of ideal locations for 
watermark insertion depends critically on fitness measures. Some wavelet sub-bands are chosen as they include 
less susceptible portions of the picture rich in information and less prone to deterioration during the embedding 
process. Recovering the watermark guarantees exact extraction of the pattern by use of ownership of the cover 
media and the previously calculated fitness value. In peak signal-to-noise ratio (PSNR), a measure of picture quality, 
the approach shows better performance than conventional methods mentioned in 19. Still, despite its strength, the 
method has not been fully investigated for its total embedding and recovery costs—including computing resources 
and time. More study is also required to evaluate its resistance against a wider spectrum of assaults at different 
noise levels. This emphasizes the necessity of a more thorough assessment of the efficiency of the technique in real-
world scenarios where photos encounter different aberrations. 

Using a deep convolutional neural network (CNN), the proposed watermarking method efficiently extracts features 
and inserts watermarks in a cover picture. The method begins by dividing the cover picture into small grids, which 
facilitates the identification of conspicuous features along the gridlines. The division helps determine suitable 
embedding sites and splits the picture into reasonable portions for further processing. By inserting watermarks in 
areas less noticeable to the human eye, the grid analysis helps the system maintain the picture quality. The 
"interesting" areas within the processed grids are then found using a deep convolutional neural network trained 
using several optimization methods. These are the perfect places for watermark insertion with the least effect on 
picture visual integrity. Using CNN, this method allows the model to learn and find the best spots for embedding by 
recognizing complex patterns and features that are usually strong against attacks or changes. …This method relies 
on fitness measurements to ascertain the ideal embedding placements. To make it stronger, specific wavelet sub-
bands are selected because they contain important parts of the image that can handle different attacks (like 
compression or added noise). Embedding the watermark inside these sub-bands optimizes both resilience and 
imperceptibility. In the watermark recovery phase, the cover media and the pre-calculated fitness function are 
essential for the precise extraction of the embedded watermark, hence preserving the integrity of the watermarking 
process. The method shows a significant increase in peak signal-to-noise ratio (PSNR)—a key measure of image 
quality—compared to traditional watermarking techniques (reference 19). An elevated PSNR indicates that the 
encoded watermark has little influence on the image's perceived quality. Nonetheless, despite its encouraging 
efficacy, the approach has not been thoroughly examined regarding embedding and recovery expenses, including 
computing complexity and temporal demands. Additional study is required to examine its resilience against a 
broader range of assaults at varying noise levels. An extensive assessment of this technique's efficacy in practical 
applications is crucial, particularly in contexts where pictures encounter typical aberrations and intentional 
alterations.A blind watermarking solution for copyright protection, developed by Mun et al., aims to improve how 
strong and hidden the watermark is using deep convolutional neural networks. This method entails first 
partitioning both the carrier (cover image) and the watermark substance into non-overlapping segments. An 
encryption key is calculated using the watermark data associated with these block locations. According to this data, 
the watermarks are included in the transporter picture by means of a deep convolutional neural network machine 
model. Furthermore, once integrated, the model also enables the retrieval of the watermark from the cover picture, 
therefore guaranteeing a blind watermarking method (i.e., the extraction does not need the original image). This 
approach exhibits resilience against many types of assaults, including salt and pepper noise, while maintaining a 
high level of imperceptibility. However, a significant drawback is the greatly increased computational expense, 
which affects its efficiency. 

Reference 35 introduced a watermarking approach based on encryption-compression. Using the lifting wavelet 
transform (LWT), randomized singular value decomposition (RSVD), and Heisenberg decomposition (HD), this 
approach employs transform domain watermarking. To further enhance the extracted watermark’s quality, a CNN-
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based denoising network is employed. This advanced approach outperformed present methods (reference 36), 
showing a 27.84% rise in resilience and accuracy when tested against many hazards. Using complex 
transformations in combination with CNN-based denoising offers a strong and safe watermarking technique, 
therefore highlighting the possibilities of deep learning in watermarking uses.Based on quaternion discrete cosine 
transform (QDCT), Hsu and Hu put forward a watermarking technique in the transform domain. This approach 
strikes a compromise between watermarked picture imperceptibility and robustness by using the gray wolf 
optimizer. We use a blind watermark extraction method in conjunction with a denoising CNN model to improve 
watermark quality. The results showed that this method is better than traditional methods (reference 41), 
indicating it is more resistant to attacks while keeping good visual quality. To maximize the watermarking process, 
Kandi et al. presented yet another transform domain watermarking system using a CNN network. This approach 
uses CNN's auto-encoder features to improve resilience by embedding the watermark via CNN weights, which resist 
several types of assaults. The embedding technique makes use of input-output information, therefore increasing the 
watermark's general lifetime.Nagai et al. offered a watermarking method including a secret into several convolution 
layer groups of the first network to safeguard CNN model ownership. While this strategy helps to reduce certain 
hazards, it is not effective in handling complex assaults like watermark rewriting and surrogate model attacks. Guan 
et al. suggested another watermarking technique aimed at securing CNN networks by using the principle of pruning 
in model compression. They embed the watermark data as a hash, implemented using the safe hash method SHA-
256, into the convolution layer of a residual neural network (ResNet152). Although this approach ensures 
ownership protection, its high computational costs limit its applicability in real-time scenarios. 

 

Table 1 Research Summary CNN-based Watermarking 

Ref. Method Drawback Result 

[21] DeepSigns: Generic 
watermarking framework 
for DL models 

Limited to protecting the ownership of 
deep learning models 

Provides a generic framework 
for embedding watermarks in 
deep learning models 

[22] Wavelet Transform 
Applications 

Generalized focus on wavelets; lacks 
specific watermarking details 

Introduces modern 
applications of wavelet theory 

[23] DWT-SVD and CNN-based 
robust image watermarking 

The complexity of balancing durability 
and capacity 

Achieves robustness and high 
capacity for image 
watermarking 

[24] CNN-based watermarking 
for smart city applications 

Security-focused, but lacks detailed 
discussion on watermark embedding. 

Provides a security-
guaranteed image 
watermarking scenario for 
smart city applications 

[25] Compression-resistant 
model watermarking 

Pressure resistance comes with 
arithmetic expenses 

Introduces a watermarking 
technique resilient to model 
compression for IP protection 

[26] CNN-based watermarking 
adaptive to image resolution 

Adaptive resolution limits 
compatibility across different 
scenarios 

A digital image watermarking 
method adaptive to the 
resolution of both image and 
watermark 

 

3.2 GAN - Watermarking 

Generative adversarial networks (GANs) consist of two basic parts—the generator network and the discriminator 
network—and are a type of deep-learning model that is very good at creating new content. Using their unique 
generating and discriminative characteristics, GANs are quite useful in the field of watermark production and 
verification. From random noise, the generator network (G) creates a sample S designed to reproduce a target 
distribution P(X) following a specified distribution P(Z). This method challenges attacker prediction or removal of 
the watermark by allowing GANs to create original watermarks for every input, hence boosting watermarking 
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security. Conversely, we train the discriminator network (D) to differentiate fraudulently generated data from real 
data. Over the training process, the discriminator learns to detect the smallest differences between produced 
generator images and real watermarked ones. It penalizes itself for misclassifications, whether it falsely labels a real 
case as false or a false case as real. This adversarial training process improves the generator’s ability to produce 
highly realistic and robust watermarks. As a result, GANs have become a powerful tool in watermarking, providing 
enhanced security and adaptability in both watermark generation and verification.Wu et al. developed a deep-
learning algorithm  intended to demonstrate photos distorted by dense watermarking, hence enhancing image 
recovery quality and verification performance. The model uses in a GAN-like architecture a generator and a 
discriminator. Originally transferring highly watermarked, damaged images to a representation vector, the 
generator operates as an autoencoder, then decodes this vector back into an RGB image. This procedure aids in the 
restoration of the picture's visual quality. Working to reduce feature loss, the discriminator controls the content 
quality of the produced pictures, therefore guaranteeing the authenticity of the recovered photos.The model utilizes 
ResNet-46 to extract features from both the ground truth images and the recovered images, enhancing the 
authentication process. At a false positive rate (FPR) of 1%, this method obtains an impressive verification accuracy 
of 96.29%, demonstrating its efficacy in differentiating between genuine and distorted photos. Another study (Ref. 
50) proposed a robust data hiding method based on a GAN to safeguard original documents. Geometric fixes first 
help the text be in its intended shape. Thereafter, the adversarial network creates a watermarked document by 
embedding secret knowledge using a pseudo-random integer. This method offers better security for verifying 
document authenticity and shows more resilience than approaches mentioned in Ref. 51. 

Wei et al. introduced a robust watermarking system based on variational autoencoder (VAE) networks for copyright 
protection. The architecture has three main subnetworks: an encoder, a decoder, and a detector, together known as 
the embedder and extractor networks. Throughout the training phase, an encoder inserts a low-bit watermark 
picture into the crowd image. Working together, the encoder and decoder create a powerful representational 
depiction of the cover picture, therefore guaranteeing secure watermark insertion and preserving picture quality. 
The system is specifically designed to accurately extract the low-bit watermark feature, as the watermarked picture 
serves as the detector subnetwork. This approach significantly improves the visual quality of the watermarked 
image, but further research is required to evaluate its resilience completely against different sorts of attacks.A 
separate study presented a blind watermarking approach using deep learning (Ref. 55). This approach is comprised 
of four primary elements: an encoder, a decoder, two identical noise layers, and an adversarial discriminator. The 
encoder and decoder embed and erase the watermark using the same noise levels to increase its resistance against 
many kinds of attacks. Moreover, the adversarial discriminator helps strengthen the resilience and obfuscation of 
the watermark, thereby guaranteeing its detection and removal resistance. Using deep learning to enhance the 
efficient embedding and watermark extraction provides a robust solution for protecting digital copyright.It is 
famous for its robustness against many attacks with excellent imperceptibility. However, its major drawback is high 
model complexity, which may impede its efficiency and practical application. Fan et al.20 found a DWI picture 
transmission in a 4.9-MB lossless format during the transmission, which occupied a little space in the text 
measurement but required storage space at both the viewing and transmitting ends. Fan et al.20 proposed a 
multiscale barely-aliasing watermarking method (Ref. 56) to mitigate security risks and discourage proprietary use 
cases. This method protects the DWI images by adding both multi-scale characteristics and a GAN. Using full-scale 
characteristics to reconstruct the DWI images, this method approaches the original images closely. This method 
embeds the watermarks without significantly altering the image's visual quality. We then merge them with the core 
multiscale rebuilt features, thereby reinforcing the elimination of any node attacks. We apply an enhanced boundary 
equilibrium GAN discriminator to improve the visual quality of the rebuilt image. This makes it unwanted, and the 
integrity of the watermarked photo remains intact. Additionally, the model utilizes exact properties of the 
watermark distribution, specifically multiscale max-pooling and pyramid filters. Exploiting this multiscale strategy 
enables the model to learn under diverse imagesfeatures, improving the invisibility and robustness of the 
watermark. … Fang et al. proposed a triple-phase watermarking strategy to reduce picture distortion, thus offering a 
robust technique for data hiding. This method consists of three stages: a noise-free stage, a mask-guided frequency 
augmentation stage, and an adversarial training stage. First, we train a full encoder-decoder network using a just-
noticeable difference (JND) mask picture loss scheme. This process ensures that inserting the watermark does not 
greatly alter the image quality. The second stage uses frequency changes based on masks to adjust the encoded 
features, helping the watermark fit into different frequency areas of the image and making it stronger. In the third 
step, adversarial training is used to teach the decoder how to more effectively cope with non-differentiable 
distortions, thereby enhancing the watermark's resistance to attacks. Reference 58 has found this combined method 
to be more robust than others. 
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A further study (Ref. 62) introduced a semi-fragile watermarking framework for media authentication, grounded on 
deep learning methodologies. The approach has three elements: The approach consists of an aggressive 
discriminator algorithm, a decoder network, and an encoder network. The encoder embeds the watermark onto the 
input photographs. The watermarked picture then goes through two changes: a sample from a transformation set 
that is not harmful and another sample from a transformation set that is harmful, therefore producing both benign 
and malicious variations of the image. Thereafter, an adversarial network decodes the pictures so that it can 
distinguish benign ones from malicious ones. More research on the effectiveness and robustness of this approach for 
tamper detection will help us evaluate its sensitivity to a wider spectrum of image processing constraints. 

 

Table 2 Research Summary GAN-based Watermarking 

Ref. Method Drawback Result 

[27] Supervised GAN 
watermarking for IP 
protection 

That GAN models are computationally 
expensive 

Introduces a supervised GAN 
framework for robust 
watermarking in intellectual 
property protection 

[28] Robust blind image 
watermarking based on 
interest points 

Reliance on interest points affect 
performance in complex images 

Achieves robust blind 
watermarking using interest 
points, resilient against 
various distortions 

[29] ARWGAN: Attention-guided 
GAN-based watermarking 

Requires extensive training for 
optimal attention guidance 

 robust GAN model with 
attention mechanisms for 
enhanced image 
watermarking 

[30] Autoencoder-CNN based 
image watermarking 

Autoencoders face challenges in highly 
complex image data 

Utilizes autoencoder and CNN 
for efficient embedding and 
extraction of watermarks in 
images 

[31] Deep learning-based digital 
image watermarking 

 lack generalizability across diverse 
image types 

Deep learning technique 
designed for improved image 
watermarking efficiency 

[32] DwiMark: Multiscale robust 
deep watermarking for DWI 
images 

Focuses on specific medical images, 
limiting broader applicability 

Provides a robust 
watermarking framework for 
diffusion-weighted imaging 

[33] Encoded feature 
enhancement in 
watermarking network 

introduce additional complexity in 
real-scene distortions 

Enhances encoded feature 
robustness to distortions 
encountered in real-world 
watermarking 

 

3.3 DNN - Watermarking 

Watermarking has excellent use in the area of Deep Neural Network (DNN) architecture. Between an input and an 
output layer, there are many hidden layers. These networks use a parametric function p=Fδ(x) to convert raw 
inputs (like images or sounds) into an output, essentially simulating the working of the human brain. Network 
design and layered aggregated data help define the value of p. By means of parameter θ, the network seeks to 
reduce the backpropagation-based loss between anticipated and ground-truth labels. Deep neural networks (DNNs) 
may then encode and decode watermarks for uses like network security, embedding, and extraction after this 
training.The watermarking method recommended by Hou et al. is based on an improved version of multiple 
histogram modifications. Within this technique, the cover picture is divided into two sets of pixels, and the deep 
neural network (DNN) is used to produce many histograms using a classification methodology. Subsequently, the 
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watermark is included in the selected bins of these histograms. Even though our method works better than current 
methods (Ref. 64) in terms of peak signal-to-noise ratio (PSNR) and keeps great visual quality, we haven't 
thoroughly tested how well it stands up to various attacks and the overall cost of embedding.Zhang and colleagues 
(Ref. 67) introduced a watermarking methodology for copyright protection of deep neural network (DNN) models. 
This method uses a better threat model to allow for checking the system without seeing its inner workings and 
accessing the API, which solves the limitations of the Uchida et al. approach. Notwithstanding its commendable 
precision, the approach is deficient in a clear evaluation of its overhead and security. An alternative method for 
copyright protection of deep neural networks (DNN) was presented by Wu et al. (Ref. 68). Presented here is the 
watermarked picture generated from the output of the model, which can only be authenticated by a dedicated 
extraction network. Nevertheless, the assessment of this system is limited to three specific categories of assaults, 
and the reporting of its computing time lacks transparency, therefore limiting its use in real-time scenarios. The 
approach proposed by Deeba et al. (Ref. 69) involves the generation and integration of watermark data into the 
neural network to protect ownership. Verification entails the examination of certain input-output pairings, but its 
assessment is limited to two attack types and does not provide information on the execution time. Reference 70 
introduced a deep neural network (DNN)-based watermarking method for verifying multimedia ownership. To 
integrate a 1-bit binary watermark into the DCT coefficients, the cover picture is partitioned into 8 × 8 pixel blocks. 
This method attains optimal Peak Signal-to-Noise Ratio (PSNR), resulting in almost indistinguishable 

 

Table 3 Research Summary DNN-based Watermarking 

Ref. Method Drawback Result 

[34] Digital watermarking using 
deep neural network 

 face difficulties in highly 
variable image datasets 

Utilizes deep neural networks for 
effective digital watermarking 

[35] Reversible data hiding based 
on multiple histograms 
modification and DNN 

Reversibility  reduce 
embedding capacity 

Provides a reversible data hiding 
method, ensuring original data can be 
perfectly recovered 

[36] Intellectual property 
protection of DNNs with 
watermarking 

  vulnerable to specific 
watermark removal attacks 

Introduces a method to protect 
intellectual property of deep neural 
networks via watermarking 

[37] DNN watermarking: Four 
challenges and a funeral 

Challenges in scalability, 
robustness, and security 

Discusses four critical challenges in 
DNN watermarking, highlighting the 
limitations in current approaches 

[38] Deep serial number: 
Computational 
watermarking for DNN IP 
protection 

 face computational 
overhead 

 computational watermarking technique 
for DNNs using deep serial numbers for 
IP protection 

[39] Digital watermarking using 
deep neural networks  

 face computational 
overhead 

 computational watermarking technique 
for DNNs using deep serial numbers for 
IP protection 

 

3.4 Others DL 

Besides the techniques mentioned earlier, watermarking methods have also used advanced learning models such as 
artificial neural networks (ANNs), backpropagation neural networks (BPNNs), and recurrent neural networks 
(RNNs). Sinhal et al. proposed a low-cost, blind watermarking method for digital color images. (Ref. 71) for the 
purpose of ownership verification and copyright protection. The picture undergoes conversion into the YCbCr 
model by using randomly selected 4 × 4 chunks of the Y-module. We create an embedded binary watermark by 
analyzing the selected component using integer wavelet transformation (IWT) and utilizing a cost-effective artificial 
neural network (ANN) model. Similarly, Islam et al. (Ref. 72) presented a dependable watermarking technique in the 
LWT (lifting wavelet transform) domain by using an artificial neural network (ANN). An artificial neural network 
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(ANN) model includes the watermark in the randomly generated coefficients of the LWT cover picture and then 
retrieves it. However reliable and blind, the method lacks a clear evaluation of embedding and extraction expenses 
and has restricted watermark capability for applied use.The suggested watermarking method utilizes edge detection 
by Kazemi et al. (Ref. 73) and involves the embedding of secret information inside the edges of a color picture. The 
edges of the RGB media are detected by an edge detector and then analyzed using contourlet transform to ascertain 
the maneuvering mechanisms. A genetic algorithm is used to mutate the logo picture to improve its verification 
before incorporating it into the cover image. Watermark extraction uses a hybrid approach that combines 
differential evolution with multilayer perceptron. Nevertheless, this method has little resistance to certain 
threats.Singh et al. (Ref. 74) developed a deep-learning-based watermarking method that embeds several 
watermarks into the DWT-DCT area of the cover picture. The method involves segmenting the cover photo using a 
three-level Discrete Wavelet Transform (DWT), focusing on the low-frequency (LL3) and low-high (LH2) bands to 
include the watermark. We implement selective encryption on the watermarked picture to conserve expenses, and a 
Bayesian Process Neural Network (BPNN) mitigates distortion effects on the retrieved watermark. While this 
approach offers data confidentiality and resilience against assaults on par with Ref. 73, a thorough examination of 
its security and cost is necessary. Singh et al. (Ref. 75) used a long short-term memory-based recurrent neural 
network (LSTM-RNN) to achieve data hiding. The method uses LSTM-RNN to minimize changes between the 
original and predicted signals and hides watermark data in the TP section of an ECG signal. Although this technique 
exceeds conventional methods (Ref. 72), its low watermark capacity limits its pragmatic use.Wang et al. (Ref. 76) 
presented a watermarking method grounded on blind DCT-SVD mapping. To boost the watermark's strength, the 
cover image is run through a median filter. Thereafter, the RCNN preserves the original underlying image and 
creates the connection among the watermark and cover pictures. Comparatively to the approaches mentioned in 
reference 71, the one under discussion shows improved robustness and consistency. 

 

4. Challenges and Open Research Directions 

Deep-learning methods used in watermarking have demonstrated strong learning ability and provide exact and 
superior results. Still, the protection of security and privacy for media data as well as deep-learning models is 
challenging. Deep-learning-based watermarking techniques have come a long way, yet still major difficulties remain. 
The most important challenges in this given field are succinctly summarized below: 

 

1. Trade-off Maintenance: One major challenge is reaching a harmonic balance among the resilience, 
imperceptibility, and embedding capability. Most watermarking systems find it difficult to simultaneously 
optimize these parameters, thereby affecting the general operating efficiency. 

2. Data Security and Model Complexity: Many methods fall short in adequately managing the security of the 
watermarking data and the complexity of deep-learning models, therefore producing unsolved flaws in 
model security.. 

3. Domain Method Constraints: Transform area-based watermarking approaches show better robustness 
than spatial area methods according empirical data. Consequently, it is essential to solve the limitations of 
reliance on a single domain based technique in deep-learning based watermarking. 

4. Encryption and Complexity: Including watermarking and encryption will greatly increase security. Still, 
this approach accentuates the complexity of the system, which makes its use challenging with efficiency.. 

5. Pre-trained Models: Pre-trained models are often employed conventionally to simplify model training, 
therefore reducing the complexity and leading to issues like model overwriting and susceptibility to 
surrogate model attacks.. 

6. Training Dependence: The choice of loss function and the quantity of training samples define the 
robustness of watermarking significantly. Either insufficient training data or improper use of the loss 
function may reduce the watermark's effectiveness.. 

7. Poor Embedding Capacity: Most deep-learning based watermarking techniques have low embedding 
capacity, which limits their practical relevance. 
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8. Robustness Against Pruning and Fine-tuning: Watermarking techniques should be strong enough to 
resist minor fine-tuning and network pruning. One still major yet unsolved problem is assurance of this 
resiliency.. 

9. Complete Security: The continuous challenge of guaranteeing best security for digital content nevertheless 
remains unanswered. More research is needed to create deep learning-based techniques that provide 
complete security of digital assets within the framework. 

 

5. Conclusion 

DL has progressed greatly in the realm of picture dispensation and now affects data hiding to provide consistent and 
efficient watermarking techniques. The common deep-learning models used in watermarking systems are 
thoroughly surveyed in this work along with their roles, purposes, and possibilities to overcome conventional 
restrictions. We first go over conventional watermarking methods, stressing their fundamental drawbacks—that is, 
difficulties preserving the trade-off between embedding capacity, imperceptibility, and durability. Classical 
techniques can rely heavily on manual feature engineering, lack flexibility, and have difficulty resisting challenging 
assaults. By comparison, deep-learning methods give a good answer to these difficulties as they provide improved 
adaptation to many media, automated feature extraction, and more resilience. Emphasizing the necessity to address 
security, model complexity, and performance in real-world applications, this work then describes the fundamental 
prerequisites for building DL-based watermarking. 

We investigate the functions and uses of several deep-learning models in watermarking: autoencoders, 
convolutional neural networks (CNNs), generative adversarial networks (GANs), and recurrent neural networks 
(RNNs). We investigate in watermark embedding and extraction the particular goals, techniques, and purposes for 
every model. We also investigate how they affect things such computing cost, visual quality, resilience against 
assaults, and ideal embedding sites. Furthermore included in this study are the findings, constraints, and current 
advancements of many deep-learning watermarking techniques in improving copyright protection, media 
authentication, and model security. 

Deep-learning-based watermarking methods suffer various problems even with their promise. These include 
preserving an ideal balance between resilience, imperceptibility, and capacity; handling the complexity brought 
forth by encryption integration; and minimizing vulnerabilities like surrogate model assaults and model 
overwriting. Furthermore, even while transform domain-based approaches usually show more resilience than 
spatial domain methods, building solutions combining many domain techniques is still a subject of active 
investigation. We also discuss the challenges of boosting embedding capacity, assuring model training with enough 
sample sizes to lower errors, and enhancing watermark resistance against network pruning and fine-tuning. This 
work aims to provide some insight on the use of deep-learning models in watermarking techniques, therefore acting 
as a helpful tool for field researchers. Presenting the strengths, uses, and current constraints of deep-learning-based 
watermarking, we aim to motivate future research into developing more safe, strong, and useful watermarking 
systems. Although deep learning has great promise in this field, our study emphasizes the need of continuous 
research to solve the remaining problems and improve the efficiency of watermarking techniques. 
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