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A B S T R A C T 

The topic of this paper is to concentrate on what is an attractor and show consider an 
exceptional class of this type of system and what is weak attractor and pullback , forward 
attractor and explain the difference between them and which one leads to the other through 
their definitions and do they have the same properties as the weak attractor.  We concluded 
from this that every pullback attractor and forward attractor is weak attractor .Then we 
explain the stability theory of a dynamical system. We give characterizations of the stability 
theory in dynamical systems, We also study the Lyapunov stability and define this important 
theory, which is considered one of the most important theories , where it is ,Adynamical 
system is Lyapunov stable about an equilibrium point if state trajectories are confined to 
abounded region whenever the initial condition is chosen sufficiently close to equilibrium 
point . 
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1. Introduction 

Dynamical frameworks are the investigation of the drawn-out conduct of developing frameworks. The advanced 
hypothesis of dynamical frameworks began toward the finish of the nineteenth hundred years with central inquiries 
concerning the soundness and development of the planetary group. Endeavors to respond to those questions 
prompted the improvement of a rich and strong field with applications to physical science, science, meteorology, 
stargazing, financial matters, and different regions. (1) 

One of the numerical fields of dynamical frameworks is an attractor. In systems thinking and psychology an 
attractor is a concept used to describe elements or forces that naturally draw other parts of a system toward them . 
These attractors guide behavior , moods , or states in a system , whether it be in ecosystems , Human relationship , 
or organizations. In essence attractors represent patterns or forces that tend to pull or influence individuals or 
entities toward a particular state . In systems , these attractors can stabilize the system (positive or stable 
attractors) or lead to destabilization and change (negative or chaotic attractors) (15) .In systems thinking attractors 
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help explain why certain behavior or patterns are recurring within complex systems . They highlight forces within a 
system that pull other elements toward a particular behavior or state often leading to predictable outcomes . 
Numerous dynamical frameworks have attractors of a more muddled nature. An attractor is a state toward which a 
framework will in general develop for a wide assortment of beginning states of the framework. Framework esteems 
that draw near enough to the attractor values stay close regardless of whether marginally upset. [2] There are four 
principal kinds of attractors: point attractors, limit cycle attractors, Torus attractors, and Odd attractors. [1] In this 
review, we meaning of frail attractors and make sense of that pullback attractors and Forward attractors are feeble 
attractors. Then, at that point, we talk about the property of solidness is vital for the way of behaving of dynamical 
frameworks. Naturally, solidness can be perceived as the necessity that little annoyances of the framework cause 
just little changes in the framework conduct. As a rule, steadiness assumes a significant part in the hypothesis of 
dynamical frameworks and control. It describes the property of an unperturbed direction that all bothered 
directions beginning little irritations cause just little changes in the framework conduct. The main idea of strength 
has been presented by the Russian mathematician A. M. Lyapunov in 1892. In view of his well-known work a general 
(Lyapunove hypothesis) has been created to explore the security conduct of general dynamical frameworks. (4) 

1.1 Definitions and Related Documentation. 

Dynamical system is a system whos state changes over time .Mathematically , a dynamical system consists of a 
state space and the law of dynamics that allows determining the state that corresponds to the current state 
defined by linear differential equations of the first order of the later forms and definitions . 
 
Definition 1.1 (3) 
A dynamical system on   is the triple (       ) where   is a map from the product space     into the space     
satisfying the following axioms:    (   )                 ( ) 

  (  (    )   )    (       )                           ( ) 
  is continuous        ( ) 
Given a dynamical system acting on    the space   is called the phase space and the map   is called the phase map. 
We will delete the symbol   and denote the image   (   ) of a point (   ) in            . The above identities 
will then read  

                  ( ) 
   (    )  (     )                             ( ) 

In according to this notation if     and               is the set *                 +. If either   or   is 
asingleton i.e   * +      * +  then we simply write                 * +       * +  Respectively .For any 
    the set      is called the trajectory through     . The phase map determines two other maps when one of the 
variables        is fixed . Thus for fixed       The map           defined by          defined by    ( )      
is called amotion (through x). Note that     maps   onto     . 
 
Definition 1.2 (2) 
A set      is called invariant whenever                             ( ) 
It is called positively invariant whenever (6)holds with   replaced by    and is called negatively invariant if the 
same holds with   replaced by    . 
 
Theorem 1.3 : 
Let * +  be a collection of positively invariant, negatively invariant, or invariant subsets of   . Then their 
intersection and their union have the same property. 

Proof : To fix our ideas let the sets    be positively invariant. Let         , and                      
  , we 

have      for some     

Thus       for all      since    is positively invariant. Hence indeed       for all      as         
  is 

therefore positively invariant. Now let       . Then      for every   and by positive invariant of each 

         for each   and each      . Hence         
   for each      and     is positively invariant. 

The proofs for negative invariance and for invariance are entirely analogous . 
 
 
 
Theorem 1.4: (5) 
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Let     be positively invariant , negatively invariant or invariant then the closure   has the same property.  

Proof : Consider the case of invariant . Let     and     . Then there is a sequence *  + in   such that      By 

invariance of M we have       for each   . Since        we have     . Thus   is invariant . The proofs for 
negative invariance and for invariance are entirely analogous . 
 
Theorem 1.5 : 
A set      is positively invariant if and only if the set       is negatively invariant.   is invariant if and only 
if      is invariant . 
Proof : Let   be positively invariant . If         and      then we must show that            Suppose not . 
Then       and since       we have   (  )   (   )         by positive invariance of       

This contradiction shows that       is negatively invariant . 
As a final useful result on invariance we have . 
 
Corollary 1.6: 
A set       is invariant if and only if is both positively and negatively invariant. 
 
Definition 1.7:(6) 
We introduce the map             from   into    by : 

 ( )  *        +        ( ) 
  ( )  *         +        ( ) 

   ( )  *         +        ( ) 
     the sets  ( )   ( )       ( ) are respectively called the trajectory, the positive semi–trajectory through 
( ) . not that       ( )        
 
Definition 1.8 
A set      is invariant , positively invariant, or negatively  invariant if and only if respectively 
 ( )       ( )         ( )    . 
 
Definition 1.9 
A set      is invariant ,positively invariant or negatively  invariant if and only if for each  
      Respectively,  ( )       ( )          ( )      . 
 

2. Stability Theory and Attraction. 
This section is devoted to the study of stability and attractor , We start by some formal definitions about attractor 
and clarification global weak attractor, enlightening the various aspect of this notion .Then we introduce the 
Lyapunov method , after focusing on the case of linear systems . Stability in dynamical systems subject to some 
law of force is considered . This leads to a set of differential equations which govern the motion (10). The stability 
of an orbit of a dynamical systems characterizes whether nearly orbits will remain in a neighborhood of that orbit 
or be repelled away from it . The basic feature of the stability theory of a Lyapunov function is that one seeks to 
characterizes stability and a asymptotic stability of a given set in terms of a non-negative scalar function defined 
on a  neighborhood of the given set and decreasing a long its trajectories . It is ingeneral not possible to 
characterizes  stability and the various attractor properties by means of continuous functions .(9) 
 
Definition 2.1 :(7) 
With A given    we associate the sets 

  (  )  *      ( )             (  )+ 
 (  )  *      ( )          ( )            (  )+ 
  (  )  *      ( )          ( )            (  )+ 

  ( )  *      *  +         *  +   
                               +        (  ) : 

The sets 
  

  (  )  ( )       (  ) 
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Are respectively called the region of weak attraction, attraction, and uniform attraction of set   .More ever any 
point   in   
  (  )  ( )      (  )  may respectively be said to be weakly attracted, attracted, and uniformly attracted to 

 . 
 
Remark :2.2 (12) A weak attractor will be called a global weak attractor whenever    (  )   . Similarly for 
attractors , uniform attractors ,or asympototically stable sets , the adjective global is used to indicate that the 
corresponding region of attracting is the whole space . 
 
Proposition 2.3:(8) 
Given   appoint   is weakly attracted to   if and only if  there is a sequence *  +     with            (   
     )         (  )  
 A point   is attracted to   if and only if  (      )                  (  )   
A point   is uniformly attracted to   if and only if every neighborhood         there is a neighborhood        and 
a                             (  ) 
 
Theorem 2.4: 
For any given   ,   (  )   (  )    (  )        (  )  
the set 
  ,   (  )  (  )       (  )        (  ) are invariant .  

 
Definition 2.5: (7) 
The family *  ( )+     is said to be : 
1. Pullback attractor with respect to the process   ,if for all     all bounded     and all     there exists 
     ( )    such that for all       ( ) ,      ( (     )    ( ))    . 
 
Definition 2.6 : (11) 
The family of sets * ( ) +    is said to be forward attracting for   if for all      it satisfies 
           ( (   )    ( ))    for all bounded     
 
Definition 2.7 (13)  
The family of sets * ( ) +    is said to be a global pullback attractor for  (   ) if : 
The set  ( ) is compact for each      
The family  ( ) is pullback attractor , it means this family has the following property :     ( ((   )   ( ))  

           , for all         . 
 ( )    (   )  ( ) for all            negatively invariant . 
The family    is the minimal closed family with property (2) 
 
Definition 2.8 : 
The forward attracting is said to be uniform if                   ( (     )    (   ))    for all bounded 
    . 
 
Remark 2.9 : 
Let the set    and    weak attractor then        is weak attractor . 
 
Remark 2.10 : 
Every Pullback attractor is weak attractor. 
Remark 2.11 : 
Every forward attractor is weak attractor. 
 
Definition 2.12 (11) 
A given set   is said to be a weak attractor if   (  ) is a neighborhood of         (  ) 
An attractor if  (  ) is a neighborhood of         (  )  
A uniform attractor if   (  ) is a neighborhood of         (  ) 
Stable if every neighborhood      (  ) has positively invariant neighborhood              (  )  
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asymptotically stable if it is stable and is an attractor …….(23) 
Unstable if it is not stable …….(24) 
 
Proposition 2.13: 
Let   be a closed and stable subset of   . Then   is positively invariant. 
 
Theorem 2.14: 
The set    is stable if and only if every component of    is stable. 
Proof : Not that if    is compact , then every component of    is compact . Further if    is positively invariant , 
so is every one its components . Now let    *        +  where   is an index set , and       are components of 
  . Let each      be stable , i.e    (   )     . Then   (  )      (   )            and      is stable . To 
see the convers , let    (   )      is stable . Let      be a component of    . Then   (   ) is a compact 
connected set and   (    )       since      is a  component of     . we have   (    )      . Clearly then 
  (    )  (      ) as          

 (    ) holds always . Thus      is stable  
 
Lemma 2:15  Suppose that    is positively invariant. Let      be a component of    then, 
1.      is also positively invariant. 
2.   (    )  (        )    . 
 
Remark 2:16 (13)  For any set          (   )  implies   ( )    (   ). 
 
Theorem 2:17  Let the set    be a stable , Then      is an attractor if and only if     is a weak attractor . 
Proof : Let    be a weak attractor . Let    A(   )       . As    (   )       ,choose     ( )      then 
  ( )     (   ). However    is staible , so    (   )     we have thus proved that   ( )        for each 
    (   ) 
i.e     is an attractor the converse is trivial , thus the theorem holds . 
 
Remark 2:18 (3) If a compact invariant set   is a weak attractor then   (   )  *      ( )        +. 
 
Theorem 2:19  A positive weak attractor    is also a negative weak attractor if and only if   (  )   (  ) . 
Proof : The set  (  ) is a neighborhood of   , therefore if   (   )   ( ) we have   (y)          for each 
   (  ). Thus    is a negative weak attractor . If   ( )   (  )  then   ( )  cannot be a neighborhood of 
  . Thus every   neighborhood       meets  ( )     (  ) .If however     ( ( )    ( ) )  then    
(y)         for otherwise     ( ). hence    is not a negative weak attractor . 
 
Definition 2.20:(6) 
We say the invariant set    is Lyapunov stable if for any     there exists     such that  
 (     ( ))     ( ),      .  
Definition 2.21 (9)(14) 
 The solution  (       ) is said to be Lyapanov stable if for any     . and     . there exists 
 (    )  Such that: 
1. All the solutions  (       )  satisfying the condition|      |    and defined for        
2. For these solutions the inequality|  (       )   (       )|               is valid if  (    )  is independent of    
the Lyopunov is called uniform . 
 
Note 2:22  
The definition of stability in the sense of Lyapanov is closely related to that of continuity of solutions . An 
equilibrium is stable if all solutions starting at nearby ,otherwise , it is un stable . It is asymptotically stable if all 
solutions starting at nearby , but also tend to the equilibrium point as time approaches infinity . 
 
Conclusion: 
The essential point of this study is to acquire a comprehension of what it method for frail attractor and soundness 
hypothesis. First and foremost we present the meaning of a dynamical system. Specifically, we investigate the 
connection between feeble attractors and dependability by certain definitions and properties , then we explored 
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some interesting theorems about stability , Where we proved that if     is stable then it is an attractor if and only 
if    is a weak attractor . And we provided an important definition is global pullback attractor .Then , at that point 
, We present meanings of pullback attractor and forward attractor then we reasoned that each pullback and 
forward attractor are powerless attractor . We also concluded that it is possible to call a weak attractor a global 
attractor under a special condition . What's more,  we explain the most important part of this paper is Lyopunov 
stable we investigate the importance of steadiness in a dynamical system and afterward make sense of Laypnuov 
solidness. 
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