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A B S T R A C T 

Background: With the listing of 6G network slice architecture, you need to have a very 
advanced security mechanism that can cope with the very fast-evolving threat landscape as 
well as ensure that low reaction time takes place. The old static security frameworks prove 
insufficient for 6G's rapidly evolving, heterogeneous environment. Objective: This research 
develops and evaluates an adaptive threat mitigation system that uses machine learning for 
dynamic security policy orchestration across network slices. Methods: We propose AMSTM 
(Adaptive ML-based Security Threat Mitigation), which combines Deep Deterministic Policy 
Gradient reinforcement learning and Graph Attention Networks. The model was evaluated in 
two functional scenarios(OMNeT++ with 6G, the specific environment) for 20 slices of 
different matrices and 15 distinct attack settings. Results: As against other systems, AMSTM 
got 94.7% threat detection accuracy, cut the number of warning information by 67% and 
reduced the average response time to critical warning events to 12.3ms. It also achieved a 
97.3% containment efficiency across slices under attack condition 1 or 2, while there is still 
less than 0.25 ms ULRLC-latency growth with the slice under attack on other characteristics. 
Conclusions: The united model delivers adaptive security orchestration that can serve the 
onset of 6G, offering logarithmic scaling and up to 1,000 slices at one time. 

https://doi.org/10.29304/jqcsm.2024.16.22226 

1. Introduction 

In sixth-generation (6G) wireless networks, a shift in architectural paradigm introduces fundamental 
challenges in cybersecurity management. That is particularly true within deceptive network slicing 
frameworks that enable different virtual networks to exist on the same physical infrastructure [1,2]. 
Unlike prior generations where security policies could be largely static, 6G dynamic slice reconfiguration, 
ultra-reliable low-latency communications (URLLC) requirements and massive machine-type 
communications (mMTC) mean security mechanisms must now be given the capability of real-time threat 
response, which require greater flexibility to adapt [3,4]. 

Current telecommunications security is largely based on signature-based detection systems and 
predefined policy frameworks [5]. These methods suffer from notable shortcomings in facing up to the 
operational characteristics of 6G: slice isolation leakage, attack diffusion between slices, and 
computational resource limitations in edge computing environments [6,7]. Moreover, the integration of 
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artificial intelligence into both network operations and adversarial activities calls for equally 
sophisticated defensive mechanisms [8]. 

The subject of this paper is how to construct an automated intelligent security orchestration system that 
can: (1) detect incipient threats across heterogeneous slice configurations; (2) generate security policies 
which are both effective and can be implemented into practice; (3) coordinate policy deployment without 
disrupting vital services. The problem is particularly acute in view of the fact that 6G networks will 
support applications for life - where any security breakdown could be fatal [9,10]. 

Our investigation presents a number of innovations in the field of telecommunications security. First, we 
describe a hybrid machine learning architecture which incorporates reinforcement learning optimization 
and graph-based pattern recognition particularly designed for 6G slice environments. Second, we show 
our practical implementation considerations through broad-based testing of attack scenarios in a realistic 
environment. Third, we delve into detailed performance analysis to study the tradeoffs between security 
effectiveness and network for 6G deployment absolutely critical performance metrics. 

 

The rest of this paper is organized as follows: In Section 2, we review related work and point out research 
gaps; Section 3 provides details about our research methods and system architecture; Section 4 compares 
the performance of comprehensive tests; Section 5 talks about implications and problems; Section 6 
explains the findings and future directions of our research. 

2. Related Work and Gap Analysis 

2.1 6G Security Architecture Evolution 

The transition from 5G to 6G security paradigms has generated substantial research interest, though most 
work remains theoretical or limited to specific use cases [11,12]. Khalil et al. [13] proposed quantum-
enhanced security protocols for 6G but did not address dynamic policy management. Similarly, Zhao and 
Kumar [14] developed blockchain-based authentication mechanisms, though their approach lacks 
consideration for ultra-low latency requirements. 

Network slicing security has been examined primarily in 5G contexts. The comprehensive survey by 
Rahman et al. [15] identified isolation, resource allocation, and cross-slice communication as primary 
security concerns. However, their analysis did not extend to machine learning-based adaptive 
mechanisms. Patel et al. [16] investigated zero-trust architectures for network slicing but relied on static 
policy enforcement without intelligent adaptation capabilities. 

Recent work by Chen and Liu [17] introduced intent-based security management for network slices, 
representing progress toward automated security operations. Nevertheless, their framework depends on 
predefined intent templates and lacks the dynamic learning capabilities essential for evolving threat 
landscapes. The limitation of existing approaches becomes evident when considering sophisticated attack 
vectors that exploit slice interdependencies and adaptive evasion techniques [18,19]. 

2.2 Machine Learning Applications in Network Security 

The application of machine learning to cybersecurity has experienced rapid advancement, though 
adoption in telecommunications remains limited [20,21]. Deep learning approaches for intrusion 
detection have shown promise in enterprise environments, with Liu et al. [22] achieving 92.4% detection 
accuracy using convolutional neural networks. However, their evaluation was restricted to traditional 
network topologies without slice-specific considerations. 
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Reinforcement learning has emerged as particularly relevant for adaptive security systems. The 
pioneering work by Thompson et al. [23] applied Q-learning to firewall optimization, demonstrating 15% 
improvement in rule effectiveness. More recently, Garcia and Park [24] explored deep reinforcement 
learning for network defense, though their focus was limited to single-domain scenarios without the 
complexity of multi-slice environments. 

Graph neural networks have gained attention for modeling complex network relationships. Nguyen and 
Kim [25] successfully applied Graph Convolutional Networks to lateral movement detection, achieving 
notable improvements in attack path identification. However, existing GNN applications have not 
addressed the dynamic topology changes inherent in 6G network slicing [26,27]. 

2.3 Dynamic Policy Orchestration 

Policy orchestration in telecommunications has traditionally focused on quality of service rather than 
security considerations [28]. The seminal work by Anderson et al. [29] introduced software-defined 
security concepts but lacked practical implementation details for slice-specific deployment. Brown and 
Wilson [30] developed resource allocation algorithms incorporating security constraints, though their 
evaluation was limited to simulation environments. 

Recent advances in intent-based networking show promise for security automation [31,32]. Martinez et 
al. [33] proposed multi-objective optimization for security policy placement, achieving balanced resource 
utilization. Nevertheless, their approach requires manual intent specification and does not support 
autonomous threat response [34]. 

The challenge of real-time policy generation has received limited attention in the literature. Taylor and 
Davis [35] explored game-theoretic approaches to adversarial scenarios but did not address 
implementation complexity or computational overhead considerations critical for 6G deployment [36,37]. 

2.4 Research Gaps and Motivation 

Our comprehensive literature analysis reveals several critical gaps that motivate this research: 

Gap 1: Limited Adaptability - Existing security frameworks rely on static policies unable to evolve with 
changing threat patterns or network conditions [38,39]. 

Gap 2: Slice-Centric Focus - Most approaches address individual slice security without considering 
complex interdependence and cross-slice attack propagation [40]. 

Gap 3: Performance Integration - Insufficient attention to computational overhead and latency 
implications of security mechanisms in ultra-low latency applications [41,42]. 

Gap 4: Real-time Constraints - Lack of frameworks capable of making security decisions within 6G's 
stringent timing requirements [43]. 

Gap 5: Practical Validation - Most studies rely solely on simulation without validation in realistic test-
bed environments representing actual deployment scenarios [44,45]. 

These gaps necessitate novel approaches to security orchestration specifically designed for 6G network 
slicing environments, motivating our development of the AMSTM framework. 

3. Methodology 

3.1 System Architecture and Design Principles 
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The AMSTM framework implements a four-tier architecture designed to address the unique challenges of 
6G network slicing security (Figure 1). Our design follows several key principles: modularity for scalable 
deployment, real-time operation for ultra-low latency requirements, adaptive learning for evolving 
threats, and performance-aware policy generation. 

The Threat Intelligence Engine (TIE) goes about employing a combination of distributed monitoring 
agents deployed across network slices to collect multi-dimensional data streams. Data preprocessing 
includes features extraction, normalization, and temporal alignment service to support real-time analysis. 
TIE processes around 10^8 events per second in large deployments. 

The Adaptive Learning Module (ALM) takes our hybrid ML architecture which combines Deep 
Deterministic Policy Gradient (DDPG) reinforcement with Graph Attention Networks (GAT). The DDPG 
agent works in continuous action spaces to optimize security policies, while GAT handles complex attack 
scenarios with its sophisticated pattern recognition capabilities. 

The Dynamic Policy Generator (DPG) translates machine-learning insights into rules and policies that are 
executable according to an approach based on templates. Policy optimization takes into account a number 
of goals, including security effectiveness, performance impact, and deployment cost. DPG keeps a 
knowledge base of more than 500 rule templates, which cover many different types of threat scenario. 

The Orchestration Controller (OC) simultaneously conducts policy deployment across disparate slice 
configurations. The OC ensures consistency and avoids conflicts when doing so. It interfaces with slice 
management systems through standardized APIs in order to implement security policies without service 
disruption. 

3.2 Hybrid Machine Learning Framework 

3.2.1 Deep Reinforcement Learning Component 

Our DDPG implementation addresses the continuous action space problem inherent in security policy 
optimization. The agent's state space S encompasses network topology representation, current traffic 
patterns, active security policies, and threat indicators. The action space A includes policy parameters 
such as access control thresholds, traffic filtering rules, and resource isolation levels. 

The reward function balances multiple objectives through weighted optimization: 

R(s,a,s') = α₁ · SecurityEffectiveness(s,a,s') - α₂ · PerformanceImpact(s,a,s') - α₃ · 
PolicyComplexity(a) + α₄ · AdaptationSpeed(s,a,s') 

Where: 

 SecurityEffectiveness measures threat detection and mitigation success rates 

 PerformanceImpact quantifies latency, throughput, and resource utilization effects 

 PolicyComplexity penalizes overly complex policy configurations 

 AdaptationSpeed rewards rapid response to emerging threats 

The weighting parameters (α₁, α₂, α₃, α₄) are slice-specific, enabling customization for different service 
requirements. URLLC slices prioritize low performance impact (higher α₂), while critical infrastructure 
slices emphasize security effectiveness (higher α₁). 

3.2.2 Graph Neural Network Architecture 
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Our GAT implementation models the 6G network as a dynamic heterogeneous graph G = (V, E, X, R) 
where: 

 V represents network entities (devices, functions, slices) 

 E denotes communication relationships and dependencies 

 X contains node feature vectors including behavioral and topological attributes 

 R defines edge types capturing different relationship categories 

The attention mechanism enables the model to focus on relevant network relationships during threat 
analysis: 

                                                 

Where α_{ij} represents attention weights between nodes i and j, W is the learned weight matrix, h_i and 
h_j are node feature vectors, and a is the attention parameter vector. 

Multi-head attention provides diverse perspective analysis: 

                                           

This architecture enables detection of complex attack patterns that span multiple slices and exploit subtle 
network relationships [46,47]. 

3.3 Dynamic Policy Generation Methodology 

3.3.1 Template-Based Policy Framework 

The policy generation process utilizes a hierarchical template structure supporting rapid customization 
for diverse threat scenarios. Templates are organized by threat category, slice type, and security 
objective, enabling efficient policy generation within milliseconds. 

Template Structure: 

Policy_Template = { 

    ThreatClass: {DDoS, APT, Lateral_Movement, Data_Exfiltration}, 

    SliceType: {URLLC, eMBB, mMTC}, 

    SecurityLevel: {Basic, Enhanced, Critical}, 

    ActionSet: {Access_Control, Traffic_Filtering, Resource_Isolation}, 

    ParameterSpace: {Threshold_Values, Rule_Specifications} 

} 

3.3.2 Multi-Objective Optimization Process 

Policy optimization employs Pareto-efficient solutions to balance competing objectives. The optimization 
process considers: 

1. Security Metrics: Detection accuracy, false positive rates, containment effectiveness 
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2. Performance Metrics: Latency impact, throughput degradation, resource overhead 

3. Operational Metrics: Deployment time, configuration complexity, maintenance requirements 

The multi-objective optimization formulation: 

minimize F(x) = [f₁(x), f₂(x), f₃(x)] 

Where: 

 f₁(x) = -SecurityEffectiveness(x) 

 f₂(x) = PerformanceImpact(x) 

 f₃(x) = OperationalComplexity(x) 

3.4 Experimental Design and Implementation 

3.4.1 Simulation Environment Configuration 

We developed a comprehensive simulation environment using OMNeT++ 6.0 extended with custom 6G 
modules. The simulation models a metropolitan area network spanning 50 km² with 500 base stations 
supporting diverse slice configurations. 

Network Configuration: 

 20 distinct slice types ranging from URLLC to mMTC 

 10,000 simultaneous user connections 

 Edge computing nodes with varying computational capabilities 

 Realistic traffic patterns based on operator data projections 

Threat Scenario Implementation: We implemented 15 distinct attack scenarios including: 

 Distributed Denial of Service (DDoS) with varying intensities 

 Advanced Persistent Threats (APT) with multi-stage progression 

 Slice-hopping attacks exploiting cross-slice vulnerabilities 

 AI-powered evasion techniques adapting to defensive measures 

 Resource exhaustion attacks targeting edge computing infrastructure 

3.4.2 Physical Testbed Architecture 

Our physical testbed consists of heterogeneous hardware representing realistic 6G deployment scenarios: 

Infrastructure Components: 

 12 Software-Defined Radio (SDR) units (USRP B210) 

 8 Edge computing nodes (Intel NUC with GPU acceleration) 

 Centralized cloud infrastructure (24-core server cluster) 

 Network switches supporting SDN protocols 
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 Monitoring infrastructure with nanosecond timestamp precision 

Slice Implementation: The testbed supports up to 6 concurrent network slices with independent 
resource allocation and security policies. Containerized network functions enable dynamic instantiation 
and configuration of security mechanisms. 

3.4.3 Evaluation Metrics and Statistical Analysis 

Our evaluation employs rigorous statistical analysis to ensure result validity and reproducibility. 

Primary Metrics: 

 Security Effectiveness: Detection accuracy, false positive rate, mean time to detection 

 Performance Impact: End-to-end latency, throughput degradation, computational overhead 

 Adaptability: Learning convergence time, adaptation accuracy, policy optimization effectiveness 

Statistical Methods: 

 Repeated measures ANOVA for performance comparisons 

 Chi-square tests for categorical outcome analysis 

 Mann-Whitney U tests for non-parametric distributions 

 Bootstrap confidence intervals for robust estimation 

 Multiple comparison corrections using Bonferroni adjustment 

All experiments were conducted with 95% confidence intervals and statistical significance threshold of p 
< 0.05. 

4. Results and Analysis 

4.1 Threat Detection Performance Analysis 

Table 1 presents comprehensive threat detection results across multiple attack scenarios and baseline 
comparisons. AMSTM demonstrates superior performance across all threat categories, with particularly 
notable improvements in sophisticated attack detection. 

Table 1: Threat Detection Performance Comparison 

Threat Category AMSTM Rule-Based Static ML SVM Random Forest 

DDoS Attacks 

Detection Accuracy (%) 97.2 ± 0.8 89.1 ± 1.2 91.4 ± 1.0 87.3 ± 1.4 90.8 ± 1.1 

False Positive Rate (%) 1.8 ± 0.3 8.7 ± 0.8 5.2 ± 0.6 9.1 ± 0.9 6.4 ± 0.7 

MTTD (seconds) 2.1 ± 0.4 12.8 ± 2.1 7.3 ± 1.2 15.2 ± 2.8 9.6 ± 1.8 

APT Campaigns 

Detection Accuracy (%) 92.1 ± 1.1 78.4 ± 1.8 84.2 ± 1.5 76.9 ± 2.0 82.7 ± 1.6 
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False Positive Rate (%) 2.9 ± 0.4 11.3 ± 1.2 7.8 ± 0.9 12.7 ± 1.4 8.9 ± 1.0 

MTTD (seconds) 8.7 ± 1.2 45.6 ± 6.2 28.1 ± 3.8 52.3 ± 7.1 34.2 ± 4.5 

Slice-Hopping 

Detection Accuracy (%) 96.8 ± 0.9 82.7 ± 1.6 88.3 ± 1.3 80.1 ± 1.9 86.5 ± 1.4 

False Positive Rate (%) 2.1 ± 0.3 9.8 ± 0.9 6.1 ± 0.7 11.2 ± 1.1 7.3 ± 0.8 

MTTD (seconds) 3.4 ± 0.6 18.9 ± 2.9 12.4 ± 1.9 21.7 ± 3.4 15.1 ± 2.3 

AI-Powered Evasion 

Detection Accuracy (%) 89.3 ± 1.3 65.2 ± 2.1 74.8 ± 1.8 62.4 ± 2.4 71.9 ± 2.0 

False Positive Rate (%) 3.7 ± 0.5 15.2 ± 1.8 9.6 ± 1.1 16.8 ± 2.0 11.4 ± 1.3 

MTTD (seconds) 12.3 ± 2.1 67.8 ± 8.9 41.2 ± 5.7 74.6 ± 9.8 48.9 ± 6.4 

Note: Results represent mean ± standard deviation across 100 independent trials. All AMSTM improvements 
are statistically significant (p < 0.001) compared to baseline methods. 

Statistical analysis reveals that AMSTM's hybrid approach provides consistent advantages across diverse 
threat scenarios. Particularly noteworthy is the system's effectiveness against AI-powered evasion 
attacks, where traditional methods show significantly degraded performance. 

4.2 Performance Impact Assessment 

Table 2 examines the critical relationship between security effectiveness and network performance 
across different slice types, addressing one of the primary concerns for 6G deployment. 

Table 2: Performance Impact Analysis by Slice Type 

Slice 

Type 

Metric Baseline AMSTM Rule-Based Static ML 

URLLC End-to-End Latency (ms) 0.95 ± 0.12 1.18 ± 0.15 1.87 ± 0.23 1.52 ± 0.19 

Throughput (Mbps) 1247.3 ± 

18.7 

1221.4 ± 

16.9 

1184.7 ± 

21.3 

1203.8 ± 

19.5 

Jitter (μs) 45.2 ± 6.8 52.7 ± 7.9 78.4 ± 11.2 64.1 ± 9.3 

eMBB End-to-End Latency (ms) 3.2 ± 0.4 4.3 ± 0.5 6.8 ± 0.8 5.1 ± 0.6 

Throughput (Gbps) 8.94 ± 0.12 8.76 ± 0.11 8.31 ± 0.15 8.58 ± 0.13 

Packet Loss (%) 0.02 ± 0.01 0.03 ± 0.01 0.07 ± 0.02 0.05 ± 0.01 

mMTC Connection Density 

(devices/km²) 

106,000 103,200 98,700 101,500 

Energy Efficiency (bits/Joule) 1.84 × 10⁶ 1.79 × 10⁶ 1.62 × 10⁶ 1.72 × 10⁶ 

Signaling Overhead (%) 2.1 ± 0.3 2.8 ± 0.4 4.2 ± 0.6 3.4 ± 0.5 

Performance measurements averaged over 72-hour continuous operation periods. 
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The results demonstrate that AMSTM maintains performance levels suitable for 6G requirements while 
providing enhanced security. URLLC latency increases remain well below the 1ms threshold critical for 
autonomous vehicle and industrial automation applications. 

4.3 Adaptation and Learning Characteristics 

Table 3 analyzes the dynamic learning capabilities that distinguish AMSTM from static security 
approaches. 

Table 3: Learning and Adaptation Performance Metrics 

Learning 

Phase 

Training 

Episodes 

Policy Effectiveness 

(%) 

Convergence Time 

(hours) 

Memory Usage 

(GB) 

Initial Training 0-500 67.3 ± 3.2 - 4.2 ± 0.3 

Early Learning 500-1200 78.9 ± 2.8 - 5.1 ± 0.4 

Convergence 1200-2400 89.7 ± 1.5 5.8 ± 0.7 6.8 ± 0.5 

Post-

Convergence 

2400+ 94.1 ± 0.9 - 7.2 ± 0.6 

Adaptation to New Threats: 

Threat Novelty Adaptation Time (minutes) Final Accuracy (%) Transfer Learning Benefit 

Minor Variant 3.4 ± 0.8 92.8 ± 1.1 67% faster convergence 

Moderate Variant 8.7 ± 1.9 89.2 ± 1.4 43% faster convergence 

Novel Attack Vector 24.3 ± 4.2 85.6 ± 2.1 21% faster convergence 

The learning analysis reveals that AMSTM achieves practical convergence within 6 hours of real-time 
network operation, making it suitable for rapid deployment scenarios. 

4.4 Scalability and Resource Utilization 

Table 4 examines system scalability across varying network sizes, addressing deployment feasibility for 
large-scale 6G networks. 

Table 4: Scalability Analysis Across Network Sizes 

Network 

Scale 

Concurrent 

Slices 

Decision Time 

(ms) 

CPU Utilization 

(%) 

Memory 

(GB) 

GPU Utilization 

(%) 

Small 50 8.3 ± 1.2 15.7 ± 2.1 3.2 ± 0.4 18.4 ± 2.8 

Medium 200 18.9 ± 2.4 31.2 ± 3.8 7.8 ± 0.9 34.7 ± 4.2 

Large 500 34.1 ± 4.1 52.8 ± 6.2 15.1 ± 1.7 56.9 ± 6.8 

Extra-Large 1000 67.4 ± 7.8 78.3 ± 8.9 26.4 ± 2.9 81.2 ± 9.1 

Scaling Characteristics: 
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 Decision Time: O(n log n) complexity where n = number of slices 

 Memory Usage: Linear scaling with slight overhead for inter-slice coordination 

 Processing Requirements: Sub-linear scaling due to efficient batch processing 

4.5 Cross-Slice Security Coordination 

Table 5 evaluates the system's ability to manage security across multiple interconnected slices, a 
capability absent in existing approaches. 

Table 5: Cross-Slice Attack Containment Analysis 

Attack 

Scenario 

Slices 

Affected 

Containment Rate 

(%) 

Propagation Time 

(s) 

Recovery Time 

(s) 

Single-Source Spread 

AMSTM 1.2 ± 0.3 97.3 ± 1.1 2.8 ± 0.6 8.4 ± 1.2 

Traditional 3.8 ± 0.7 84.6 ± 2.3 12.7 ± 2.1 34.2 ± 4.8 

Multi-Vector Attack 

AMSTM 2.1 ± 0.4 94.8 ± 1.3 4.9 ± 0.9 12.1 ± 1.7 

Traditional 6.2 ± 1.1 76.4 ± 2.8 28.3 ± 4.2 67.8 ± 8.9 

Coordinated Campaign 

AMSTM 3.4 ± 0.6 91.2 ± 1.7 8.2 ± 1.4 18.7 ± 2.3 

Traditional 9.7 ± 1.8 68.9 ± 3.4 45.6 ± 6.7 124.3 ± 15.2 

The cross-slice coordination results demonstrate AMSTM's effectiveness in preventing attack 
propagation, a critical capability for maintaining service isolation in 6G networks. 

4.6 Statistical Significance and Validation 

All performance improvements demonstrated by AMSTM achieved statistical significance (p < 0.001) 
compared to baseline methods. We conducted comprehensive statistical validation including: 

 Power Analysis: Achieved statistical power > 0.95 for all primary comparisons 

 Effect Size: Cohen's d > 0.8 for security effectiveness metrics 

 Confidence Intervals: 95% CI for all reported metrics 

 Multiple Comparisons: Bonferroni correction applied to control family-wise error rate 

Validation Methods: 

 K-fold cross-validation (k=10) for ML model assessment 

 Bootstrap resampling (n=1000) for robust statistical estimation 

 Independent dataset validation using previously unseen attack scenarios 

 Temporal validation across 6-month evaluation period 
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5. Discussion and Critical Analysis 

5.1 Performance Trade-off Analysis 

The experimental results reveal nuanced trade-offs between security effectiveness and system 
performance that merit detailed examination. While AMSTM demonstrates superior threat detection 
capabilities, the computational overhead associated with real-time ML inference introduces measurable 
performance impacts that must be carefully managed in production deployments. 

Our analysis indicates that the performance impact varies significantly across slice types, with URLLC 
applications showing the greatest sensitivity to latency increases. The 0.23ms average latency increase 
observed in URLLC slices represents approximately 24% overhead relative to baseline performance. 
However, this increase remains well within the 1ms target threshold established for 6G URLLC 
applications, suggesting practical viability for deployment. 

The memory and computational requirements concern scaling characteristics for very large deployments. 
At 1,000 concurrent slices, the system approaches resource saturation on current hardware platforms. 
This limitation suggests that practical deployment may require distributed processing architecture or 
specialized hardware acceleration to achieve optimal performance on a scale. 

5.2 Security Effectiveness in Context 

AMSTM's security performance must be evaluated within the broader context of 6G threat landscapes 
and operational requirements. The 94.7% overall detection accuracy represents substantial improvement 
over existing methods, but the 5.3% false negative rate raises concerns for mission-critical applications 
where security failures could have catastrophic consequences. 

The system's particular strength in detecting AI-powered evasion attacks (89.3% accuracy) addresses a 
critical gap in current security frameworks. As adversaries increasingly employ machine learning for 
attack sophistication, defensive systems must demonstrate equivalent or superior adaptive capabilities. 
Our results suggest that the hybrid RL-GNN approach provides meaningful advantages in this domain. 

However, the 12.3ms mean time to detection for AI-powered attacks, while superior to alternatives, may 
prove insufficient for certain attack scenarios requiring sub-millisecond response times. Future work 
should explore techniques for further reducing detection latency without compromising accuracy. 

5.3 Practical Deployment Considerations 

The transition from experimental validation to production deployment introduces several practical 
challenges. These have not been adequately addressed in our current evaluation. Network operators will 
have to factor in the integration with existing security infrastructure, staff training requirements and the 
implications of regulatory compliance. Integration Complexity: AMSTM requires substantial integration 
with existing network management systems, security information and event management (SIEM) 
platforms, and orchestration framework. Our evaluation focused on stand-alone performance without 
fully considering the complexity of integration with legacy systems, prevalent throughout 
telecommunications infrastructure. Operational Expertise: The ML-driven approach requires expertise 
dedicated to deployment, monitoring, and support. Network operators will need to create new 
operational procedures and training programs for this type of AI-based security system if they are going 
manage it effectively. Regulatory Compliance: The adaptive nature of ML-based security policy might add 
complexity to the compliance requirements of telecommunications regulation that demand predictable, 
accountable security control. This gives particular challenges for the approval process when your deep 
learning models are black boxes. 
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5.4 Comparative Analysis with State-of-the-Art 

By comparing these with existing methods, we can see both the strengths and the weaknesses of AMSTA 
framework. But: While the quantitative performance gains are often substantial, qualitative differences in 
behavior may require even further thought. 

Adaptability Comparison: In some cases, a traditional rule-based system is actually better than one reliant 
on constant learning from inputs for sensitivity and accuracy of abnormality detection alone, because the 
latter does not exhibit only fixed patterns as to how it should behave under what conditions AMSTA does 
have successful security advantages characteristic of adaptive learning. It also brings complexity into 
operation that some organizations will find hard to manage. 

Resource Efficiency: When it comes to computational overhead, Static ML beats AMSTM. However, this 
intermediate level security performance may be acceptable for some deployed situations where 
resources are limited and - besides - in most cases there is not great sophistication of threat. 

Deployment Timeline: AMSTM requires longer initial training periods and ongoing model maintenance, 
while in contrast a rule-based system can be put into operation almost immediately after the necessary 
simple training session. The convergence time of 5.8 hours, though reasonable for experimental 
validation, may be troublesome when deployment is urgent. 

5.5 Limitations and Future Research Directions 

A number of flaws in our current work suggest important directions for future research: Training Data 
Dependencies in ML models Training data dependencies in ML models mean that the more data, the 
better performance such a model can achieve. Our evaluation utilized attack simulations and real world 
data. This simulation itself has limited, if any, reference value for operations environments with different 
threat characteristics. 

Adversarial Robustness: While we did evaluate performance under AI-powered attacks themselves, we 
did not look particularly at adversarial attacks targeting the ML models. Future work will need to 
investigate how robust the framework is against model poisoning, evasion attacks, and other adversarial 
machine learning techniques. 

Long-term Stability In our evaluation period of 6 months it is difficult to give an assessment of long-term 
model stability and possible drift characteristics. For instance, a prolonged evaluation over several years 
would yield valuable information on maintenance requirements as well as how long these models can 
last. 

Cross-Operator Generalization: So far the framework has been evaluated in simulated and controlled 
testbed environments. But once he starts deploying it out there across operators of different networks 
with varying configurations, policies, and threat environments, this may bring sudden generalization 
challenges not apparent during our controlled investigations. 

Explainability and Trust: The deep learning components are black boxes whose decisions cannot be 
interpreted. Further research is necessary in order to bring AI explainer techniques that give security 
analysts visibility into the decision-making processes. This is particularly important for regulatory 
compliance and operational troubleshooting. 

5.6 Economic and Business Implications 

When AMSTM is moving into the spotlight, along with typical features of consideration include important 
economic determinants that extend beyond pure technical criterion.\nThere are costs attendant upon 
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initial installment of AMS, including but not limited to those for special hardware, software licences, 
intergration work and staff training. And there are costs for subsequent operation: computer resources; 
model maintenance; and specialized staff expenses. 

 

Yet, by contrast, improvement in security effectiveness could provide substantial economic returns to 
underpin these bountiful investments. The prevention of major security breaches can save megabucks in 
direct costs, regulatory fines, and particularly brand image damage. And the adaptive capabilities might 
also eliminate or reduce long-term regular expenses for security management. 

Where benefit analyses are concerned, it needs to be established what kind of threat environment and 
risk tolerance individual operators face. For either enterprises that operate critical infrastructures or are 
especially reliant on defense systems, the advanced AMS security services may well represent an extra 
cost worth paying - whereas in less-hazardous areas operators might prefer simpler and preferable 
economics. 

6. Conclusions  

Our research introduces the AMSTM, an Adaptive Model for Security Threat detection and Mitigation 
especially designed to address 6G network slicing environments In presenting our research, we want to 
fill important gaps in telecommunications security with several key contributions: Technical Innovation: 
A hybrid machine learning architecture that combines deep reinforcement learning and graph neural 
networks gives network security an unprecedented adaptability. Real-time threat detection and adaptive 
policy optimization while keeping the performance required from applications built for 6G are 
nonetheless maintained under this approach. Empirical Validation: Using both simulation and physical 
testbed environments for comprehensive evaluation, results showed significant improvements in security 
efficacy. With a 94.7% threat detection rate and 67% drop in false positives this represented a significant 
advance on prior approaches that balance security with performance. Practicality: Performance analysis 
showed that adaptive security orchestration can meet 6G’s strict latency budgets and resource 
constraints. Even with network coding, URLLC latencies remain below 0.25ms; yet at the same time it 
enhances security across a variety of slices where diverse configurations present their own unique 
challenges. Scalability Demonstration: A logarithmically scalable framework allows up to 1,000 
concurrent slices to be supported, suggesting its suitability for the large-scale deployment scenarios 6G 
networks are expected to serve. 
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