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Abstract
To study the properties of definite and Hessian matrices and using it
in finding the critical points of quadratic forms .
On the other hand, the applications of Hessian matrix are introduced in
static springs system problem .
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1- Introduction

In this paper, the calculation of critical points of quadratic forms are
studied .The proposed method was applied in static springs system .
Hessian differential matrix was proved that it represents the symmetric
matrix of the quadratic form.

Positive and negative matrices are play useful role in applied mathematical
problems, Lyapunov stability[1], control system[2], electric circuit[3],
economics[4], competition[5], approximation[6] and others.

In this paper the quadratic form
f(x):c+btx+%x‘Ax .ceR,beR",,xeR",AcR™

Was studied and proved that the stationary vector x* is minimum only if
vi(x*)=0 and V?f(x*) be positive definite ,and the gradient of quadratic
form f(x) is Vf(x)=b+ Ax, and the Hessian matrix H of f(x) is the constant
matrix A .
Then it is also proved that if A be positive definite proved that H is positive
definite which implies that X* be minimum and calculated form

x*=A"b



2- Basic Definitions and Theorems :

In this chapter, the basic definitions and theorems with properties are
presented as follows

Definition (2-1)[7 ] : the real symmetric n x n matrix A=(a;)

Is said to be positive definite if the leading principle minors of A are all
positive , such that it satisfies the following Sylvestor's condition

all a12 aij
Ay Ay e Ay,

det(A;) =det( . . . . D>0 , Vj=12,....n
ap A, ... Ay

Definition (2-2) [7 ]: The real symmetric nxn matrix A is said to be
negative definite if and only if
(-1)'det(A)>0  Vj=1,2,..,n.

Theorem (2-1)[8-9] : Let A=(a;)be n x n and symmetric, The following
are equivalent.

1) det(A,)>0 ((-1)’ det(A,)>0),Vj=12,...,n

2) x'Ax>0( x'Ax<0 ) for all vector x .

Then Aiscalled positive (negative ) definite .

Definition (2-3) [10 ]: A quadratic from on R is a real — valued function

of the from Q(x........... xn)=> a;xx; Where each term is a monomial of
i<j

degree two , a matrix from Q(x)=x'.A.x .
one can take the gradient of f(x) , as

t
Vf{ii ........... ﬂ

Which is a column vector of n function .

Definition (2-4)[9,11] :-The n x n matrix of second derivatives is called

the Hessian matrix and can be found by taking the gradient a gain , thus,
H(X,,.....X,)=VV' f =V*f

or more specifically, the v 2 operator can be written as




o* ? |
o2 T oxox,
sz : 62 : = az
0X; OXj X 0x; |
& &
oXO% ox2

Where the subscript i denotes the row and j denotes the column.
The Hessian matrix is symmetric because of the properties of the second

o° o°
f(x)= f
, (x) v, ()
Definition (2-5)[10]:- A point x** is said to be the strong global
minimum of a function f(x) if f(x)— f(x**)>0, VxeR"

derivatives of continuous functions.

Definition(2-6)[10] a point x* is said to be a strong local minimum of
a function f(x) if there exists a § >0 such that

f (x)— f (x*)>0for all x such that |x—x*|<¢s .
If the inequalities in f(x)— f(x**)>0 and f(x)- f(x*)>0 are replaced by <
than we have strong global and local maxima.
If the inequalities in f(x)— f(x**)>0 and f(x)— f(x*)>0 are replaced by >
then the minima are called weak global and weak local minima .

Definition(2-7)[10] One can expand f(x) in a Taylor expansion about X
as

f(x+Ax):f(x)+AxTAf(x)+%AxTA2f(x)Ax+O(||Ax||3) \Where the notation

o(|Ax|’) represents terms " order " |Ax|’ and these can be neglected for|AX]
sufficiently small .

Theorem (2-1)[10,12] :- Necessary condition based on (Vf,v?f)
x* is a local minimum only if vf(x*)=0 and V?f(x*) is positive semi
definite .

Definition (2-8)[10,12]:- a stationary point which is not local minimum or
local maximum is called a saddle point.




3-Proposed Method for Finding Critical Points : In this section the
quadratic Form

f(x):c+btx+%x‘Ax,CGR,beR“,,XGR“,AeR”X” (3.1)

was studied and proved that the stationary vector x* is minimum only if
vi(x*)=0 and V*f(x*)be positive definite.

It is proved that the gradient of quadratic form f(x) is Vf(x) =b+ Ax

and the Hessian matrix H of f(x) is the constant matrix A.

Then if A be positive definite proved that H is positive definite which
implies that x* be minimum and calculated from the form X*=-A"b.

Following a propositions are introduced :

Now a point x* is called local minimum of f(x) if there exist §>0
such that f(x)- f(x")>0 for all x such that |x-x"|<s
where || denotes the norm .

A point xis called global minimum of f(x) if there exist s >0 such
that f(x)— f(x")>0 for all x.

When the inequality in f(x)- f(x)>0 be replaced by < ,then x'is
called maxima [11] .

One can expand f(x) ina Taylor expansion about x as :
f (X + Ax) = f(X) + AX'VF (X) + %Axtv2 f (X)AX + O(||Ax||3)

Where the notation ojax|’ represents terms of order |ax|’ and these
can be neglected for |Ax| sufficiently small .

For x* to be minimum this implies that f(x +Ax)-f(x)>0 for
Iax| >0 .
From the Taylor expansion [11] :

f(x"+Ax) = f(x")+Ax'VE(X) +%AX‘V2 f(x")Ax

Must be greater than zero ,where O|jax|* be neglected .
For x”be stationary then

Vi(x)=0

Implying definition (2.1) that v?f(x") be positive definite .

Proposition (3.1) x is minimum only if vf(x")=0 and V2f(x") be
positive definite



Now for proposition(2) one can write f( x ) in matrix notation as equation
(3.1) >

In algebraic form one can write f( x ) as

f(x)= C+Z b,x +ZZ a;X;

j=1 i=1

f(x)= C+Z b,x +—{akkxk+kaakaJ+kax,aIk DI " J}

j=k j=k izk  j=k
And there fore

of 1
gk:b Z{Zakkxwzz% ,} +ZakJ :

j=k
In matrix form
Vi(x)=b+Ax

Proposition(3.2):-
The gradient of quadratic form (3.1) is Vf(x)=b+Ax .

Now for new proposition, using definition (2.4), Hessian matrix be

H(x)zww(x))':[aa f()}

! nxn

. of
Since poaal +§k:ajkxk
J
Then—
OX X
And in matrix notation . H(x) =H=A

f(x)=a;=a;

Proposition (3.3):-
The Hessian matrix of quadratic form is the constant matrix A. then.

If A be positive definite then H is positive definite which implies that x* be
minimum.

Finally for introducing other proposition , the minimum x* hold:
Vi (x*)=b+Ax*=0=>x*=-A'b

Proposition (3.4):-
The minimum x* of quadratic form is calculated as
x*=-A"Db



4- Applications of Hessian matrix
This section is concerned for applications of Hessian matrix ,referred as
linear spring system

To apply above new propositions, one can introduce the following System
of linear spring system[13]:

K1

A\ 4
o

K2 K3

A 4

A 4

X1 X2

The blocks A and B are two bodies connected to 3 Linear elastic springs
having spring constants K,Kj,ks respectively .

when the force p=0,x;,=0 X, = 0 define the natural position .

One want to find new positions X; , X, when non zero P is applied
[12,13,14].

Recall that for a linear spring blocks Law springs that F =kd where kis
spring constant and d is displacement of the spring from equilibrium,

The strain energy of a spring is the work done in stretching it,

that is

E :Ikxdx: 1kx2
5 2

The work put in to the system by the constant for P is given by the potential
energy of the system is

1 1 1
f(x) =§le12 +§k3(X2 _X1)+EX22 — PX,

According to principle of potential energy f(x) must be minimize f(x) can
be written in quadratic form :

k,+k, -k
[CR % bl I R e

Using introduced propositions then

Hoal|etke ke ] a0
_ks k1+k3 ’ -p



1 ks

Using theorem (1) A= ke +Ks ) IS positive definite
o Kitki—k3
k2 + kS for ky+kg>k?
. 1 - pk, ..
And stationary x*=_— be minimum
ALk, +k;)p
5- Conclusion

The general method for finding critical points of more one variable
function is determined by partial derivatives .

In this method , the critical points studies by using definite and Hessian
matrices , The Hessian matrix method involves multi variable Functions .
The advantage of this method is a obvious in its applications of ion , static
springs systems .
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