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ARTICLEINFO ABSTRACT

Through this effort, we have devised a new method using a neuro-fuzzy system. The neuro-
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1. Introduction

The study of fuzzy integral equations which has garnered more attention recently ,has advanced quickly,
especially when it comes to fuzzy control.Fuzzy number and arithmetic operations were initially presented by
Zadeh [1]. Volterra-Fredholm integro-differential equations are involved in many different fields of science and
engineering: Oceanography, fluid mechanics, electromagnetic theory, finance mathematics, plasma physics,
population dynamics, These include biological processes and artificial neural networks. Singularly perturbed problems are

characterized by the fact that the coefficient of the highest-order term in the equation is a very small parameter «.

Their approximate solutions have been studied in many articles and books. Population dynamics,

fluid dynamics, heat transport issues,
nanofluids, mathematical biology, neurobiology, viscoelasticity, and simultaneous control systems are among the mathematical models disp

layed here.. can be listed in many applications in fields [2-8]. The perturbation parameter € in the equation produces
unlimited derivatives in the solution. Appropriate numerical methods should be preferred to eliminate this
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situation. The fact that the problem examined in this study has both singular perturbation and integro-differential
equation properties makes it difficult to obtain an analytical solution. Many methods have been developed to find
solutions to integral and integro-differential equations. Some of these methods used basis functions to express the
analytic form of the solution to transform the original problem, usually into an algebraic equation system. The
techniques that we discuss now are artificial neural networks originally inspired by the operatizing of the human
brain combined with intelligence. These are the ingredients to make a great number of artificial neurons that can be
processed in an aligned way , so any problems related to aspects of classification can be solved now by the
architecture of any identified ANN. Based on its position on the network, there are three types of computational
neurons: input, output and hidden [9-13]

Here introduce the paper, and put a nomenclature if necessary, in a box with the same font size as the rest of the
paper. The paragraphs continue from here and are only separated by headings, subheadings, images and formulae.
The section headings are arranged by numbers, bold and 11 pt. Here follows further instructions for authors.

2. Basic definitions

Definition 2.1 [8]: Let X any set of nonempty points (the universal set is referred to as). A fuzzy set, known as A, X
is distinguished through a membership function
U, = X = I, where I a interval of closed units [0, 1], and the collection of points A can be used to write the fuzzy
setA = {(x,U,(x))Ix€X0<U,x) <1}
Remark 1 [9]:
It is important to notice that two law A U A€ = Xand A N A€ = @ For the fuzzy sets, they are broken, since
AU A+ Xand A N A # 0. Indeed, for allx € X, ifU4(x) =1,0 <t <1, then:

Ujguge®) =max{t,1 -t} #1

Ugnac®) = min{t,1 -1} # 0
The r-Level sets

This section’s objective is to discuss the essential and important features of what is known as the t -level set,,

which play an important role in fuzzy sets. There are further ways to connect fuzzy sets to conventional sets. T -level
sets are the collection that acts as a bridge between regular sets and fuzzy sets, and they can used to show that some
results that satisfy in fuzzy sets also satisfy in regular sets.

The Proposed Method

This new strategy is predicated on substituting.Every x (input vector ) in the training set
X=(X;,Xz, .., Xy ), Xj € [a, b] by a polynomial of second degree, it will appear as follows : H(x) = 8(x* + X+ 1) ,8 €

(a,b)

Afterward, the input vector is going to be:

(H(xq), H(xz), ..., H(xp)) H(xj) € (a,b)and j=1,2, ..., n.

Using Mygs

Itis not advisable to instruct the neural networkwithin the range of the starting and finishing locations.; instead, trai
ning points should be chosen throughout theopen period(a, b). Consequently, there is less computation error involv
ed in the amount of calculations.In,fact,

The training points are converted into comparable points within the open interval determined by the selected distan
ce [a, b] for neural network training

(a,b) In these connected fields, the network is trained by employing the novel technique.. ,we have the following
from above: For a specified input vector (x;,X,,..,X,) , X €[a,blandj=12, .., n.

the Mygs's output is: [§].= X%, [t]: Q ([Regj]c) Fori=1, .., mis the entire quantity of units that are hidden
where

[Retijle = Xty [wyilc H(x)) + [6]. and H(x) = 8(x* + X+ 1), 8 €(0,1)

where x; € [a, b] and H(x))€ (a, b),j =1,2,..,n

Note: For Mygs:

Bl _ym QB [wyil: H) + [65]0) =X QEL, 8 Z + 5 + 1) [wyile+ [6])

d[vjle

Ger=Tialigle @ [yl HOG) + (8510 =Z2 QS 8GE +3+ 1) [awl ot [61]0)

Tr= T Q (L [yl o) + [61]0) =Q' (B 86 + X+ 1) [t [61]0)
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where Q’is the activation function's first derivative

3. Solution of FSPMV-FIDE for PDE with B.C by Mygs

Consider Consider two dimintion of FSPMV-FIDE for PDE

anE(xy) | MMERxy) | aMERyY) X
£( oxn + oxn aym + aym ) = M(E' X' Y' S) + fo fQ K(X, Yl tl r; );

G(E(t,r) dtdr (x,y) €[0,T] x Q (1N
Q=[ab],xyel=[0,x.[0,y] ,0srsk-1)

where £ (x,y) is an unknown function that has to be identified, analytical functions are M (§, x,y) and K(x,y, £,1,) on
D=[0,T] X Q and Dx Q2,Q is a closed- bounded region, respectively.

Considering that £ is a fuzzy function and that £ its the fuzzy derivative, there might only be a hazy answer tonthis
equation.

Let € (x, ¥) = [[°"¢"(x,y, )], [E*PPe"(x,y,T)]] be first order fuzzy solution of FSPMV-FIDE , have the equivalent
system, the dirichiet fuzzy BCs for x,y € [0,1]

£(0,¥)=Uo(»),&(1,¥) =U;(y),§ (x,0) = Vo (x)and § (x, 1) = V; (=)
Uo(y), Ui (y) , Vo(x)andV; (x) are fuzzy number or fuzzy function with

T -level set:

[Uo@T=[[Us (I, Up @IS, [Uy =[[U 1™, Uy 0)1E"]
[Vo Go)Le=[1Vo COLE™, [Vo OIS 1] [V GO =T [V GO, [V, ()]ePP"]

The fuzzy trial solution

[8e(x D=8 T, [ 3] ] (2)
[Ee(x, )1 = [ VI + (1-2) (1-y) (O (H(), H(y), H(D),
pWer, )] Per 3
Bl =D&+ (1-0)(1-y) (0a(HE), HE), H),
e Ol (4)

Where [J(x, y)]*°%eTand [J(x,y)]+ " are selected to meet the fuzzy BCs, namely

Jx e = (1 =) UMY + xU; DIV + (1= I[Vo I = [(1 = %) Vo (O] + xV(1) +
y [VoGOTPWr = [(1-%) Vo (O] + x

VoI 1] (5)

JE T I € S L)) (y)e]rilpper +xU M+ (1= y) VoI = [(1 = 0 V(O™ + xv(1) +
y [Vo()I™P = [(1 = %) Vo (07 +x

Vo(DI:™] (6

The minimized error function will be :

E(p)= X%, [E()™ " LLE(p):"""']), p isparimeter ()
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1 AME(xy) |, 9MME(xy) | 0MExy)\q 1
]E(p’ Ower_ [[ 8( gxn + gxn aym + aym )]‘Eower - ;( [le,yiEDM(

£, Hxp), H(y), H(D), £) 10" + [ f,, K(H(x,), H(yp), H(x), £,1) GCE(E, 1)

dedr]lower |2 (8)

upper _ Mg (xy) oMME(xy) | 9™ME(xy)yqupper 1
]E(p' ‘c')i'[ - [[ 8( 9xn + gxn aym + aym )]‘E - ;( [le,yiED M(

g, H(x)), H(y:), H(), &) 177" + [, [, K(H(xp), H(y,), H(T), £, 1) G(E(E, 1)

dtdr] ;PP )2 )

4. Numerical results

We give a lot of examples to show the behavior and effectiveness of the proposed (Mygs), and MATLAB version 7.12
is used to develop the applications .For ODE's we suggest a three-layer feed- forward neural network (NN) with one
input unit and seven hidden units in one hidden layer and a linear output unit ,but use 9 hidden units in PDE's . The
activatipn A hyperbolic tangent function function serves as the hidden units activation function, and its expression :

Q (%)=

Examplel.4 : Consider the second-order linear PMV-FIDE:

eX+e X

(a Sey) | £(x y)> =M(xy,1)+ fox fol teSE(s,t)dt ds

ox2
£,x€[0,1],x,y€[0,x].[0,y],0<xy<1 0<e<<1,t€[0,1]
Where
Mx,y,T) = —% + gex - iexcos(x) + i e*sin(x) + sin(x) +y [(5 + 1), (5 — 1))]
with fuzzy B.C

£(0,y) = [y(G+1,y(5 -1,

§(1,y) = [sin(1) +y(5 +1),sin(1) +y (5 - D],

&(x,0) = [sin(x), sin(x)],

&(x, 1) = [sin(x) + (5 + 1), sin(x) + (5 — 1)]

Therefore, the following is a fuzzy trial solution for this example is :
(& yIP™e = [(1 = 0y + 1) +x(5in(1) +y(5 + 1) + (1 )

[sin(x—[(1 — x)sin(0 + y [(sin(x) + (5 + 1) —[(1 — x)sin(0 + x((sinx + (5 + 1)) +xy(1 -x)(1 —
y) [0a(HE), H(y), H(D), p, £)]™"
[E(x vl ™ = [ (1 = x)(y(5 —D.x(sin(1) + y(5 — 1) + (1 —y) [sin(x) — [(1 —x)sin(0) +x V(1) +y [(sin(x) +
G-9-[1- x)sm(O) +x(sinx + (5 —1) ] +xy(1-x)(1 - y) [Ox(HX),, H(y) ,H(1), p, €]: 77"
the input vector ¥, ¥ (training set) is :
X = (0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1)
y = (0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1) , and The Mygs was trained using a grid of ten equally spaced points in the
interval (0,1) (i.e)
We now use the following procedures to determine the error function E that needs to be minimized for this
situation.
d[geCxip) RPWEr _ .
—— . =[G+ +6in() +y(G +1) + (1 —y)[ cos (x)

lower
—[ = sin(0) +sin(1) +y [(cosx) — [ — sin(0) + sin(D]] +xy(1 -x)(1 — y) LAHOIDIOPIRT ,p(q
) [0 (HCO, (), HC), p, ) 1o
dlgetxo) PP _ =[-(y(G+1) + (sin(1) +y(5+ 1) + (1 —y)[ cos (x)

dx
- = upper
—[ —sin(0) + sin(1) + y[(cos(x) — [ —sin(0) + sin(1)]] +xy(1 -x)(1 — y) A0 HC )H(y;:( 208) I +y(1 —

y) [04(HE), HE), H(), p, &) 1577
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d?[& (oJROwer . .
i = [-(1 —y)sinx + (—y sin (x)) xy(1 -x)(1 — y)

d2[[04 (HX),(H(1),p,8)°WeT ) d[0 (HX),H(y) H(1),p,8) [°Wer

2 uppth2 dx

d7[& (O]¢ . .

e — = [~(1 — y)sinx + (—y sin () xy(1-x)(1 — y)

d2[[041 (HE),(H(@) p.8)] PP [0 (H) H),H(D),p.£) JaPPer
tk — + y(l _ ) tk ”

The error function that needs to be reduced for this issue is : E}2""(p, £)=[[—(1 — y)sinx + (—y sin (x))

xy(1-x)(1 —y)

d2[[04 (HX),(H(D),p,e)]0Wer
dx?

] lower __ l[ 7

+y(1 -y

d[04 (HX),H(y) H(D),p,€) [oWer
+y(l —y) = ”

(- % + %ex - iexcos(x) + i e*sin(x) + sin(x) +y [5G+ D] + fol tesE (s, t)dt ds]lover ]2
E.PP (p, €)=[[-(1 — y)sinx + (—y sin (x)) xy(1 -x)(1 — y)

A2[[0 1 (HE),(H (D), p,e)]0Wer [0 (HE),H(y) H(T),p.8) OWer
tk e T + y(l _ y) tk ™ T

] lower _ i X (= % + %ex - iexcos(x) + i e*sin(x) + sin(x) +y [(5 + T)] + fox fol teSE, (s, t)dt ds]lower |2
Since [0 (H(x), (H(D), p, )]V = X1 [ 03612V Q([aeryi 2T H(x;) +[ 610"
[0a(Hx), H(D), p, )]0 = T [vigle Qawryile " Hx))+[ 65177

lower
d[[O¢k(H(x), (:X(‘t) 0.E)]T _ Z 8 Uk]]lower[ ]lower Q((H (X])[ 1]lower_'_[/g',],]ltower)

dl[0k(HE),(H@D,p,)e PP
E— =R 8wl [l Q((HGxy) ]t + 64177
And so:
2 lower
d [[Otk(H(X)(vi(:z(T)'P.E)]T — 1(62 lower([w lower) Q ((H(X])

[V + [45]2°)

d?[[04(H(x),(H(1),p,e)] s PPET _

x2
[wiile” ™ +[61:°7)
AlsoQ =2Q%-2Q .
E(@i2""=[[[-(1 — y)sinx + (=y sin () +xy(1-x)(1 — y)
2
1 (82 [oiglever ([ ™er)” (2Q° — 2Q) ((H(x) [wryi] W er+[651°™°))
+y(1 — y) I, 8[ o[ ]1]1r°we‘" Q((H(xp[w; ]1°Wer+[f' Jewenever —
—e Xsin(x) + sin(x) +y [(5 + 1)] +f f tes.(s, )dt ds]lower |2
IE( die o =[[~(1 = ysinx + (=y sin () +xy(1-x)(1 — y)
(B2 [oig 7P (Fre 177 (2Q° — 2Q) ((HO [ao}e PP +[11771)
+ty (1 -y XL,8 ["fkl]uPper[ ji]gpper Q ((H(x))[w; ji]}tlpper
+[6;177P)] PP — i [ 1'=1(_E + iex - % e*cos(x) + iexsin(x) +sin() +y [G+D]+ [ f01 teSg (s, )dt ds] P ]
Since x in this example is between 0 and 1,which requires to select 0< § < 0.3, and let e= 10-3 .
In this training set will be X = (0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1) ,
H(x):(0.3,0.333,0.372,0.417, 0.468, 0.525, 0.588, 0.657, 0.732, 0.813, 0.9)
y = (0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1),
H(y): (0.3, 0.333,0.372, 0.417, 0.468, 0.525, 0.588, 0.657, 0.732, 0.813, 0.9)
Assessing the performance gradient in connection to the coefficient is simple. the analytic and neutrally netural
solution in the training set, which was used to train the feedforward NN is displayed in an equal equidistant grid of
points at [0,1] in figure (1). The exact response and train's accuracy errors are then provided by the oral result of
Mpyrs, tables (1.1) and (1.2).
Analytic and FFNN solution for example(1)are shown in table (1.1) where €= 10-3,

=1 (8 [ gl ([

12PPer) Q ((H(x;)

[Z (= —+ S e ——e *cos(x) +

T =08
input | input "Analytic solution” "Solution of FFNN & (x )"
x y (8 COT™ (6 CO1PP [6.CO1:™ (&GOl
0 0 0 0 0 0
0.1 0.1 0.679833417 0.519833417 0.679833417 0.519833417
0.2 0.2 1.358669331 1.038669331 1.358669331 1.038669331
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0.3 0.3 2.035520207 1.555520207 2.035520207 1.555520207
0.4 0.4 2.709418342 2.069418342 2.709418342 2.069418343
0.5 0.5 3.379425539 2.579425539 3.379425567 2.579425511
0.6 0.6 4.044642473 3.084642473 4.044642473 3.084642474
0.7 0.7 4.704217687 3.584217687 4.704217687 3.584217687
0.8 0.8 5.357356091 4.077356091 5.357356091 4.0773561

0.9 0.9 6.00332691 4.56332691 6.00332691 4.56332691
1 1 6.641470985 5.041470985 6.64147098 5.041470988

Correctness of the example(1)'s solution in table(1.2) where €= 10-3,t = 0.8

The error [E(x)]; = |[€.(®)]y — &®)]: |
[error]iower [error];PP¢"
0 0
4.86056E-13 1.50998E-11
5.0681E-11 7.19711E-11
3.96998E-11 2.2598E-10
8.94698E-11 4.16459E-10
2.79278E-08 2.73058E-08
8.44658E-13 3.80485E-10
5.58096E-11 2.84608E-11
3.29932E-11 8.9264E-09
2.54969E-11 3.63167E-11
4.7848E-09 2.9151E-09

Correctness of the example(1)'s solution in table(1.3) where €= 10-3,t = 0.8
The error [E(x)]x = |[£. (0], = &®)]- |

[error]iower [error]yPPe"
0 0
1.9524E-09 4.21E-08
4.40131E-06 1.37E-06
7.23921E-07 3.83E-08
2.93139E-08 2.08E-07
1.27325E-07 5.55E-07
3.34852E-09 4.61E-05
2.50821E-09 1.35E-07
6.25166E-08 3.48E-10
8.96736E-08 6.39E-08
2.39631E-12 3.14E-11
MSE=1.99246E-11 MSE=2.12E-09
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Note : By resolving the above example without updating, we found that [error]'®¥er=8.02873E-16 and
error =8. -16 and therefore we notice that the updated method is better.
“PP€'=834162E-16 and theref ice that the updated method is b

—— exact U

& e Trial U
— exact L
=== Trial L

5_

4

3_

2_

1_

0_

0.0 0.2 0.4 0.6 0.8 1.0

Figure 1: Neural and analytical solution for example (1), with € =10-3
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