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ARTICLEINFO ABSTRACT

Zero-day malware shows a significant cybersecurity threat due to its ability to avoid traditional
antivirus detection. This study investigates the application of machine learning techniques to
detect and classify such advanced threats. Specifically, two well-known machine learning
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classifiers: Support Vector Machine (SVM) and XGBoost, to classify malware in a static analysis
environment. The data was collected from the Kaggle platform and includes 5212 samples
containing 70 features extracted from PE (Portable Executable) headers, including features
from the DOS Header, PE Header, and Optional Header. The samples include both malicious and
healthy files, and ten-fold cross-validation was used. The performance of the classifiers was
evaluated using metrics such as accuracy, recall, F1 score, Roc curve and positive precision.

The results demonstrate XGBoost's performance was superior with an accuracy of about 99%,
while SVM's accuracy was about 96%. XGBoost shows its high effectiveness and low error rate,
which enhances its potential to be used as an effective tool in detecting zero-day malware and

machine learning improving cyber security capabilities to detect unknown threats.

SVM MSC.
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Meta-features
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1. Introduction
The Internet of Things (IoT) is one of the most prominent recent technological developments, providing
advanced capabilities in remote data monitoring and supporting automated decision-making processes [1][2].

However, with the significant expansion in the use of 10T devices and their increasing reliance on cloud
computing environments, major security challenges have emerged, including unauthorized access, sensitive data
leaks, and other complex cyber threats [3][4].
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Traditional intrusion detection methods such as signature-based detection and heuristic analysis have been
relied upon [5], but these methods have become insufficient to counter modern threats, especially with the use of
techniques such as obfuscation, polymorphic forms, and exploitation of unknown vulnerabilities.

As a result, there is a need for more intelligent and adaptive methods of attack detection, and machine learning
(ML) techniques have emerged as a powerful tool due to their ability to recognize unusual patterns and new threats
that traditional systems may fail to detect [6][7][8]. These systems have significantly outperformed the latest
available methods, achieving advanced performance that enhances the cyber security capabilities of IoT
networks [9].

ML models demonstrate a unique ability to automatically extract features from raw data, reducing the need for
human intervention and improving scalability. They have also proven effective in handling complex data such as
byte sequences and API calls, leading to improved classification accuracy in malware detection tasks [10].

However, the effectiveness of these systems depends heavily on the availability of high-quality training data,
which is a fundamental challenge in complex 10T environments, where comprehensive and sufficiently
representative data is always difficult to obtain [11][12].

The static analysis approach has been adopted for extracting malware characteristics, as it provides a safe
representation of software behavior without the need to execute it, thereby reducing operational risks and making it
a suitable option in resource-constrained environments.

This method has proven effective in machine learning-based detection systems, with a recent system for
studying malware using static analysis achieving a detection rate of 99.5% and a low error rate of less than 0.47%,
demonstrating its high accuracy and classification efficiency [13].

Many static malware detection approaches have been characterized by their examination of various
classification methods, including support vector machines (SVM), k-nearest neighbor (KNN) algorithms, Naive
Bayes (NB) algorithms, and others. According to the results, XGBoost classification can achieve an accuracy of over
90% [14].

A study [15]. showed that the XGBoost algorithm achieved high performance using static analysis on Meraz'18
data, competing with the most common classification algorithms in this field, which reinforces its importance as a
leading candidate for comparison with the SVM algorithm in this study. Similar study used memory analysis
techniques to extract features, using the SVM algorithm, which achieved a high accuracy of 98.5% [16].

An antivirus tool known as MLMD was developed [17], based on an XGBoost machine learning algorithm for
classifying malware. The researchers trained models using the XGBoost and Extra Trees algorithms on two datasets
obtained through various analyses of malicious and benign samples. They then compared their performance with
several other classification algorithms, including Random Forest, Decision Tree, SVM and Naive Bayes. The results
showed that the best performance was achieved using the XGBoost algorithm, which recorded an accuracy of 91.9%
on the fixed analysis data, a sensitivity of 98.2%, an area under the ROC curve (AUC) of 0.853, and an F1 score of
0.949.

This study highlights the effectiveness of the XGBoost algorithm in static analysis and its superiority over well-
known algorithms such as SVM and Random Forest, which highlights the importance of a direct comparison
between XGBoost and SVM, which is the aim of this research.

Despite these indicators, most studies in this field refer to comprehensive comparisons between many
classification algorithms, without focusing on a direct binary comparison between two specific algorithms [18],
which highlights the research gap that this study seeks to address.

The main objective of this study is to conduct an analytical comparison between two popular algorithms in this
field for classifying malware using static analysis and to evaluate their performance based on a set of standard
metrics.
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This study is particularly important because it relies on static analysis, which is a suitable option in secure
environments, as it allows software to be analyzed without executing it, thereby reducing operational risks.
Furthermore, the comparison between two popular algorithms in the field of machine learning helps guide
researchers and developers towards more effective and accurate techniques.

Given the existence of more popular algorithms, such as Random Forest, which has achieved the best accuracy
rates in many studies [19], they were excluded from our study to focus on less commonly used algorithms, such as
XGBoost and SVM, which show similar performance, allowing for a deeper evaluation of their effectiveness within
the framework of static analysis.

Another recent study [20] pointed out that machine learning-based malware detection systems face practical
security risks that go beyond accuracy. Using a stage-wise classification grounded in the CIA principles, they
provided a framework for analyzing vulnerabilities at each stage, supported by case studies that offer practical
insights into both defensive and offensive challenges. This complements our study, which focused on improving the
performance of SVM and XGBoost with meta-features and highlights the importance of considering model security.

Based on the above, this study focused on the SVM and XGBoost algorithms to analyze the impact of meta-
features on malware classification performance. Although the Random Forest algorithm may provide high accuracy,
its complex nature as an ensemble of trees makes it difficult to clearly interpret the contribution of each feature,
especially after adding the new features. Therefore, it was temporarily excluded to ensure clarity in the analysis and
to facilitate the evaluation of the impact of meta-features on the selected models.

2. Methodology

The proposed approach shows the process of comparing SVM and XGBoost classifiers for malware classification.
Their performance is evaluated with calculation several metrics such as accuracy, precision etc. The experiments
were conducted in two phases:

The experiments were conducted in two phases: the first using only the original feature set, and the second after
enhancing the dataset by adding meta-features related to file characteristics such as entropy, file size, imports count,
and the presence of suspicious API calls.

This experiment aimed to measure the impact of these additional features on improving the performance of the
models and to determine the extent to which each algorithm benefits from them. Our methodology stages are shown
in Figure 1. Methodology Steps.
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FIGURE 1. METHODOLOGY STEPS.

2.1 Data Collection

The dataset used in our study was collected from Kaggle and includes 5210 executable file samples with each
sample described by 70 features, that indicating a slightly imbalanced distribution. In addition, a set of meta-
features (such as entropy values, file size, number of sections, and section size ratios) was derived to enhance the
performance of the models. These samples represent both malicious and benign portable executable files extracted
using static analysis methods [22]. The distribution of classes based on this dataset:

e 722 malware samples represent with class feature equal 1
e 2488 benign samples represent with class feature equal 0.
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FIGURE 2. DATASET CONTENT.

According to Figure 2, the dataset consists static attributes extracted from Windows PE files. These features can
be grouped as follows:

e DOS header fields are basic legacy header fields from MS-DOS, sometimes manipulated by packers or
obfuscation tools.

o File header flags are bitwise flags from the PE File Header, which indicate characteristics like DLL type,
debug info, and subsystem.
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e Metadata about the compiler/linker and layout of code/data in memory.
Memory allocation and structure fields. These are relevant for analyzing how the binary behaves during
execution.
Information about operating system and subsystem versions targeted by the executable.
Flags from the optional header, which indicate options related to security like ASLR, DEP, etc.
Control memory usage by the program that may be manipulated by malicious code.
Additional analysis of whether the binary is packed or has suspicious sections.
Entropy features measure randomness, high entropy often indicates encryption/obfuscation.
e The target column is label, which include target variable 1 indicates to malware and 0 to benign.
2.2 Preprocessing

To ensure the dataset was ready for training, and enhance performance of model the following preprocessing
steps were applied:

e Convert categorical columns into numerical format.

¢ Handling missing values: Missing values were addressed by removing rows containing missing values in the
target column, while missing values in numerical features were imputed using the mean of each column to
ensure that the models received complete data ready for training.

e Feature Scaling: Numerical features were scaled using StandardScaler, which standardizes each feature to
have a mean of 0 and a standard deviation of 1, ensuring uniformity across features and improving the
performance of algorithms sensitive to feature magnitudes, such as SVM.

e Feature scaling, numerical features were scaled to ensure uniformity for algorithms sensitive to scale.

e The models were evaluated using 10-Fold Cross Validation, ensuring stratified splits to preserve class balance in
each fold.

e Asnoted in the introduction to the chapter, the data were later augmented by adding meta-features based
on technical characteristics of the executable, to improve the efficiency of the models.

2.3 Build Models
A. SVM

SVM is a supervised machine learning algorithm used for binary classification tasks. It works by finding the
optimal hyperplane that classifies the classes into malware or benign with the maximum margin. It's particularly
effective in high-dimensional spaces and works well for both linear and non-linear classification using kernel tricks.
In Table 1.

TABLE 1. HYPERPARAMETER FOR SVM.

Hyperparameter Value Role

Kernel Rbf Allows SVM to classify non-linear data.

C 1.0 Controls the trade-off between a smooth decision boundary and classifying training points
correctly.

Gamma Scale Defines how far the influence of a single training example reaches.

Class weight Balanced Automatically adjusts weights inversely proportional to class frequencies.

Probability True Enables probability estimates, which required for ROC/AUC evaluation.

Random state 42 Sets seed for reproducibility.

Based on Table 1, The RBF kernel was chosen because it excels in malware classification, being able to capture
complex nonlinear patterns. It also provides greater flexibility and adaptability to the data shape through the
gamma parameter, often achieving strong performance across a wide range of datasets, making it a better choice
compared to linear and polynomial kernels.

B. XGBoost

XGBoost is a powerful gradient boosting algorithm that builds an ensemble of decision trees sequentially. Each
tree corrects the errors of the previous ones by allowing the model to learn complex patterns and achieve high
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performance with efficient training. It's well-known for its speed and accuracy in tabular data classification tasks
like malware detection. The hyperparameter appears in Table 2.ga 4!l jdaa o ) gfiall iy ol 1Uad,

TABLE 2. HYPERPARAMETER FOR XGBOOST.

Hyperparameter Value Role

N_estimators 300 The number of trees the model builds, more tree high performance.

Learning_rate 0.1 Step size shrinkage used in updates to prevent overfitting.

Max_depth 6 Maximum depth of each decision tree, to capture more patterns but may overfit.

Subsample 08 Err)atcrta{ionr:no;]c training data to be used for each boosting round, to prevent overfitting and speeds
Colsample_bytree | 0.8 Fraction of features used for constructing each tree.

Random state 42 Seed for reproducibility.

According to Table 2.p3,4ll jdas o jgial) &b ol Ul The choice of max_depth=6 was made to strike a balance
between model complexity and performance, ensuring that the model remains robust, efficient, and capable of
learning the most important patterns.

2.4 Evaluation Models

After training the SVM and XGBoost models, their performance was evaluated using various of classification
metrics are defined as below [21]:

Accuracy is the ratio of correctly predicted samples both malware and benign to the total number of
samples. It provides insight how often the model is right overall but may be misleading in imbalanced
datasets if most files are benign.

Precision is the ratio of correctly predicted malware files to all files the model predicted as malware. High
precision means few false alarms, so most files flagged as malware really are malware.

Recall is the ratio of correctly predicted malware files to all actual malware files. High recall means the
model catches most of the malware, even if it occasionally flags benign files incorrectly. It's important to
avoid letting malware go undetected.

F1 Score is the harmonic mean of precision and recall. It balances both false positives and false negatives,
which a very useful metric, especially when need to balance detection rate (recall) with avoiding false
alarms (precision).

Confusion matrix is crucial to understanding the exact types of errors model makes.

ROC curve plots true positive rate vs. false positive rate at different classification thresholds, where high
AUC means the model can reliably separate malware from non-malware, even under different threshold
settings.

2.5 Malware Classification

The final step involves binary classification where:

Output 1 means malware
Output 0 means benign

Predictions are evaluated using the test set, and confusion matrices were generated to visually inspect
classification performance.

3. Results and Discussion
3.1 Results of SVM Model

A. Confusion Matrix



Mohamed Fadhil Imran, Journal of Al-Qadisiyah for Computer Science and Mathematics Vol.17.(4) 2025,pp.Comp 67-80 7

Confusion Matrix - SVM (10-fold CV)

Actual

Predicted
FIGURE 3. CONFUSION MATRIX FOR SVM.

As shown in Figure 3, after using the 10-fold cross-validation method, the classification results were
represented in the confusion matrix shown in Figure (3), where the model showed a clear ability to distinguish
between benign and malicious software. A total of 2,652 malicious cases and 2,377 benign cases were classified
correctly, while 111 benign cases were misclassified as malicious and 70 malicious cases were misclassified as
benign.

B. Summary of Classification

Classification Report:

precision recall fl-score  support
a.97 a.96 a.96 2488
1 a.96 a.97 a.97 2722
accuracy a.97 5214
Macro avg a.97 .96 @.97 521a
weighted avg @.97 e.97 8.97 521@

FIGURE 4. CLASSIFICATION REPORT FOR SVM.
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Based on Figure 4.2a4l) jias o gl abi ol 1Usd, The model's accuracy was 97%, indicating that 97% of the
samples were classified correctly. Both the macro average and weighted average showed a value of 0.97, reflecting a
good balance in the model's performance between the two categories: benign and malicious software. Despite the
similarity of the indicators between the two categories, the model showed a slight bias towards the positive
category (malicious software), where the recall value was higher (0.97 vs. 0.96 for the benign category). This
represents the algorithm's outstanding ability to detect malicious software.

C. Roc Curve

ROC Curve - SVM
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FIGURE 5. ROC CURVE FOR SVM.

After analysis area under the ROC curve across all folds for SVM model], it scores ranged between 0.90 and 1.00
as shown in Figure 5. This difference indicates that while the model consistently performed at a high level across all
folds, some subsets of the data posed slightly greater classification challenges, likely due to overlapping
characteristics between malware and benign samples. Folds with an AUC of 1.00 indicate to perfect separability,
where the model made no classification errors whereas folds with an AUC of 0.90 still showed excellent
discriminatory power, though with minimal misclassifications. In summary, these results confirm the robustness
and reliability of the SVM model in detecting malware from static PE features, maintaining strong generalization
across different data partitions.

Although the obtained AUC values were very high (close to 1.0), this does not necessarily indicate over fitting.
Several measures were taken to mitigate such risks, including the use of cross-validation to ensure result stability
across different subsets of the data, as well as applying data preprocessing steps to minimize the chances of data
leakage. Moreover, the nature of the features used (PE header features) reflects real characteristics associated with
malware, which further enhances the reliability of the results. Nonetheless, such extremely high values could still
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indicate a degree of bias or over fitting, especially if the dataset size is limited or lacks diversity. Therefore, it is
recommended that the models be tested in the future on larger and more diverse datasets.

3.2 Results of XGBoost Model
a) Confusion Matrix

Confusion Matrix - XGBoost (10-fold CV)

Actual

Predicted

FIGURE 6. CONFUSION MATRIX FOR XGBOOST.

According to Figure 6.2a4)) jdas Jo fial) oy ol 1Wd after using the 10-fold cross-validation method, the
classification results were represented in the confusion matrix shown in Figure 4, where the model showed
excellent performance in distinguishing between benign and malicious software. A total of 2,705 malicious cases
and 2,464 benign cases were classified correctly, while 22 benign cases were misclassified as malicious and 17
malicious cases were misclassified as benign.

b) Summary of Classification

Based on Figure 7, the model's accuracy reached 99%, indicating that it was able to correctly classify 99% of
the samples into two categories (legitimate and malicious software). The macro average and weighted average
indicators also showed the same value (0.99) for precision, recall, and F1 score, reflecting the model's balanced and
robust performance across both categories. Although the model's performance was nearly identical between the
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benign (0) and malicious (1) categories, these results demonstrate an exceptional ability to detect malicious
software without affecting the classification of benign software, which is critical in the context of cyber security.

Classification Report:

precision recall fl-score  support
a @.99 8.99 a.99 2488
1 a.99 8.99 a.99 2722
accuracy a.99 5214
macro avg @.99 8.99 @.99 5214
weighted avg 8.99 @.99 8.99 521@

FIGURE 7. CLASSIFICATION REPORT FOR XGBOOST.

c¢) RocCurve

ROC Curve - XGBoost
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FIGURE 8. ROC CURVE FOR XGBOOST.

As shown in Figure 8, the XGBoost model achieved an AUC score of 1.00 across all 10 cross-validation folds,
which indicate to perfect classification performance in every subset of the data. This exceptional result shows that
the model was able to flawlessly distinguish between malware and benign files with no false positives or false
negatives in any fold. Such consistency appears XGBoost’s ability to capture complex patterns within the static PE
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header features used in this study. In summary, the model’s high reliable for detecting even subtle forms of malware
in real-world scenarios.

3.3 Comparing Between Models
According to Figure 9, both the SVM and XGBoost models showed high effectiveness in detecting malware using
static PE header features. However, a closer look at the evaluation metrics reveals that XGBoost consistently

outperformed SVM across all key indicators.

Model Comparison Based on Cross-Validated Metrics

1.0

Model
- SVM
B XGBoost

score

Accuracy
F1 Score
Precision

Recall

Metric

FIGURE 9. COMPARISON BETWEEN MODELS.
Comparison between our models based on classification metrics is shown as blow:

e XGBoostaccomplished an accuracy of 99% compared to 97% for SVM, that made it fewer overall
classification errors.

e XGBoost had 0.99 precision for both classes that meaning it almost never falsely identified benign files as
malware or vice versa. SVM’s precision was slightly lower (0.97 for class 0 and 0.96 for class 1), which
indicates to a slightly higher false positive rate.

o XGBoostalso achieved a recall of 0.99 for both classes reflecting its superior ability to correctly identify
actual malware and benign samples. SVM's recall was 0.96 for class 0 and 0.97 for class 1, which suggests a
slightly higher false negative rate for benign files.

e XGBoost safeguarded a balanced F1-score of 0.99, appearing excellent harmonic means between precision
and recall, while SVM’s F1-score ranged between 0.96 and 0.97, still strong but comparatively lower.

In summary, both models are highly capable, XGBoost showed superior classification performance in all
evaluated metrics, by making it a more reliable and accurate choice for malware detection in this static analysis

context.
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3.4 Comparing models after adding meta features

After completing the initial comparison between the SVM and XGBoost classification algorithms using the
original feature set and obtaining the baseline values for the performance indicators and confusion matrix for each
model, we moved to the next stage of analysis.

In this stage, the Meta features were combined with the original data, and the same models were then retrained
on this expanded dataset to improve performance and reduce error rates.

This step aimed to evaluate the impact of the additional features on the model results, as well as to determine
which of the two algorithms benefited most from the inclusion of these new features.

TABLE 3. COMPARING CLASSIFICATION RESULTS BEFORE AND AFTER APPLYING META FEATURES TO THE
MODEL.

Standard SVM before SVM after XGBoost before XGBoost after
Accuracy 96.53% 99.06% 99.21% 99.23%
Precision 95.99% 98.80% 99.12% 99.27%
Recall 97.43% 99.41% 99.38% 99.27%
F1-score 96.70% 99.10% 99.25% 99.27%

TN 2337 2455 2466 2468

FP 111 33 22 20

FN 70 16 17 20

TP 2652 2706 2705 2702

This Table 3, shows that the SVM algorithm's performance improved significantly after adding meta-features,
with a significant reduction in classification errors, leading to a significant increase in the model's efficiency and
ability to distinguish between malicious and non-malicious software. In contrast, the XGBoost algorithm maintained
its high performance with minor changes in some performance metrics. This analysis reflects that adding meta-
features had a significant impact on improving SVM performance. Figure 10 shows the difference in the
performance of SVM and XGBoost algorithms after adding Meta features, by comparing four basic metrics: Accuracy,
Precision, and Recall.

Comparison of Performance Metrics after Adding Meta Features
1.0

. SVM
s XGBoost
0.8 1

0.6

Performance (0-1 scale)

0.2

0.0 -
Accuracy Precision Recall Fl-score

FIGURE 10. COMPARISON OF MODELS AFTER ADDING META FUTURE FEATURES.
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The Figure 10 shows that the SVM algorithm's performance improved significantly after adding meta-features,
with accuracy increasing from 96.53% to 99.06%, positive precision increasing from 95.99% to 98.80%, recall
increasing from 97.43% to 99.41%, and the F1 index increasing from 96.70% to 99.10%. In contrast, the XGBoost
algorithm maintained its high performance, with slight improvements in most metrics, with accuracy increasing
from 99.21% to 99.23% and positive precision from 99.12% to 99.27%. Recall, however, decreased from 99.38% to
99.27%, and the F1 index increased from 99.21% to 99.27%. This analysis shows that the impact of adding meta-
features was more pronounced on SVM performance, bringing its results very close to those of XGBoost, and
significantly reducing the gap between the two models.

4. Conclusion

This paper provided a deep comprehensive analytical comparison between the SVM and XGBoost algorithms for
malware classification Before and after the addition of Meta-features using static analysis of PE header features, The
XGBoost showed the clear superiority before adding features, which achieved an accuracy of 99.21% compared to 96.53%
for SVM. XGBoost outperformed SVM across all key evaluation metrics. These results highlight the reliability and higher
classification efficiency of XGBoost, making it a highly effective model for static malware detection, especially in 10T-
based cybersecurity applications.

Based on area under Roc curve, XGBoost has AUC score of 1.00 across all folds, which emphasizes its excellent
ability to distinguish between malware and benign files, while the SVM model showed slight variation with AUC scores
ranging from 0.90 to 1.00 that still reflecting high but less consistent performance.

While XGBoost demonstrated a clear superiority in the original analysis before adding meta-features, the SVM
algorithm had a different opinion after introducing these features, with its accuracy increasing from 96.53% to 99.06%.
Other performance metrics also increased, and the error rate decreased, making it a strong competitor, achieving high
performance and approaching XGBoost, which maintained its high performance. These results reflect the importance of
using meta-features to improve the capabilities of machine learning models, especially in malware classification, where
additional features can enhance models' ability to more accurately distinguish between malicious and benign patterns.

Based on the findings, the following recommendations are proposed:

o Implement XGBoost in real world scenarios as the core classifier in static-analysis-based malware detection systems
for its superior accuracy and precision.

e Enhance classification performance by using deep learning approaches such as Convolutional Neural Networks
(CNN).

o Use other datasets include a broader range of malware types especially zero-day threats to improve generalization.

e Integrated between static and dynamic analysis techniques to capture both code structure and runtime behavior that
way reducing false positives and improving detection robustness.

In conclusion, this study shows the importance of selecting high performance algorithms like XGBoost for malware

detection in critical systems and encourages future research focused on combining multiple techniques to address evolving
cybersecurity threats in real-world environments.
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