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performance of the machine learnind model negatively. In this paper, we proposed on hybrid
two optimization techniques Artificial Bee Colony (ABC) and Genetic Algorithm (GA) to
feature selected data. we used Random Forest (RF) and XGBoost classifiers to evaluate how
well they perform with the reduced features. Experiments are conducted on three datasets:
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algorithm reduces the number of features (up to 70-88%) while maintaining detection
Artificial Bee Colony accuracy, with accuracy reaching 97% in NSL-KDD, 92% in UNSW-NB15, and 94% in CIC-
Genetic Algorithm IDS2017.
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1. Introduction

Nowadays, computers and networks have become ubiquitous in people's lives [1, 2]. However, with the increasing
number of cyber-attacks launched by hackers, intruders, and cyber organizations, network security has become
increasingly critical [3, 4]. To ensure the safe operation of networks, network intrusion detection has become a
major research focus in recent years [5, 6]. Due to the large number of features in network intrusion detection
datasets, the time efficiency and accuracy of intrusion detection are reduced [7]. Therefore, feature selection has
become an important means of improving the performance of network intrusion detection [8, 9]. Researchers have
conducted extensive research on this topic, such as traditional feature selection methods (associative feature
selection, information acquisition, etc.) and swarm intelligence optimization algorithms such as swarm algorithms,
ant colonies, and gray wolf algorithms, to solve the feature selection problem [10-12]. [7] proposed.

The Artificial Bee Colony (ABC) algorithm is an intelligent optimization algorithm proposed by Karaboga et al. [13]
in 2005. In recent years, the ABC algorithm has been widely used in various fields [14, 15]. Because the ABC
algorithm has good optimization performance, it is more suitable for feature selection problems [16]. However,
when dealing with problems with a large number of data dimensions, the ABC algorithm is prone to local
optimization, and the searched solution is often not optimal [17]. The genetic algorithm (GA) is a random
optimization algorithm that starts with a random solution and then evolves it according to basic processes derived
from nature, such as mating and mutation, until it reaches a solution close to the optimal one [18, 19]. To improve
the feature selection algorithm, the artificial bee colony (ABC) algorithm was combined with the genetic algorithm.
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Both algorithms have their own method for searching for solutions. ABC is better at exploring, while the genetic
algorithm is stronger at exploring, as it uses crossing and mutation. Therefore, in this paper, ABC was combined
with GA to create the ABC-GA algorithm for feature selection

2. Related Works

Many papers have addressed the problem of attack classification in intrusion detection systems. Manual feature
selection methods have been used in some studies, which involves selecting relevant features using the researcher's
experience and domain knowledge. This allows researchers to focus on the features that are most important for
intrusion detection [20, 21]. Other researchers have used hybrid feature selection methods such as the information
measure of features (IMF) and the uncertainty measure of features (UMF), which help improve performance and
provide a broader view of the importance of features [22]. Another method is feature selection based on the
correlation coefficient, which measures the linear correlation between features to determine their dependence on
each other, allowing the algorithm to focus on the features most closely related to the target variable (intrusion or
normal behavior) [23,24]. In [25] reported using a combination of a support vector machine and a genetic algorithm
to reduce the number of features in the KDD CUP-99 dataset from 41 to 10. Experiments showed that this method
improved true detection rates while significantly reducing false alarm ratesln another study, [27] proposed using
the Pigeon Inspired Optimizer (PI10) algorithm to reduce the number of features on the KDD CUP-99, NSL-KDD, and
UNSW-NB15 datasets. Reducing the number of features from 41 to 7 reduced training time, maintained accuracy,
and reduced model building time. In a study on the CUP-99 and UNSW-NB15 datasets, logistic regression was used
for feature selection. The study found that 18 influential features for the CUP-99 dataset and 20 features for the
UNSW-NB15 dataset were effective in model training [28]. While these methods reduce dimensionality and improve
or maintain performance, their effectiveness depends on the selected features and they do not always guarantee
optimal results, especially in the case of imbalanced data. Many traditional strategies rely on heuristic rules that
limit their ability to represent complex relationships between features. And a variety of metaheuristic algorithms
are now being utilized to select features in IDS systems, most of the research has focused on a single (e.g. ABC, GA,
PSO, ACO, GWO) or hybrid algorithms whose functionalities in the search space are somewhat similar to each other.
To date, however, there has been little into the use of hybrid models that take advantage of a between exploration
and exploitation.

1. Artificial Bee Algorithm Enhanced by Genetic Factors (ABC-GA)

3.1 Artificial Bee Algorithm (ABC)

It is an optimal algorithm based on a model of the intelligence of a swarm of bees' foraging behavior. When a bee
finds food during its search, it returns to the hive with a sample to inform the rest of the worker bees of the food's
location and direction. The bee performs a waggle dance in a specific direction and a specific number of times to
indicate the food's location. It consists of three types of bees: worker bees, forager bees, and scout bees. Worker
bees explore solutions surrounding their current food location, while forager bees choose the best solution, taking
into account food quality. Finally, scout bees search randomly when a solution fails to improve. The number of
worker bees equals the number of solutions. Each solution is encoded as a binary feature vector:

X = {x1,x2,...,xn},xi € {0,1}

Where x; = 1 means the feature is selected, x; = 0 means it is not selected nis food sources and d is the total
number of original features.

During the employed-bee phase, each bee i generates a neighboring solution v;; for feature j using:
vij = xij + i (Xij — Xij)

Bee i updates its solution using a random bee k (k # i) and a random factor ¢;; € [—1,1]; if the new solution is
fitter, it replaces the old one.

3.2 Genetic Algorithm (GA)
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To avoid local optima, the GA applies crossover and mutation. The Crossover operation combines two solutions X ¢
and X" to generate a new one:

ynew _ X if rand <p,
' XP  otherwise
L

Where p, is the crossover probability.
To create diversity, mutation is used to flip feature values by small percentages:

1-X; if rand <pp,

Xt = { :
! X; otherwise

Where p ,, is mutation probability

3.3 The Proposed ABC-GA Algorithm

The proposed algorithm, ABC-GA, takes steps from the genetic algorithm and integrates them into an artificial bee
colony to optimize the selection of the required feature vector. Initially, randomly generated a set of binary
solutions, for each solution a subset of features vector is representing. Figure 1 illustrates proposed method (ABC-
GA).
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Figure 1- Proposed ABC-GA Based Feature Selection

In the used bee stage, each bee generates a neighbor solution using the neighborhood equation; if it is better fit, it is
replaced with the old solution. In the observation bee stage, solutions are selected probability of validity, as defined
as follows:

) fitness;
= o——
P YL, fitness ;

High fitness solutions are likely to be improved. In the scouting phase, stagnant solutions are replaced with random
solutions to maintain diversity. Hence, crossover and mutation improve exploration and prevent premature
convergence. The fitness function balances accuracy with feature reduction, which is defined as follows:

SelectedFeatures

Fitness = a(1 — F1) + § +v(1 - AUC)

TotalFeatures
where:

e F1represents the Fl-score,

e AUC denotes the Area Under the ROC Curve,

e SelectedFeatures is the number of chosen features, and TotalFeatures is the total number of available
features,
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e «a > [ >y are weighting coefficients that prioritize detection performance over feature minimization.

The weights were adjusted through preliminary experiments, and the values that gave the best performance were
chosen.

The iterative process continues until a termination condition is satisfied, either reaching the maximum number of
iterations or achieving convergence stability. Finally, the algorithm outputs the optimal feature subset, which
ensures the highest detection accuracy with the least number of features.

4 Experiments and Results
4.1 Dataset
Three publicly available datasets were used: UNSW-NB15, CIC-IDS2017, and NSL-KDD [28][29][30].

The UNSW-NB15 dataset was constructed with the IXIA PerfectStorm platform, simulating a combination of
legitimate and attack traffic in 2 days, resulting in approximately 100 GB of recorded network traffic. There were
nine categories of attack included in the dataset. Argus and Bro-IDS generated features for each traffic flow,
categorizing as temporal, content and statistical features from the network traffic, yielding a total of 47 features.

In contrast, the CIC-IDS2017 dataset was developed to create a more realistic simulation of user behavior. The
CICFlowMeter was employed to capture various features and metadata, including but not limited to: IP addresses,
ports, timestamps, and application protocols (HTTP, HTTPS, FTP, and SSH). Network traffic was generated from
about 25 virtual users through the B-Profile framework and attempted to mimic natural human activity.

The dataset NSL-KDD, a cleaned and balanced dataset based on the original KDD Cup '99 dataset, removing
duplicate records. It consists of four subsets (KDDTrain+, KDDTest+, KDDTest-21, KDDTrain+_20%) that focus on
the main types of penetration based on the original dataset: DoS, Probe, R2L, and U2R.

Table 1- Summary of IDS Datasets Used

Dataset Number of Samples Number of Features Attack Categories
NSL-KDD 125,973 41 (122 after encoding) DoS, Probe, R2L, U2R
UNSW-NB15 2,540,044 47 (196 after encoding) attack types 9
CIC-IDS2017 2,830,743 80 attack types 14

4.2 Parameter Settings

The artificial bee colony (ABC) and genetic algorithm (GA) were implemented using commonly used settings for
population size, number of iterations, and search operators, as summarized in Table 2. For the evaluation stage, the
default parameter settings implemented in the scikit-learn and XGBoost libraries were used. This allows the
evaluation to focus on the effectiveness of the proposed feature-selection mechanism rather than the classifier's
specific settings.

Table 2- Parameter Settings for ABC and GA

ABC GA
Parameter Value Parameter Value
Number of Food Sources 20 Population Size 30
Employed Bees 20 Crossover Probability 0.9
Onlooker Bees 20 Mutation Probability  0.02
Limit 15 Generations 25

Maximum Iterations 40
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4.3 Results

The evaluation relied on three datasets, divided into 70% training and 30% testing. Performance was examined in
three progressive setups. baseline using all available features, optimized input through the ABC-GA feature
selection scheme, and the same selection integrated with ensemble learning for comparative analysis.

Table 3 - Results without feature selection (All Features)

Dataset Classifier Accuracy Precision Recall F1 = AUC MCC
NSL-KDD RF 0.93 0.92 087 0.89 095 0.82
XGBoost 0.94 0.93 089 091 096 0.85
UNSW-NB15 RF 0.86 0.84 080 0.82 090 0.71
XGBoost 0.88 0.86 082 0.84 092 0.78
CIC-IDS2017 RF 0.87 0.85 079 0.82 091 0.74
XGBoost 0.89 0.87 082 0.84 093 0.77

Table 3 shows that the models achieved good performance when using all features, but some metrics remained
substandard. For example, on the NSL-KDD set, the XGBoost model achieved an accuracy of 94% with F1 = 0.91,
while the Random Forest model achieved an accuracy of only 93%. In contrast, the UNSW-NB15 set showed a
relative decline, with accuracy not exceeding 88% with XGBoost. On CIC-IDS2017, performance ranged between 87-
89%.

Figure 2 shows the effect of the ABC-GA algorithm in reducing the number of features for all datasets. In the NSL-
KDD set, the features were reduced from 122 to only 30, i.e., approximately 75% of the features were deleted. In the
UNSW-NB15 set, the reduction was greater, as the number decreased from 196 to only 23 features, a reduction of
more than 88%. In CIC-IDS2017, the number of features decreased from 80 to 38, i.e., approximately half.

M Features Before (Encoded) M Features After (ABC-GA)

196

122

o
o0
I :
o o
(3] m
M : B
NSL-KDD UNSW-NB15 CIC-1DS2017
Figure 2- feature Reduction by ABC-GA
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After applying the ABC-GA algorithm for feature selection, the performance improved significantly, as shown in
Table 4. The accuracy of XGBoost on the NSL-KDD set rose to 96% with F1 = 0.93, while the accuracy on the CIC-
IDS2017 set reached approximately 92% with AUC = 0.96.

Table 4 - Results after feature selection using ABC-GA

Dataset Classifier Accuracy Precision Recall F1 AUC MCC
NSL-KDD RF 0.95 0.94 090 092 097 087
XGBoost 0.96 0.95 092 093 098 0.89
UNSW-NB15 RF 0.89 0.87 0.84 085 093 0.77
XGBoost 0.91 0.89 0.86 087 094 0.82
CIC-IDS2017 RF 0.91 0.89 0.85 087 095 081
XGBoost 0.92 0.90 087 088 096 0.83

When feature selection was combined with ensemble learning, the model achieved the best performance, as shown
in Table 5. The classification accuracy for NSL-KDD reached 97% with F1 = 0.95, while the performance for UNSW-
NB15 rose to 92% with MCC = 0.85. The CIC-IDS2017 set achieved an accuracy of 94% and an AUC = 0.96.

Table 5 - Results with hybrid approach (ABC-GA + Ensemble Learning)

Dataset Accuracy Precision Recall F1 AUC MCC
NSL-KDD 0.97 0.96 094 095 098 093
UNSW-NB15 0.92 0.90 0.88 0.89 095 085
CIC-IDS2017 0.94 0.92 0.89 090 096 0.87

5 Discussions

Three experimental setups were compared: models trained using all available features, models using features
selected by the ABC-GA algorithm, and a hybrid approach combining ABC-GA selection with ensemble learning.

When all features were used, the models achieved reasonable accuracy but still showed signs of overfitting and
noise. For instance, on NSL-KDD, XGBoost reached 94% accuracy (F1 = 0.91), while Random Forest scored 93%. In
UNSW-NB15, accuracy peaked at 88%, and CIC-IDS2017 achieved between 87-89%.

When ABC-GA was used, the number of features was reduced severely: NSL-KDD: 122 features to 30 (~75%
reduction). UNSW-NB15: 196 features to 23 (~88% reduction). CIC-IDS2017: 80 features to 38 (~52% reduction).

In representing the performance, the model's accuracy improved after feature reduction for all datasets. The
performance of the xgboost model on NSL-KDD is 96% accuracy (F1 = 0.93). CIC-IDS2017 outcome is improved to
92% accuracy and 0.96 AUC.

After processing the features again through ensemble learning, the hybrid combination provided the highest
accuracy overall compared to using classifiers individually:

For NSL-KDD 97% accuracy improvement, F1 = 0.95. UNSW-NB15: 92% accuracy, MCC = 0.85. CIC-IDS2017: 94%
accuracy, AUC = 0.96.

The improvement was not limited to accuracy; reducing features also decreased overall data redundancy, decreased
computing time, and increased detection of rare attacks (R2L, U2R). In several scenarios, we were able to reduce the
features by 70% without a notable loss in recall /precision.
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6 Conclusions

This paper proposes a new Intrusion Detection System based on a hybrid feature selection. The method is
structured in two stages in the first, the Artificial Bee Colony (ABC) algorithm is applied, and in the second stage, a
Genetic Algorithm (GA) is integrated as a wrapper. Three common Intrusion Detection System datasets (NSL-KDD,
UNSW-NB15, and CIC-IDS2017) are used with the Random Forest (RF) and XGBoost (XGB) classifiers to evaluate the
proposed hybrid feature selection method in terms of accuracy, F1-score, AUC, MCC, and the number of selected
features. From the results, it is noted that the ABC-GA has achieved superior performance in terms of accuracy, AUC,
and F1-score metrics for all three datasets compared with several recent state-of-the-art methods. In addition, the
method significantly reduces the number of selected features in all datasets. The ABC-GA hybrid outperforms the
other compared methods. It reduces the number of features to 30 out of 122, 23 out of 196, and 38 out of 80 in NSL-
KDD, UNSW-NB15, and CIC-IDS2017 datasets, respectively, while maintaining high detection accuracy reaching
97%, 92%, and 94%.
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