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A B S T R A C T 

Cholesterol levels are associated with many health risks, especially cardiovascular disease. 

Therefore, predicting an individual's cholesterol levels is important to avoid such complications. 

This paper explores the determinants of blood cholesterol level and builds a machine learning 

model to predict cholesterol levels using the Framingham Heart Study dataset. Factors such as age, 

body mass index, and glucose levels were analyzed. The results showed that these factors are the 

most influential in determining cholesterol levels. Random Forest achieved the highest accuracy in 

predicting cholesterol levels in the three-level case (78%) and the binary case (88%). These 

findings indicate that machine learning can effectively identify individuals at risk of elevated 

cholesterol and highlight the usefulness of focusing on the main influential factors in preventive 

healthcare and early risk assessment. 
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1. Introduction 

Cholesterol is an essential biologically active substance for the human body and plays a role in many essential 

functions. However, increased cholesterol levels may lead to health problems, especially cardiovascular disorders [1][2][3]. 

Understanding the factors that fluctuate biochemical parameters, especially cholesterol, is important in the fields of 

community health and medical sciences [4][5]. Cholesterol appears in three main categories within cellular structures: 

Low-density lipoprotein (LDL), which is referred to as “bad” cholesterol, serves to transport excess cholesterol from the 

body [6-8]. On the other hand, substances such as low-density lipoprotein (LDL) or “bad” cholesterol are usually involved 

in the formation of cholesterol plugs on the arteries. Also, VLDL is involved in the accumulation of atheromatous plaques 

[8] [9]. Developing a model to predict the individual risk level for chronic non-communicable diseases including high 

cholesterol, which is strongly associated with changes in lifestyle and perceptions, is a major goal in the field of healthcare 

forecasting [10]. This prediction reflects the potential consequences on an individual's health and, implicitly, the potential 

to save effort and money within the community's health care system. Existing studies show that, utilizing machine learning 

methods, it is possible to predict the likelihood of a given patient being hospitalized using only the patient's socioeconomic 

and behavioral profiles; Without the need for clinical risk factors [11][12][13]. Cholesterol levels are assessed by 

conducting blood cholesterol tests [14]. Predicting cholesterol levels and subtypes in the absence of clear clinical symptoms 
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associated with hypercholesterolemia provides insight into the likelihood of developing cardiovascular disease [14] [15]. 

Therefore, ways to prevent or reduce high blood cholesterol levels are ways to reduce the chances of developing 

cardiovascular disease. Increased blood cholesterol levels are related to many factors such as: gender, age, family history of 

heart disease, dietary practices, obesity levels, physical activity, alcohol, smoking history, and diabetes [16][17][18][19]. 

Although many studies have applied machine learning to cholesterol estimation, most of them focus on specific lipid 

markers or clinical settings. There remains a gap in understanding how AI models can use common demographic and 

clinical variables to predict overall cholesterol levels in large population datasets such as FHS. 

Based on the existing literature and the identified research gap, this study proposes the following research 

hypotheses: (1) demographic, behavioral, and clinical variables—particularly age, BMI, and glucose—are significant 

predictors of cholesterol levels in the Framingham Heart Study dataset; and (2) machine learning algorithms, especially 

ensemble models, can effectively predict cholesterol categories in both binary and multi-class settings. This paper proposes 

an analysis  two main aspects: first, it performs an analysis of the determinants of cholesterol levels by feature importance 

ratio and identifies factors associated with increased cholesterol risk. Second, predict cholesterol levels using machine 

learning models on the FHS study dataset from case records. This paper is organized as follows: in Section 2, a review of 

the literature on cholesterol prediction and its associated factors is presented. Section 3 discusses the methodology used, 

including data preprocessing steps, feature selection techniques, and machine learning algorithms used. Section 4 presents 

the, experimental setup, including the parameters used for, training. The results of the experiments are discussed in Section 

5. Section 6 discusses the implications of the results and potential limitations of the study. Finally, Section 7 concludes the 

paper by summarizing the main contributions and findings. 

2. Literature Review 

A number of researchers have presented methods to model cholesterol levels and associated factors taking 

advantage of machine learning algorithms. The study [20] dealt with the estimation of low-density lipoprotein cholesterol 

(LDL-C), in cases of high triglycerides or non-fasting cases. The results showed that machine learning models, specifically 

those using gradient boosting (LDL-CX) and neural networks (LDL-CN), achieved a higher correlation with directly 

measured LDL-C compared to traditional methods such as the Friedewald and Martin equations. The machine learning 

models also showed significantly less bias. , especially in high triglyceride scenarios. In [21], they proposed a model to 

predict total cholesterol levels using machine learning. To develop the models they used clinical and anthropometric data 

collected during weight loss interventions. Through cluster analysis, it identifies patient groups with common 

characteristics that may contain diagnostic information. The results demonstrate the potential of machine learning to predict 

cholesterol levels with low average absolute error rates. In [22] Explores the integration of health data-driven machine 

learning algorithms to assess the risk factors of early-stage hypertension, especially in individuals with dyslipidemia. The 

study utilizes a significant dataset and different data mining and machine learning techniques in order to define the 

complicated relations between risk factors and developing early-stage hypertension. Importantly, the study identifies key 

predictors of hypertension such as age, body mass index, glucose levels, and C-reactive protein. This study demonstrates 

how machine learning can be used to define early disease prediction based on data. 

Authors in [23], focus on the application of machine learning to the management of dyslipidaemia for high-risk 

patients receiving lipid lowering medications in a primary care setting. Machine learning algorithms were developed by the 

authors to support the management of lipids while extracting information from electronic health records (via natural 

language processing) regarding a patient’s medication history. The study demonstrates that machine learning has the ability 

to identify suboptimal prescription behaviours, locate high-risk patients for closer monitoring, and provide evidence-based 

recommendations for therapeutic alternatives. However, the study focuses primarily on optimising medication management 

without examining the impact of other factors that might also affect the cholesterol levels of an individual. In [24], a 

method based on machine learning has been used to estimate LDL-C levels, and the paper discusses the effect of 

characteristics of the training datasets used for that purpose. The study demonstrates the significance of the training dataset 

characteristics for achieving credible estimates. In order to predict low-density lipoprotein cholesterol (VLDL-C), the 

authors [25] conducted an implementation study using interpretable machine learning techniques based on features of age, 

gender, and laboratory measures. They determined that the generalized linear model (GLM) yielded the best results among 

the different approaches. In paper [26], a model for predicting blood pressure and cholesterol was created using machine 

learning and multiple linear regression analysis (MRA.) The researchers indicated that machine learning models were 

successful in predicting outcomes for the presence of blood pressure and high cholesterol conditions. In [27], the authors 

analyzed the use of ensemble learning techniques to predict diseases such as diabetes and cholesterol. The study 
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emphasized that ensemble learning algorithms performed better than individual algorithms such as Adaboost, Random 

Forest, Bagging, Voting, and Stacking. 

The existing studies suggest that there are possibilities in machine learning for predicting some of the factors, and 

possibly disease, related to cholesterol. However, there is little comprehensive understanding of how features can predict 

cholesterol levels and how far it could predict cholesterol levels based on daily features and behaviors as discussed in the 

FHS data set. 

3. Materials and Methods 

To predict cholesterol levels in the Framingham Heart Study (FHS), a set of machine learning models was used and tested. 

Initially, cholesterol levels were divided into levels and a set of models were developed. Finally, it was tested. This section 

describes the dataset, models used, and breakdowns of cholesterol levels. 

3.1. Machine learning model 

Various machine learning models have been used to analyze factors affecting blood cholesterol levels. Selecting the 

appropriate learning algorithm for a given dataset and case study is crucial. An experimental approach that involves testing 

and evaluating multiple algorithms is usually the preferred methodology to ensure the optimal approach is selected. To 

achieve this, a group of machine learning algorithms such as (Random Forest, Gradient Boosting, Support Vector 

Classifier, K-Nearest Neighbors, Decision Trees, Naive Bayes, and Multi-Layer Perceptron) used in the literature were 

tested, with the aim of determining the most appropriate algorithm. The dataset was divided into input features (X) and the 

target variable (y), where X represents the clinical and demographic factors used for prediction and y represents the 

cholesterol category. The data was then split into training and testing sets so the model learns from one portion of the data 

and is evaluated on unseen samples to measure its performance. 

 

Fig. 1 - framework of machine learning models 

Random Forest (RF) is a state-of-art machine learning algorithm that ‘bootstraps’ several decision trees to enhance the 

generalisations ability of the resulting model and thereby handle over fitting of data. It is especially used in classification 

problems [28-29]. Gradient Boosting (GB) is another type of ensemble method that construct decision trees in sequential 

manner in which each tree tries to minimize the error made in the prior trees [30]. Support Vector Classifier (SVC) is a 

form of supervised learning that can handle classification. This method operates by identifying the plat that has the greatest 

distance between various classes and hence it is appropriate for both the binary and multiclass classification issues [31-32]. 

The K-Nearest Neighbors (KNN) is easy as it is one of the simplest classifiers. Of the K-nearest neighbors, it categorises a 

point by the majority class which the point belongs to. It is particularly useful when working in the local affine space of the 

patterns in the data [33][34]. Decision Trees (CT) is one of the simple types of ML. It divided the data into branches 

according to a feature value and make decision tree structures [35][29]. 

Naive Bayes (NB) It is a probabilistic classifier of a rather type that provides predictions based on the Bayes theorem [36]. 

Multi-Layer Perceptron (MLP) is a type of ANN which is layered and comprises of multiple nodes also known as neurons. 

Classification is one of the possible tasks it can be used in, as well as in many others [37][38]. These models were trained 

for the purpose of predicting cholesterol levels given the dataset given with different attributes like gender, age, education, 

smoking history, blood pressure. 
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3.2. Feature importance calculation 
For each classification setting (three-level and binary cholesterol categories), feature importance scores were derived from 

the Random Forest model. The Random Forest computes an importance score for each feature based on the mean decrease 

in Gini impurity: at every split in every tree, the reduction in impurity attributed to a given feature is accumulated and 

weighted by the number of samples in the corresponding node. After training, the total contribution of each feature is 

averaged over all trees in the forest and normalised so that the importance scores across all features sum to 1. 

 

3.3. Data and preprocessing 
The models were developed and tested in this paper using data from the Framingham Heart Study (FHS) [39]. FHS is a 

renowned and extensive cardiovascular cohort study. The dataset contains various variables relevant to our exploration of 

factors impacting blood cholesterol levels. Table 1 is a summary of the dataset, along with descriptions of its variables. 

Table 1 - Dataset Overview and Variables Description 

Variable Description (Accurate Definition) Type 

male Sex of participant (1 = male, 0 = female) Binary 

age Age of participant at exam Continuous 

education Education level (1–4 categorical scale) Categorical 

currentSmoker Whether participant currently smokes Binary 

cigsPerDay Number of cigarettes smoked per day Continuous 

BPMeds Using blood pressure medication at baseline Binary 

prevalentStroke Presence of stroke prior to the baseline exam Binary 

prevalentHyp Presence of hypertension at baseline Binary 

diabetes Physician-diagnosed diabetes Binary 

totChol Total cholesterol (mg/dL) Continuous 

sysBP Systolic blood pressure (mmHg) Continuous 

diaBP Diastolic blood pressure (mmHg) Continuous 

BMI Body Mass Index (kg/m²) Continuous 

heartRate Heart rate (beats per minute) Continuous 

glucose Fasting glucose level (mg/dL) Continuous 

 

In preparation for data analysis, several preprocessing steps were carried out. Firstly, the 'totChol' variable was categorized 

into three classes for triple classification: 'Desirable', 'Borderline high', and 'High', with specific thresholds applied (see 

Table 2). Values that were less than or equal to 200 mg/dL were termed 'Desirable', values between 201 mg/dL and 239 

mg/dL were termed 'Borderline high', and values greater than or equal to 240 mg/dL were classified as 'High' [40]. The 

threshold limit for the three different types of cholesterol level was selected based on the National Library of Medicine 

(NIH) [41]. In the case of binary classification, 'normal' was defined as values less than or equal to 200 mg/dL and 'high' 

classified values in the 201 mg/dL to 239 mg/dL range. 

The FHS dataset contains several variables with missing values. In this study, missing records were handled by removing 

any rows that contained missing values in the selected predictors or in the target variable, in order to ensure consistency of 

the training samples and avoid introducing bias from imputation. 

Table 2 - Total Cholesterol Level Classification 

Total Cholesterol Level Class 

Less than 200mg/dL Desirable 

201-239 mg/dL Borderline high 

240mg/dL and above High 

 

Feature selection involved the inclusion of variables such as 'male', 'age', 'education', 'currentSmoker', 'cigsPerDay', 

'BPMeds', 'prevalentStroke', 'prevalentHyp', 'diabetes', 'sysBP', 'diaBP', 'BMI', 'heartRate', and 'glucose' as predictors for 

machine learning models. Subsequently, the dataset was split into training (80%) and testing (20%) sets using the 
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`train_test_split` function, and feature scaling was applied through the `StandardScaler` to standardize all features with a 

mean of 0 and a standard deviation of 1. 

4. Results 

In the following section, the study presents the outcomes of the analysis, encompassing feature importance and the 

performance metrics of diverse machine learning models employed for the prediction of cholesterol levels. To ensure 

reproducibility and to avoid model overfitting, all machine-learning algorithms were trained using the default 

hyperparameters available in the scikit-learn implementation. 

4.1. Feature Importance 

Feature importance is analyzed to identify the variables that have an impact on blood cholesterol levels. Feature importance 

has the purpose of identifying the most effective input variables in providing an estimate of cholesterol levels and is of 

importance to the healthcare profession and researchers in general as well as to identify the input features for a prediction 

model. During classification, cholesterol levels were first divided into three categories namely; “Desirable”, “Borderline 

High” and “High” based on certain thresholds. The average importance scores according to this three-level classification 

are shown in Figure 2 based on the selected features. 

 

Fig. 2 - Average Importance based on Three-level Classification 

As depicted in fig 1, age, BMI, and glucose levels are very influential variables for predicting cholesterol levels. They are 

among the most significant predictors of whether cholesterol levels fall within the “desirable,” “borderline high,” or “high” 

categories. In addition, factors such as diastolic blood pressure (diaBP), heart rate, systolic blood pressure (sysBP), and 

average number of cigarettes smoked per day (cigsPerDay) showed importance in this classification.  

With respect to a two-level classification of “normal” and “high” cholesterol levels, figure 3 presents the average 

importance scores for features selected for the children in this classification. 
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Fig 3 - Average Importance based on Two-level Classification 

Figure 2 illustrates that education, age, and average numbers of cigarettes smoked per day (cigsPerDay) are the most 

influential features to differentiate between the “normal” and “high” cholesterol classification. These findings highlight the 

importance of education level in the prediction of an individual at risk for “high” cholesterol levels. 

4.2. Model performance 

The predictive abilities of the chosen machine learning models to forecast cholesterol readings were compared against one 

another using precision, recall, F1 Score and Accuracy (ACC) metrics across both 3 classifications and 2 classifications 

(shown in Table 3).  

Table 3 - Three-level classification model performance 

 

 

 

 

From the information provided in Table 3, Random Forest had a combination of both the highest ACC and REC values for 

the first level (“high”) cholesterol classification category indicating that the Random Forest model predicted high 

 High Borderline Desirable  

Model Precision Recall F1 Precision Recall F1 Precision Recall F1 ACC 

RF 0.82 0.95 0.88 0.44 0.1 0.16 0.26 0.12 0.16 0.78 

GB 0.85 0.65 0.74 0.14 0.33 0.19 0.18 0.31 0.22 0.58 

SVC 0.88 0.59 0.7 0.12 0.67 0.2 0.17 0.17 0.17 0.53 

KNN 0.82 0.58 0.68 0.12 0.24 0.16 0.16 0.38 0.23 0.53 

CT 0.82 0.77 0.8 0.04 0.05 0.05 0.15 0.2 0.17 0.65 

NB 0.84 0.06 0.12 0.09 0.74 0.16 0.1 0.35 0.16 0.14 

MLP 0.86 0.54 0.66 0.1 0.17 0.12 0.16 0.46 0.24 0.5 
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cholesterol patients efficiently. Additionally, Gradient Boosting had the greatest balance between precision and recall, with 

the highest F1 Score indicating the highest degree of accuracy in being able to identify high cholesterol patients. Support 

Vector Classifier achieved the highest precision for identifying patients as having “high” cholesterol, therefore supporting 

the claim of this model providing the most precise selection of patients with high cholesterol levels. 

Table 4 - Two-level classification model performance 

 High Desirable  

Model Precision Recall F1 Precision Recall F1 ACC 

RF 0.91 0.95 0.93 0.29 0.18 0.22 0.88 

GB 0.92 0.95 0.93 0.33 0.21 0.25 0.88 

SVC 0.93 0.67 0.78 0.15 0.54 0.24 0.66 

KNN 0.93 0.69 0.79 0.15 0.51 0.24 0.68 

CT 0.91 0.84 0.87 0.15 0.26 0.19 0.78 

NB 0.93 0.06 0.11 0.1 0.96 0.18 0.15 

MLP 0.92 0.83 0.87 0.16 0.29 0.21 0.78 

In the cholesterol classification task with two levels, the performance across all models was improved, with Support Vector 

Classifier (SVC) and K-Nearest Neighbors (KNN) demonstrating high precision stating that an individual has "high" 

cholesterol, indicating that these models did well in detecting an individual with high cholesterol. The Random Forest (RF) 

and Gradient Boosting (GB) models achieved high F1 scores on their individual classes and for both the "desirable" and 

"high" categories due to having a relatively high degree of precision as well as recall rates being approximately equal 

between the two classes for most instances. Conversely, the Naive Bayes (NB) model showed much lower levels of recall 

for high-value cholesterol, meaning it produced many more false negatives than all of the other models. 

5. Discussion 

The variable influence assessment in this project produced important conclusions regarding what affects cholesterol. 

Across both three and two levels of cholesterol classification, age, BMI, and glucose were shown to have the largest impact 

on cholesterol. Healthcare providers can use this information to develop interventions directed toward specific individuals 

with high cholesterol. For example, many individuals classified as having high glucose or BMI will likely benefit the most 

from lifestyle changes to improve cholesterol. This serves as an example of how understanding the variability between 

people and applying personalized approaches to medicine will enable healthcare professionals to make better informed 

decisions concerning cholesterol management.  

The machine-learning analyses of predicting cholesterol levels based on classification tasks revealed very different 

comparative performance metrics, depending on the scenarios involved. Some machine-learning algorithms demonstrated 

good metrics (i.e., precision, recall, and F1 score) for predicting cholesterol levels in some scenarios, while in other 

scenarios, as indicated by some of the highest precision metrics, support vector classifier (SVC) and k-nearest neighbours 

(KNN) performed better. Because there were significant differences, a potential opportunity exists to further refine these 

models and the subsequent intervention in the context of healthcare settings. 

The predictive outcomes derived from the machine-learning models have significant clinical implications for treatment 

decisions. Being able to identify those patients most likely to fall into the “high” cholesterol category allows healthcare 

providers to implement earlier targeted interventions (i.e., lifestyle modification, dietary counselling, or additional 

laboratory investigations) before the development of complications such as atherosclerosis or cardiovascular disease. The 

strong correlation of age, body mass index (BMI), and glucose levels with model predictions corresponds with current 

clinical data. Thus, the models utility to stratify patients based on predicted cholesterol levels supports preventive medicine 

initiatives, can be used to improve the care process, assist with resource allocation, and help to prioritise patients who are at 

greater risk of dyslipidaemia and cardiovascular events. 

6. Conclusion 

The investigation found a range of factors to consider for informing the measurement of cholesterol levels and for 

developing models. Age, body mass index, and blood glucose level were the three most important predictors of cholesterol 
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regardless of whether the prediction model was built on two or three different cholesterol values. Therefore, these three 

predictors should be included in any health-related efforts or any personalized medical efforts that would aim to reduce risk 

for cardiovascular disease. When comparing the models for predicting cholesterol levels, it became apparent that there was 

a wide range of performance for each of the different types of models used (e.g., Random Forest and Gradient Boosting 

performed better than other models for predicting cholesterol levels with this application, while SVCs and K-nearest 

Neighbors performed well for some cholesterol levels). As such, it is clear that continued development of predictive models 

will enhance the capability of future models to provide accurate cholesterol prediction. 
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