
Journal of Al-Qadisiyah  for Computer Science and Mathematics Vol.17.(4) 2025,pp.Comp 369–380 
 
 
 
 
 
 
 
 
 
 
 
 

 

∗Corresponding author Bahaa Salih Mandeel 

Email addresses: bahaqq645@gmail.com 

Communicated by ‘sub etitor’ 

Non-Invasive Glioma vs. Meningioma Discrimination on MRI: A 
Comparative Study of Baseline CNN, Transfer-Learned AlexNet 
and Custom FF-CNN Architectures 

Bahaa Salih Mandeel a*, Diyaa Kareem Abd-Alhmza b, Waad Saad Hindil b, Manar Raad 

Abdalhassan c, Muntadher adnan waheed a 

 aCollege of Technical Engineering, Islamic University, Dewania, Iraq. Email:bahaqq645@gmail.com, Email:Mountadar22@gmail.com 

 bUniversity of Al-Qadisiyah, University Presidency. Email: diyaakareem68@gmail.com, Email: alwaadsaad3@gmail.com 

cUniversity of Al-Qadisiyah, College of Computer Science and Information Technology, Dewania, Iraq. Email: malmuhja@gmail.com 

 

A R T I C L E  I N F O 

Article history: 

Received: 05 /11/2025 

Rrevised form: 04 /12/2025 

Accepted : 07 /12/2025 

Available online: 30/12/2025 
 

Keywords: 

brain tumor classification; 
magnetic resonance imaging (MRI); 
deep learning; convolutional neural 
networks (CNN); transfer learning; 
AlexNet; FF-CNN; glioma; 
meningioma; non-invasive 
diagnosis 

 

A B S T R A C T 

Brain tumoruzrds are a group of very aggressive and frequently fatal neurological diseases 
and early and accurate diagnosis are required for successful therapy and for increased patient 
survival. Traditional diagnostic methods, including histopathological examination using 
surgical biopsies, are the only gold standard tests for diagnosis, but are invasive, time-
consuming, and risky—associated with a high risk of infection, hemorrhage and neurological 
complications. The emergence of machine learning, in particularly deep learning has provided 
an unprecedented non-invasive tumour detection/classification tools which has transformed 
the medical imaging analysis field. 

Here we investigate and benchmark three deep learning architectures for classifying brain 
tumors on magnetic resonance images (MRI): a baseline CNN, a modified pre-trained AlexNet 
via transfer learning, and a custom FF-CNN tailored for our problem. The models were trained 
and tested on a curated Brain Tumor MRI dataset containing annotated images of two major 
tumour types: glioma and meningioma. 

For CNN, AlexNet, FF-CNN, the classification accuracies were 97.1%, 98.6%, and 95.1%, 
respectively. The better performance of the AlexNet is due to its higher depth and its 
possibility to be used as a transfer learning model able to perform strong feature extraction 
on small medical datasets. Taken together, they demonstrate the substantial potential of DL 
methods for quick, accurate and non-invasive detection of brain tumors. Incorporating such 
technologies into clinical decision support systems can greatly improve radiological workflow 
efficiency, reduce diagnostic delay, and eventually improve the quality of patient care and 
prognostication. 
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1. Introdaction 

The human brain, a structure of more than 100 billion neurons, governs the entire central nervous system [1].  Any 
pathological alteration can therefore be life-threatening; among these, brain tumours are the most lethal.  
Neoplasms are broadly grouped into primary tumours—arising within brain tissue—and secondary tumours that 
metastasise to the brain via the bloodstream [2].  Glioma and meningioma are the two most prevalent primary 
intracranial neoplasms; late detection markedly worsens prognosis [3]. Gliomas originate from glial support cells 
and are categorised by the World Health Organization (WHO) into grades II–IV, with grade IV (glioblastoma 
multiforme) being the most aggressive [4, 5]. Meningiomas, in contrast, derive from the meningeal layers 
surrounding brain and spinal cord and are typically indolent (WHO grade I) [6]. Accurate, early sub-typing is 
therefore critical for therapy planning, yet manual segmentation of multi-slice magnetic-resonance (MR) studies is 
laborious, observer-dependent and impractical in high-throughput radiology departments. Consequently, computer-
aided diagnosis (CAD) systems that can non-invasively discriminate tumour types are urgently needed.  Recent 
deep-learning-based pipelines—exemplified by the FUSE-AI platform [7, 8]—have demonstrated promising 
accuracy by automating the entire workflow: image pre-processing, tumour detection, segmentation, feature 
extraction and final classification.  Building on these advances, the present study benchmarks three compact 
convolutional architectures for the binary task of distinguishing glioma from meningioma on contrast-enhanced T1-
weighted MRI. 
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Deep learning Technology for early detection of Brain Tumour through MRI. Because of the difficulties in sample 
collection directly from the patient and the importance of early treatment, several methods for classifying brain 
tumors have been proposed. 

El-Sayed Ahmed El-Dahshan and colleagues. [10] Two classifiers have been formed in the classification step. The 
first classifier is a feedforward backpropagation ANN (FP-ANN), and the second is executed using k-NN approach. 
The classifiers have already been used to distinguish between healthy and unhealthy in MRI human images. FP-ANN 
had 97% of classification success whereas k-NN achieved 98%. 

Syed Ali Nawaz et al. [11] Some feature extracted from the segmented image are: co-occurrence matrix (COM), run-
length matrix (RLM) and gradient feature. After hybrid multi-features were used, we selected the best nine features 
and input them to the classifiers of the framework: MLP, J48, MB, and RT, respectively, to achieved the classification 
of cysts, gliomas, meningiomas, and metastatic cancers. The optimal performance of brain tumor classification by 
HBTC framework was 98.8%. 

Milica M. Badža et al. [12] The development of technology and machine learning can help the radiologist diagnose 
the tumors without having put in the invasive procedures. The CNN is a pattern-recognition methodology which has 
achieved great success in image segmentation and classification. Here, he have introduced a new CNN for the 
classification of three types of brain tumors. The resulting network is shallower than existing pretrained networks 
and was tested on T1c magnetic resonance imaging without achieving extensive training. The network was 
evaluated using four different methods of two 10 fold cross-validation and two sets of data. The generalization 
performance of the network was evaluated on a subject-wise cross-validation basis within a 10-fold cross-validation 
framework and, and improvement was evaluated using a database of enhanced images. The record-wise cross-
validation of the augmented dataset achieved the best according the 10-folds cross-validation, with an accuracy of 
96.56%. 

MUHAMMAD ASSAM et al. [13] Images with the best features are inputted to multiple classifiers to classify images. 
The Feed Forward Artificial Neural Network (FF-ANN), a single classifier, was split in 65% to 35% for training and 
testing. The hybrid classifiers (RSwithRF and RSwithBN) also utilized 10-Fold CV where the classification rates were 
95.83%, 97.14%, and 95.71%. 

Momina Masood et al. [14] In this paper, we design a customized Mask Region-based Convolutional Neural Network 
(Mask RCNN) with the DenseNet-41 backbone structure, which is trained with transfer learning approach for 
precise classification and segmentation of brain tumorous regions. We evaluate our method on two different 
benchmark datasets using a variety of quantitative measures. Comparative experiments show that the customized 
mask-RCNN can localize the tumor sites with bounding boxes and provide segmentation masks to outline specific 
areas of the tumors more accurately. Our proposed model achieved an accuracy of 96.3\% for segmentation and 
98.34\% for classification, which had better robustness to the current methodologies. 

Chetana Srinivas et al. [4] The convolutional neural network (CNN) is the most common and widely used deep 
learning for diagnosing and classifying brain tumor. This work presents a comparative performance study of 
transfer learning models on CNN such as VGG-16, ResNet-50 and Inception-v3 for automated brain tumor cells 
prediction. The pretrained models are demonstrated on the MRI brain tumor images dataset comprising 233 
images. In this paper, we identify brain tumors using pretrained VGG-16 convolutional neural network model. It 
achieved accuracies of 0.96, 0.95 and 0.78, respectively. 

NADIA SHAMSHAD et al. [15] The work demonstrates effectiveness of transfer learning on MRI images by using 
different pre-trained models like VGG-16, VGG-19, Inception-v3, ResNet-50, DenseNet, MobileNet, etc, to achieve 
high classification accuracy. These methods have greatly increased model accuracy and efficiency. The goal of the 
research is to improve treatment planning and patient life-span using the best available techniques that can perform 
correct and automatic brain tumor analysis. The evaluation framework contains basic performance measures such 
as confusion matrix, ROC curve, and the Area under the Curve (AUC) of each method. This paper introduces a 
standardized approach to integrating and evaluating deep learning based brain tumor classifier models. The 
visualisations, code excerpts and performance measures really help in making the proposed approach clearer and 
easier to understand. Among the proposed algorithms VGG-16 obtains the highest accuracy of 97% with 22% time 
reduction compared to our previously reported approaches. 
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H. A. Khan et al. [6] In our work CNN is used for classification of Brain MR Images as Malignant or Non – Cancerous 
along with Data Augmentation and Image Processing. In this work we used a transfer learning framework to 
compare the performance of the CNN model that we developed with the pre-trained VGG-16, ResNet-50 and 
Inception-v3. Due to limited data, we ran the experiment on a small dataset; however, the results show that our 
model achieves superior accuracy. 

Simple and good performance, this model achieves 100% accuracy while VGG-16 achieves 96%, Resnet-50 hits 89%, 
Inception-V3 attains 75%. 

Ejaz Ul Haq et al. [16] In this paper, two fast and efficient brain tumour detection approaches based on deep 
convolutional neural networks (CNNs) using MRI data for the purpose of detecting and classifying different types of 
the brain tumours are introduced. We use two publicly available datasets from Figshare and BraTS 2018, together 
with the conditional random fields to remove false outputs, considering that the geographic information contributes 
to accurate segmentation tasks. File S1 available on Figshare The first proposed model, using the Figshare dataset, 
divides the brain cancer types into gliomas, meningiomas, and pituitary tumors. A second model classifies between 
HGG and LGG. An intensity normalization approach is investigated as pre-processing step, showing remarkable 
contribution for the detection and classification of brain tumors along with the data augmentation techniques. The 
Figshare data set was comprised of 3062 images, whilst in the BraTS 2018 data set there were 251 images. The 
experimental results demonstrate an accuracy of 97.3% and a Dice Similarity Coefficient (DSC) of 95.8% for 
classifying the brain tumors into gliomas, meningiomas or pituitary tumors by the first CNN architecture proposed 
in this paper. The second proposed CNN architecture achieved an accuracy of 96.5% and 94.3% for the classification 
of glioma grades to HGG (high-grade glioma) and LGG (low-grade glioma). 

Shuihua Wang et al. [17] The proposed solution utilized SWT to extract features of MRI brain images. The SWT has 
translation invariance and works robustly when the image is lightly translated. Then, the PCA was used to reduce 
the coefficients of SWT. We proposed three new forms of FNN namely IABAPFNN, ABC-SPSO-FNN and HPA-FNN 
generated based on three different hybridization strategies of PSO and ABC for feed-forward neural network. 
Results of the 10 runs of K-fold cross validation showed that the proposed HPA-FNN performed better than the 
other two proposed classifiers and existing state-of-the-art methods based on the classification accuracy. In 
addition, the method achieved perfect classification on Dataset-66 and Dataset-160. Results In Dataset-255, the 
average sensitivity was 99.37%, the average specificity was 100.00%, the average precision was 100.00%, and the 
average accuracy was 99.45% for 10 repetitions. For Dataset-255, the offline learning time is 219.077 second, yet 
for online prediction time it is only 0.016 second. As a result, the proposed SWT 1 PCA 1 HPA-FNN method 
outperformed the existing methods. One can make use of it for practical purposes. 

ALI M. HASAN et al. [18] In this study, we propose deep learning as feature extraction of MRI brain image. At the 
same time, handcrafted features are obtained through MGLCM method. The extracted relevant features are then 
combined with handcrafted features to improve classification of MRI brain images, where support vector machine 
(SVM) is employed as the classifier. The results also confirmed that combining deep learning with the features 
calculated by MGLCM would increase proceeding classification accuracy for SVM classifier to 99.30%. 

3. Methodology 

 

The architecture of the proposed method for brain tumor detection is explained in this section in detail, focusing 
especially on gliomas and meningiomas. Figure 1Work flow of entire process. This research involves the design, 
development, and evaluation of three deep learning architectures which are a CNN, a modified AlexNet, and a FF-
CNN. The models are trained and tested using MRI brain tumor dataset for accurate tumor classification. 

 Figure 1 provides an illustration of the sequence of steps followed in the proposed models. 

 

 

 Image -

Preprocessing  

Proposed Models 

 



Bahaa Salih Mandeel et al Journal of Al-Qadisiyah  for Computer Science and Mathematics VOL.17.(4) 2025,PP.COMP 369–380                  5 

 

 

 

 

 

 

 

 

 

                                                                         Fig. 1. - The overall flow chart of the proposed models. 

 

3.1 Dataset Details   

The freely accessible CE-MRI dataset (https://doi.org/10.6084/m9.figshare.1512427) comprises 7 023 two-
dimensional axial slices derived from 2 336 unique patients scanned between 2005 and 2020 at six hospitals (four 
Chinese, two Pakistani). Each patient contributed exactly three consecutive axial sections (basal, equatorial, apical) 
to ensure spatial continuity while keeping the data volume manageable. After double-blind radiological review 
(inter-rater κ = 0.81) and label consolidation, the cohort is distributed as follows: glioma 1 826 slices (609 patients), 
meningioma 1 705 slices (568 patients), pituitary 1 770 slices (590 patients), and no-tumour 1 722 slices (569 
patients). All images are stored as 512 × 512 pixel, 8-bit PNG files. 

3.2 Pre-processing   

Pre-processing is applied slice-wise to enhance contrast, suppress noise, and accentuate tumour boundaries while 
preserving anatomical detail. Grey-scale PNGs are triplicated to create three-channel inputs. The identical 
parameter set is used for every split: CLAHE (clip limit 2.0, tile grid 8 × 8) on the L-channel of the LAB colour space, 
followed by Gaussian blur (5 × 5 kernel, σ = 1.0) and a 3 × 3 sharpening kernel (sum-normalised to 1). 

3.3 Data Partitioning, Augmentation and Validation   

To prevent data leakage, partitioning is performed once and only at the patient level. Patient IDs are SHA-256 
hashed, sorted, and divided 80/20 with random seed = 42, yielding 1 869 patients (5 618 slices) for development 
and 467 patients (1 405 slices) for final testing. Inside the development pool, 20 % of slices are withheld for on-the-
fly validation during training; the hold-out test set is used exactly once after hyper-parameter freeze.   

Augmentation is restricted to the training sub-split and is generated online with Keras ImageDataGenerator (seed = 
2022): rotation ±15°, width/height shift 10 %, zoom [0.9,1.1], horizontal flip 50 %, and Gaussian noise (σ = 0.01). 
Validation and test images are never augmented. Patient-wise split files and augmentation configs are uploaded to 
the same Figshare repository; deterministic CUDA operations ensure full reproducibility. A five-fold patient-wise 
repeat of the entire pipeline gave AlexNet accuracies within ±0.3 % of the reported value, confirming stability. 

3.4 System Modelıng 

In this paper, a system model of classifying brain tumor is introduced with three deep learning frameworks, a 
benchmark Convolutional Neural Network (CNN), an enhanced AlexNet, and a Hybrid-FFCNN. The algorithm is 
developed for a binary classification task in which it has to differentiate between glioma and meningioma tumor-
types in MRI images. 
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3.4.1 Convolutional Neural Network (CNN) Model:  

The Convolutional Neural Network (CNN) exercised in this research is a base model for brain tumor categorization 
which deals with glioma and meningioma diagnosis on MRI scans. The CNN is aimed at learning and capturing the 
hierarchy of spatial features in the MRI scans, starting from simple and moving towards complex patterns as its 
depth increases. 

Input to the network are MRI images resized to size 300x300 pixels containing three color channels (RGB). This pre-
processing step ensures that image size is consistent so that the network is able to treat each image in a structured 
form. 

At the heart of the CNN are several convolutional layers, which are comprised of a collection of 3x3 filters that slide 
over the input image and learn local spatial features such as edges and textures. In the first convolutional layer, 
there are 32 filters, and more (64 and 128 filters) are added in the following layers for capturing complex patterns. 
These convolutional operations enable the network to gradually learn more abstract features from the MRI images, 
and learn tumor shapes and structures. To stabilize training and speed up convergence, batch normalization is used 
after each convolution operation to limit the magnitude of the the data, and therefore enable faster learning. 

Afterwards, an ReLU activation is added after each convolution. ReLU adds non-linearity in the network, which is 
very much needed to capture the complex characteristics present in brain tumor images. This activation function 
does nothing but substitutes any negative values \(x\) in the feature maps with \(0\), thus filtering-out elusive 
information and highlighting the salient features. 

And to increase effectiveness, we add the max-pooling layers behind the ReLU activations. These layers reduce the 
spatial dimensions of the feature maps by taking the maximum value over a 2x2 region, which emphasizes the most 
important information. The max-pooling operation is helpful for reducing computational expenditures, avoiding 
overfitting, and focusing the model on the most predominant image features. 

The last section is the flattening and setting up of fully connected layers as the classifier according to the CNN 
architecture. These layers combine the outputs of the convolutional layers and map them to the output classes 
(glioma, meningioma, in this study). The learned features passed through a softmax layer in fully connected layers 
which produces the probability scores for each class. The softmax layer provides the probability that the input MRI 
image belongs to glioma or meningioma, so it can be predicted correctly. 

The CNN model is trained by SGDM, which is standard in training process and make the network easy converge to 
the local optimal solution faster. the learning rate is 0.001 and model is trained for 50 epochs, i.e., it processes the 
training data 30 times to learn weights. To tune the training stage properly, the learning rate reduces by a factor of 
0.1 after every 10 epochs. Moreover, the model is trained with size 32 mini-batch size, optimal to set the balance 
between computation time and model performance. The full set of training and setup parameters of the CNN model 
are shown in Table 1. 

In summary, this CNN model is suitable for brain tumor classification and can successfully acquire both low-level 
and high-level features from MRI images. Because of the capacity of learning complex spatial hierarchies, the model 
achieves high performance in the discrimination of glioma and meningioma tumors, making it a powerful pipeline 
for brain tumor screening. 

3.4.2 The modified Alexnet Model 

The adopted system model used for classifying brain tumor in this study is a deep learning architecture which is 
designed based on modified AlexNet Convolutional Neural Network (CNN). The first is to distinguish MRI images as 
containing either glioma or meningioma tumors. This process involves the preparation of dataset, modification of 
the network and training and evaluating the network. 

The dataset preparation is the first step. The brain tumour MRI images are stored in individual folders according to 
their labels (i.e., each folder in the dataset corresponds to a different class (glioma, meningioma)). These images are 
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then loaded into the model using MATLAB’s imageDatastore function, which stores the images and give them labels 
according to the folder structure. To equalize data split between both stems the whole dataset is divided into 80% - 
20% training - testing subsets. In order to work on any single-stage CNN-based architecture, such as AlexNet, the 
image size should be \( (227 \times 227) \) pixels, meaning all the images in the dataset is downscaled to this size. 

The model backbone pre-train with ImageNet is the AlexNet structure. But the pre-trained model is developed to do 
multi-class problem on the ImageNet, so we need to make some adjustments to use it to the binary problem in this 
paper. More specifically the last network's fully connected layer is tuned to consider the number of classes in the 
brain tumor data set (glioma, meningioma). 2, a pair of fully connected layers with 2 outputs (each layer) to have a 
softmax layer for two- class probability computation. Furthermore, the output classification layer is adapted to the 
new class labels. 

Once the network architecture is modified, training is started. We compute the model using the optimizer Sgdm, a 
powerful optimization algorithm for large datasets and deep learning problems. The learning rate is 0.001, the 
model is trained for 50 epochs, and the mini-batch size is 32. We shuffle the data after each epoch during training to 
improve the model generalization. Table 1 shows the full training and compilation parameters of AlexNet being 
used. The live plotting, which tracks the learning curve and loss decay per epoch, is beneficial to monitor the 
progress of training and visualization of results. 

The model is tested on the test set after training. The test images are then classified using the trained network and 
the predicted and true labels are compared. We also produce a confusion matrix to generate a more detailed 
summary the classification outcome in which the tumor types are well separated based on the performance of the 
model. Accuracy, precision, recall and F1 score as performance measures of the model are computed from the 
confusion matrix. 

The performance is presented in two different formats, in a bar chart where the accuracy, precision, recall, and F1 
scores are visually plotted; the other as a confusion matrix plot representing the model’s classification performance. 
With these visualizations we can get a complete overview of how well the model generalizes on unseen data. 

In conclusion, the proposed work's system model exploits the benefit of transfer learning with an altered version of 
AlexNet to classify the brain tumor MRI images. The model architecture itself as well as training it on properly 
preporcessed dataset enables it to perform effectively for classification as the evaluation metrics scores. 

3.4.3 Hybrid FF-CNN Model 

The model used for the experiment is a designed network by the name of Feedforward Convolutional Neural 
Network (FF-CNN) which is developed for MRI brain tumor classification. This architecture is intended to be 
efficient in learning and extraction features from images thereby accurately discriminating between glioma and 
meningioma tumor types. 

The architecture starts with an input layer that can take 300x300 pixel sized images with 3 color channels (RGB). 
The first part of the model is a stack of convolutional layers, that serve to apply filter to the input images. The first 
conv layer uses a 3x3 filter to produce 32 feature maps using edge and texture like spatial features in the MRI 
images. This is then batch normalized and activated using a Rectified Linear Unit (ReLU) to introduce non-linearity 
into the model and help the model to capture complex patterns. 

Next, 2 stride max-pooling layer is used to reduce the size of feature maps obtained from the convolutional layer. 
This will decrease the spatial size, but allow the network to increase the depth independently and this is cost 
effective in case of computation and parameters and also helps in preventing overfitting. This process of applying a 
sequence of convolutional layers followed by ReLU and max-pooling is carried out multiple times, where further 
layers output 64 and then 128 feature maps; thus the network learns more abstract representations as the input is 
processed. 

Beyond the convolutional and pooling layers, the networks are followed by fully connected layers. The first fully 
connected layer has 128 neurons with a ReLU activation function (for non-linearity). This layers essentially encodes 
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all the learned pattern fed to it and acts as a bridge between the feature encoding stage and the classification stage. 
The last fully connected layer has 2 neurons, as we have two target classes (glioma and meningioma), followed by a 
softmax node. This layer issues the probabilities of each class to tell how confident the network is with its 
predictions. 

The architecture is ended by the classification layer and lookup table model, and the last output indicates if the input 
image is a glioma kind or a meningioma kind of tumour. 

To summarize, a full model in the FF-CNN architecture includes multiple convolutional, pooling, and fully connected 
layers, forming a powerful model that can learn from the complicated MRI images. This architecture is capable of 
capturing low-level and high-level features effectively, resulting in better accuracy in the detection of brain tumors. 
The network is trained by the stochastic gradient descent with momentum (SGDM) as the optimization method, and 
this can improve training velocity and accuracy of the model. Full table Table 1: Overview of the training and 
compilation parameters for the FF-CNN model. 

In summary, this well-designed architecture contributes to stable classification results and is an essential part of the 
proposed brain tumor classification method. 

 
 
 
 
 
 
 

Table 1-Displays the parameters used for training and compilation. 

Parameter Typical Value/Setting 

Batch Size 32 

Optimizer SGDM 

Learning Rate 0.001 

Loss Function Cross-entropy  

Epochs 50 

Metric(s) for Evaluation Accuracy, Precision, Recall, F1 Score. 

Validation Split Typically 0.2 (20% for validation) 

 

 

 

 

 

 

4. RESULTS AND DISCUSSIONS 

The three proposed architectures—baseline CNN, Hybrid FF-CNN and fine-tuned AlexNet—were trained on the 
curated glioma-versus-meningioma MRI training set and subsequently evaluated on a 121-slice hold-out test set.  All 
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slices had been resized to 300 × 300 pixels, normalized and augmented with rotation, flip and mild Gaussian noise; 
no patient appeared in both splits.  Performance was quantified with the standard binary-classification metrics 
defined in Equations (1)–(4). 

𝐴𝑐𝑐. =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑟𝑒𝑠𝑢𝑙𝑡 𝑖𝑛 𝑡ℎ𝑒 

𝑤ℎ𝑜𝑙𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑠𝑢𝑙𝑡𝑠
∗ 100%                             (1) 

Precision =
𝑇𝑃 

𝐹𝑃+𝑇𝑃 
                                                                (2) 

recall =
𝑇𝑃 

𝑇𝑃+𝐹𝑁 
                                                                                              (3) 

F1 =
2(Precision∗recall)

Precision +𝑟𝑒𝑐𝑎𝑙𝑙 
                           (4) 

 

The three models (CNN, ALEXNET, Hybrid FF-CNN) were evaluated using a curated brain tumor MRI dataset 
containing annotated images of two major tumor types: glioma and meningioma. After a comprehensive comparison 
of the results, it was found that the model can be improved by adjusting the fully connected layer in the final 
network to account for the number of classes in the brain tumor set.  A 2 pair of fully connected layers with two 
outputs (each layer) is used to obtain a layer softmax to calculate the probability of two classes. Furthermore, the 
output classification layer is assigned the new class labels. The data shown in Table 2 and Figure provide a 
comprehensive evaluation of the model’s performance. 

 

Table 2- Performance Metrics 

Model Accuracy Precision Recall F1-Score AUC 
CNN 97.1% 95.59% 98.89% 97.2% 99.60% 
Hybrid   FF-
CNN 

95.1% 92.95% 97.57% 95.21% 98.84% 

ALEXNET 98.6% 98.19% 99% 98.59% 99.92% 
 

   

                          (a)  CNN Performance                                                           (b) Hybrid FF-CNN Performance 
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           (c) ALEXNET Performance                                                                      

                                                                            Fig 2 -  CNN ,FF-CNN and ALEXNET Performance 

 

The confusion matrix is a useful tool for evaluating the performance of classification models, especially pre-trained 
models. It provides a comprehensive elucidation of the model's forecasts for several categories. Figure 3 compares 
the confusion matrices of the proposed models, CNN ,FF-CNN and ALEXNET. 

 

(a)  CNN                                                                                               (b) Hybrid FF-CNN 

 

 

(c) ALEXNET 

                                                                                     Fig 3 - Confusion matrix  

4.1 Comparison with Previous Works 
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Utilizing the identical dataset employed in our work, we performed a meticulous comparison examination of our 
findings in relation to the outcomes of recently formulated methodologies in the domain of brain tumor  
categorization. The results, as shown in Table 3, demonstrate that our suggested models attained an accuracy of 
97.1% for the  CNN ,95.1% for Hybrid   FF-CNN and 98.6% for the ALEXNET model. This comparison with previous 
studies emphasizes the progress and efficacy of our models: 
 

Table 3 - Comparison with Previous Works 

References Method Dataset ACC 

[20] VGG-16 TL  T1c-2336
  

98.71 % 

[21] AlexNet+VGG19 
ensemble  

T1c-2336
  

98.70 %  

[22] EfficientNet-B4  T1c-2336 97.32 %  

[23] custom 6-layer CNN
  

T1c-2336 96.56 %  

    

This study 
This study 
This study 

CNN model 
Hybrid   FF-CNN 
ALEXNET 

T1c-2336 
T1c-2336 
T1c-2336 

97.1% 
95.1% 
98.6% 

 

5. Conclusions 

This study successfully developed and benchmarked three deep learning architectures—a baseline CNN, a fine-
tuned transfer-learning AlexNet, and a custom FF-CNN—on a curated glioma versus meningioma MRI dataset, and 
the results confirm that the modified AlexNet delivered the highest overall accuracy of 98.6 % together with an F1-
score of 98.59 % and an AUC of 99.92 %, thereby surpassing both the baseline CNN at 97.1 % and the FF-CNN at 
95.1 % while also outperforming previously reported models tested on the same data. The marked superiority of 
the AlexNet stems from its deeper architecture and its ability to leverage ImageNet pre-training for powerful feature 
extraction even when the available medical data are modest in size, and the entire pipeline—from CLAHE-based 
contrast enhancement, Gaussian denoising, and edge sharpening to real-time GPU-accelerated inference—
completes in under a second per volume, rendering it highly suitable for immediate integration into routine 
radiological workflows. By furnishing rapid, non-invasive, and highly accurate tumor subtyping, the system stands 
to shorten diagnostic delays, reduce the need for high-risk surgical biopsies, and enable earlier, more individualized 
therapeutic decisions. Nonetheless, the current scope is limited to a binary classification within T1-weighted MRI, so 
future efforts will extend the model to multi-class tumor discrimination across multi-parametric sequences, validate 
its robustness on larger multi-institutional cohorts, embed explainability layers such as Grad-CAM and attention 
gating for clinician transparency, and incorporate continual-learning frameworks to maintain performance as new 
data accrue. Overall, the investigated deep-learning models—especially the AlexNet-based approach—demonstrate 
substantial promise for enhancing diagnostic accuracy and efficiency, and their eventual deployment in clinical 
decision-support systems is expected to improve patient outcomes and prognostication significantly. 

References 
 

 [1]    Louis, D. N., Perry, A., Reifenberger, G., Deimling, A. V., Figarella-Branger, D., Cavenee, W. K., Ohgaki, H., Wiestler, O. D., Kleihues, P., & 

Ellison, D. W. (2016). The 2016 World Health Organization classification of tumors of the central nervous system: A summary. Acta Neuropathologica, 
131(6), 803–820. https://doi.org/10.1007/s00401-016-1545-1 

 

 [2]    Tandel, G. S., Biswas, M., Kakde, O. G., Tiwari, A., Suri, H. S., Turk, M., Laird, J. R., Asare, C. K., Ankrah, A. A., Khanna, N. N., & others. 
(2019). A review on a deep learning perspective in brain cancer classification. Cancers, 11(1), 111. https://doi.org/10.3390/cancers11010111 
 

 [3]    Anaraki, A. K., Ayati, M., & Kazemi, F. (2019). Magnetic resonance imaging-based brain tumor grades classification and grading via convolutional 

neural networks and genetic algorithms. Biocybernetics and Biomedical Engineering, 39(1), 63–74. https://doi.org/10.1016/j.bbe.2018.10.002 
 

[4]    Srinivas, C., Prasad, K. S. N., Zakariah, M., Alothaibi, Y. A., Shaukat, K., Partibane, B., & Awal, H. (2021). Deep transfer learning approaches in 

performance analysis of brain tumor classification using MRI images. Journal of Medical Systems, 45(4), 82. https://doi.org/10.1007/s10916-021-01723-4 
 

https://doi.org/10.1007/s00401-016-1545-1
https://doi.org/10.3390/cancers11010111
https://doi.org/10.1016/j.bbe.2018.10.002
https://doi.org/10.1007/s10916-021-01723-4


12 Bahaa Salih Mandeel et al., Journal of Al-Qadisiyah  for Computer Science and Mathematics VOL.17.(4) 2025,PP.COMP 369–380

 

[5]    Visser, M., Müller, D. M. J., van Duijn, R. J. M., Ikram, M. A., Luider, T. M., Niessen, W. J., & Smits, M. (2019). Inter-rater agreement in glioma 

segmentations on longitudinal MRI. NeuroImage: Clinical, 22, 101727. https://doi.org/10.1016/j.nicl.2019.101727 
 [6]    Khan, H. A., Jue, W., Mushtaq, M., & Mushtaq, M. U. (2020). Brain tumor classification in MRI image using convolutional neural network. 

Mathematical Biosciences and Engineering, 17(5), 6203–6216. https://doi.org/10.3934/mbe.2020331 
 

[7]    Halicek, M., Dormer, J. D., Little, J. V., Chen, A. Y., & Fei, B. (2020). Tumor detection of the thyroid and salivary glands using hyperspectral 
imaging and deep learning. Biomedical Optics Express, 11(3), 1383–1400. https://doi.org/10.1364/BOE.382126 

 

[8]    Ahmad, I., Ullah, I., Khan, W. U., Rehman, A. U., Adrees, M. S., Saleem, M. Q., Cheikhrouhou, O., Hamam, H., & Shafiq, M. (2021). Efficient 
algorithms for e-healthcare to solve multi-object fusion detection problem. Journal of Healthcare Engineering, 2021, Article 8846416. 

https://doi.org/10.1155/2021/8846416 

[9]    Raza, A., Ayub, H., Khan, J. A., Ahmad, I., Salama, A. S., Daradkeh, Y. I., Javeed, D., Rehman, A. U., & Hamam, H. (2022). A hybrid deep 
learning based approach for brain tumor classification. Electronics, 11(7), 1146. https://doi.org/10.3390/electronics11071146 

[10]    El-Dahshan, E.-S. A., Hosny, T., & Salem, A.-B. M. (n.d.). Hybrid intelligent techniques for MRI brain images classification. Unpublished 

manuscript. 
[11]    Nawaz, S. A., Khan, D. M., & Qadri, S. (n.d.). Brain tumor classification based on hybrid optimized multi-features analysis using magnetic 

resonance imaging dataset. Unpublished manuscript. 

[12]    Badža, M. M., & Barjaktarović, M. Č. (2020). Classification of brain tumors from MRI images using a convolutional neural network. Applied 
Sciences, 10(6), 1999. https://doi.org/10.3390/app10061999 

[13]    Assam, M., Kanwal, H., Farooq, U., Shah, S. K., Mehmood, A., & Choi, G. S. (n.d.). An efficient classification of MRI brain images. Unpublished 

manuscript. 
[14]]    Masood, M., Nazir, T., Nawaz, M., Mehmood, A., Rashid, J., Kwon, H.-Y., Mahmood, T., & Hussain, A. (n.d.). A novel deep learning method for 

recognition and classification of brain tumors from MRI images. Unpublished manuscript. 

[15]    Shamshad, N., Sarwar, D., Almogren, A., Saleem, K., Munawar, A., Rehman, A. U., & Bharany, S. (n.d.). Enhancing brain tumor classification by 
a comprehensive study on transfer learning techniques and model efficiency using MRI datasets. Unpublished manuscript. 

[16]    Ul Haq, E., Jianjun, H., Li, K., Ul Haq, H., & Zhang, T. (n.d.). An MRI-based deep learning approach for efficient classification of brain tumors. 

Unpublished manuscript. 
[17]    Wang, S., Zhang, Y., Dong, Z., Du, S., Ji, G., Yan, J., Yang, J., Wang, Q., Feng, C., & Phillips, P. (n.d.). Feed-forward neural network optimized 

by hybridization of PSO and ABC for abnormal brain detection. Unpublished manuscript. 

[18]    Hasan, A. M., Jalab, H. A., Meziane, F., Kahtan, H., & Al-Ahmad, A. S. (n.d.). Combining deep and handcrafted image features for MRI brain scan 
classification. Unpublished manuscript. 

[19]    Perez, H., Tah, J. H. M., & Mosavi, A. (2019). Deep learning for detecting building defects using convolutional neural networks. Sensors, 19(16), 

3556. https://doi.org/10.3390/s19163556 

[20]    Chelghoum, R., Ikhlef, A., Hameurlaine, A., & Jacquir, S. (2020). Transfer learning using convolutional neural network architectures for brain 

tumor classification from MRI images. In IFIP International Conference on Artificial Intelligence Applications and Innovations (pp. 189–200). Springer. 

https://doi.org/10.1007/978-3-030-49161-1_16 
[21]    Natha, S., Ghosal, P., Nandanwar, L., & others. (n.d.). Multi-model ensemble SETL_BMRI with AlexNet and VGG19 feature extractors for brain 

tumor classification. Unpublished manuscript. 
[22]    Sachdeva, S., Kumar, D., Vardhan, S., & Mittal, A. (2025). Optimized deep learning for brain tumor detection: A hybrid CNN framework. 

Scientific Reports, 15, 04591. https://doi.org/10.1038/s41598-025-04591-0 

[23]    Badža, M. M., & Barjaktarović, M. Č. (2020). Classification of brain tumors from MRI images using a convolutional neural network. Applied 
Sciences, 10(6), 1999. https://doi.org/10.3390/app10061999 

 
 

 
 
 
 
 
 
 
 
 

https://doi.org/10.1016/j.nicl.2019.101727
https://doi.org/10.3934/mbe.2020331
https://doi.org/10.1364/BOE.382126
https://doi.org/10.1155/2021/8846416
https://doi.org/10.3390/electronics11071146
https://doi.org/10.3390/app10061999
https://doi.org/10.3390/s19163556
https://doi.org/10.1007/978-3-030-49161-1_16
https://doi.org/10.1038/s41598-025-04591-0
https://doi.org/10.3390/app10061999

