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1. Introduction

Let A(n) denote the class of all analytic functions of the form:

h(z) =z"+ Z Siz ™ (z € ), (1.1)
=1

where U = {z € C:|z| < 1} is the unit disk and A (1) = A. Let h(z) and H(z) are two analytic functions in H Q). We
say that the function h(z) is subordinate [14] to H(z) or H(z) is a superordinate to h(z)
in such a case we write h(z) < H(z) if there exist analytic function M (z) in U with the properties M'(0) = 0 and
|M(2)| < 1(z € W), such that h(z) = H(]V[(z)) .If H(z) is univalent, then h(z) < H(z) if and only if h(0) = H(0) and
h(W) c H(W). The Hadamard product of the functions h(z) given be (1.1) and T(z) = z" + X2, M14,2" ™" is defined
by
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(h*T)(@) = 2" + T2y Siyallinz™ = (T * h)(2). (1.2)

For a function h(z) in the class A(n) given be (1.1), Liu- Owa [9] introduce the linear operator @y .: A (1) = A(n) as
the formula

_Mmtat+ty—1\a (2 £\
Qlcfz.nh(z)_< n+y—1 >z_1’f0 (1_2) = ht)dt,

(a>0;y>—-1;n€N), suchthat

I'(n+a+y)r(a+y+l) I+n

(24 j— n e}
ynh(2) = 2" + Xty [(n+y)T(n+a+y+1) “HT

(a=0;y>-1;neN),

so as a special case when y = 1 this operator will have the following formula

F'(n+a+1)C(a+l+1) I+n
T+ (n+a+i+1) ~LN

fh(2) = QFh(z) = z" + X2,

So the differential operator Z}, h(z) for Qf,,h(z) will define as

0, 40 a _ Nna I o TI'(m+a+1)T(a+l+1) I+

2y h(z) = dy (Ql'“h(z)) - Ql'“h(z) =2z"+ 12 [+ DT(n+a+l+1) D17

1,a . o () I(n+a+1)I(a+l+1) l+n
2y h(z) = 2"+ X2, nT(n+1)F(n+a+1+1) 1+n?

wa R w +nHT+n+1)T(n+a+1) L1
2, h(@) = 2" + Xty nHT(l+n+a+1)M(n+1) St4nZ (1.3)

Also, it is easily verified from (1.3) that
z (Z,’f’ah(z)) =naZ? " h(z) —n(a — D2"h(z) , (1.4)

where p € N, =NU{0},a >0,n€N.

Denote by D the set of all functions B(z) that are univalent on U \ £(B) where E(B) = {§ € IU:lim,_ 5 B(z) = oo}
and B'(6) # 0 for § € U\ E(B).

Definition 1.1[14]. Let X ¢ C and a function B belonging to € D, n € N. The functions ¥: C* X U - C that belonging
to the class W, [N, B] of admissible functions that satisfy the admissibility provision

Y(a,b,c;z) €X

whenever a = B(8), b = esB'(6), R{% + 1} > eR {1 + 523”(5)}’

B8'(8)

where z € U,§ € 0U \ £(B) and e = n. Y[X, B] mean the class ¥, [N, B].

when B(z) = 39:%, with » >0 and |r| <p as a particular case, then B(u) =, = {p: |p| < p}, B(0) = a,
E(B) = ¢ and B € D. So we set Y, [R, p,a] = ¥, [N, B] in this case, and in extra special case the class is written as

WY, [p,a] when® =,



Hawra Ali Wahid, Zaniab Aodeh A.Mohmmed, Journal of Al-Qadisiyah for Computer Science and Mathematics Vol.17.(3) 2025,pp.Math 26-42 3

Definition 1.2[15] Let X ¢ C and B(z) lie in the class H[a,n] with 8'(z) # 0.The functions ¥: €3 x U - C that
belonging to the class ¥, [X, B] of admissible functions that satisfy the admissibility condition

Y(a,b,c;8) EN,

whenevera = 8B(z), b= w, R[g + 1} < %R{l +

t

z%”(z)}
8'(z) )

where z € U,§ € 90U, and t = n > 1. In particular, we will denote the class ¥,'[X, 8] by ¥'[&, B].
Theorem 1.1[14] . Let ¥, [X, B] be a class containing the functions {r ,with 8(0) = a. If the analytic function
T(z)=a+az"+ a,.z""t + -, satisfies
V(T (2),2T'(2),2°T"(2);2) ER,

then T(z) < B(2).
Theorem 1.2[15] . Let W'[X,B] be a class containing the functions ¢ with B(0) = a. If 7(z) € D(a) and
Y(T(2),2zT'(2),z*T" (2); z) is analytic and injective in U, then

Rc YT (2),zT'(2),2°T"(2); 2):z € U},
implies B(z) < T(2).

The present submition ,issues in the differential subordination and superordination [14] and [15], we discussed the
implications of multivalent functions associated with the linear operator Z4* hold that defined by an differential
operator for a special case of Jin-Owa integral operator . A similar works to this work that include the multivalent
analytic functions defined by some operators, we mention , generalization integral operator that studied by Atshan
et al. [16], the Carlson-shaffer linear operator [4], the Ruschewcyh derivation operator [13],(see also [6],
[71031L111,121,[71,[9]1,[51,[12],[10],[11], and [17]). Additionally, the corresponding differential superordination new
results are investigated, and several sandwich-type results are obtained. I would like to point out that every analytic
and injective function means a univalent function in this research.

2.Subordination results involving the linear operator 24"

Definition 2.1. Suppose that X ¢ C and 8B(z) € D, N H[0,n]. The functions X: C3 x U — C that belonging to the
class @ [R,B] of admissible functions that satisfy the admissibility provision

X(u,v,w;z) &R,

whenever « = B(5), v = 8%’ (8)+n(a+1)B(5)
’ B na ’

58" (8)

B'(8)

{(not)zw—n2 (a+1)%u

navr—-n(a+1)u

—2n(a + 1)} > eR{ + 1},

where z € U,6 € U\ E(B),and e = n.
Theorem 2.1. Consider X € @ [R,B].If h(z) € A(n) satisfies

(X(25%h(2), 25 " n(2), 2L h(z);z): z€e W} c R (u>2,a 2 0,nEN)  (2.1)
then ZHh(z) < B(2).

Proof. Suppose that 7' (z) be analytic function in U have the form



4 Hawra Ali Wahid, Zaniab Aodeh A.Mohmmed, Journal of Al-Qadisiyah for Computer Science and Mathematics Vol.17.(3) 2025,pp.Math 26-42

T(z) = Z¥"h(2), (2.2)
so with respect to z if we differentiating (2.2) and using the relation in (1.4), we get

zT" (2)+n(a-1)T (2)
na

= 2 (2). (2.3)

Further computations show that

227" (2)+(1+2n(a—1))z7' (2)+n? (@—1)27T(2)

(na)?

= Z¥*n(2). (2.4)

Define the transformations from C3 to C by

w(a,b,c) =a,v(a,b,c) = Hn(:—_l)a, w(a,b,c) = C+(1+2n(“_(i?)bz+n2(a_l)za. (2.5)
Let
(@ b,c;2) = X(wv,w0:7) = X (a,“"(n";‘”“,”(“2"(“‘(12)”;“2(“‘”2“ i2). (2.6)
By theorem 1.1 and Equations (2.2)- (2.4), we obtain
V(T (2),2T'(2),2°T"(2); 2) = X(21n(2), 2 (2), 2E > h(2); 2). (2.7)

Hence (2.1), becomes
Y(T(2),27'(2),z*T" (2); z) € X.
Note that

2, 2(—1)2
+1=(na)wn(oc 1)%u

c
b nav—-n(a—1)u

—2n(a — 1).

Hence the admissibility conditions for X € @, [R,B] and for 1 are amounting to the admissibility condition as
given in definition 1.1. Hence 1 € W5 [X, B]. According to Theorem 1.1,

T(2) < B(2) or Z¥“h(z) < B(2).

Then X = F(U) for some conformal mapping F(z) of U onto X this case when X # C is a simply connected domain,
and we write the class @, [F(U), B] as ¢ [F,B].

As a result of the above theorem, we get the following result :
Theorem 2.2. Assume that X € @, [F,B]. If h(z) € A(n) satisfies
X(Z2F*h(2), 2 n(2), 28 n(2);2) < F(2) , (u>2,a=0,n€N), (2.8)
then Z¥“h(z) < B(2).
To discuss the unknown behavior of B(z) on 0, the following corollary will illustrates this :

Corollary 2.1. Let X € ®; [X,B,] for some £ € (0,1), B,(z) = B(%z) , and B(z) be an analytic and injective
function in U such that where B(0) = 0andX c C .If h(z) € A(n) and

X(2Fn(2), 2 h(2), 2L 2% h(2);2) € R, (u > 2,a = 0,n E N),
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then ZY“h(z) < B(2).

Proof. Theorem 1 imply that Z¥"“h(z) < B, (2). From the fact that
B, (2) < B(2).

Hence Z1“h(z) < B(2).

Theorem 2.3. Suppose that F(z) and B(z) be two univalent functions lie in U, with 8(0) = 0 and B, (z) = B(£z),
F,.(2) = F(#z).If the function X: C* x U — C fulfil one of the requirement:

(1) X e d)zn[T, B,,], for some £ € (0,1), or
(2) If h(z) € A(n) satisfy (2.8) and there exists £, € (0,1) such that
(3)X € d)zn[T,L,‘B,L], forall £ € (£,,1), then
ZHn(z) < B(2).
Proof.
Case (1). From Theorem 1.1,we get Z""*h(z) < B,(z2), since
B, (2) < B(2),

then Z¥"h(z) < B(2).
Case (2).1f T(z) = 2¥“h(z) and T, (2) = T (£2), so

X (T} (2), 2T, (2), 22T, (2); #z) = X (T (kz), (h2)T' (kz), (£2)*T" (kz), £z) € F,(),
by Theorem 1.1 with
X(T(z),zT’(z), z2T"(2); go(z)) € X, where (1) = U is any mapping with g(z) = £z, therefore
T, (z) < B,(2).
For £ € (#,,1), by letting £ — 1, we get
ZHn(2) < B(2).
The best dominant for (2.8) is obtained according to the content in the following theorem:

Theorem 2.4. Suppose that X: C* X U — C be a function and F(z) is a univalent in Ul and B(z) is a solution of the
differential equation

x (%(Z)’ 28’ (2) +n(a—1)B(z) ’ 228" (2)+(1+2n(a-1))z8' (2)+n% (¢—1)?B(2) . Z) =F(z). (2.9)

no (na)?
Such that B(0) = 0 and satisfy one of the following requirements :
(1) B(z) € D, and X € &, [F,B].
(2) B(z) is univalentin Wand X € ®; [F,B,], forsome 0 < £ <1,

or
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(3) B(z) is analytic and injective in W and 34, € (0,1) ,where
X € @y [Fp,By] V£ € (£o,1).1f h(2) € A(n) fulfil the relation in (2.8), then
Z,tl'ah(z) < B(2),
thus the best dominant is B(z).

Proof. According to the facts in Theorems 2.2 and 2.3,we conclude that B(z) is a dominant of (2.8), Also the
function B(z) satisfies (2.9) it is also a solution of (2.8) , therefore B(z) will be dominated by all dominants.
Consequently B(z) is the best dominant.

when B(z) = pz, p > 0, in the special case and through definition 2.1, the class of admissible functions @, [X,B],
denoted by @, [X, p], is explain below.

Definition 2.2. Let » > 0 and R c C be a set. The functions X:C*> x U - C belonging to the class @, [X, ] of
admissible functions such that

X (yei"’,M,l + (e +n(a—1) (1 +2(e +n(a — 1)))) pe'®;z ¢ R), (2.10)
whenever z € I, ¢ € R, R(le™®) > (e — 1)ep (V¢ € Rand e > n).
Corollary 2.2. Let X € @, [R,p]. If h(z) € A(n) satisfies
X(2Fn(z), 28 h(2), 2 n(2);2) € R, (0> 2, = 0,n € N)
then |Z¥“h(2)| < p.
When & = B(U) = {g:|p| < p}as a special case, the class @, [, p] is usually denoted by @, [p].
Corollary 2.3. Let X € @, [p].If h(z) € A(n) satisfy the inequality
| (28n(2), 25 1(2), 28 h(2);2)| < p, (u>2,a=20,n€EN)
then |Z¥“h(2)| < p.
Corollary 2.4. Let p > 0 and h(z) € A(n) satisfies
|(na)22E 7% h(2) — () 2L R (z) — 2 (a — 1)2ZE7%h(2)| < @n(a — 1) + Dn+n(n—1)p,
then
|zE%h(2)| < p. (2.11)
Proof. By taking X (u, v, w; z) = (na)?w — nav —n?(a + 1)%u,
and X = F(U) ,where
F(z) = [n((Zn((x -D+D+Mm-— 1))];,192, p>0
since

|1+ @n(e —1) + Depe?| = [n(@n(a — 1) + 1) + (n— D)]p.
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Thus X € &, [X,p].

Hence admissible condition (2.10) is satisfied,

By using corollary 2.2, we get the required result.

Definition 2.3. Suppose that B(z) € D, N H, and a set X c C. The functions X: C* x U - C belonging in the class
®, 1[R,B] of admissible functions that content the admissibility essential provision

X(u,v,w;z) &R,

whenever « = B(§),

{(an)zw— (ma-1)%u

nav—ma)u

_ k&' (®)+n(a-1)B(5)

v

na

2(na — 1)} > pR {1 + 5%”(5)},

B/ (8)

(zEW,8 € AU\ E(B), p > 1).

Theorem 2.5. Assume that h(z) € A(n) and X € @5 ;[R, B].If h(z) satisfies

ZH%h(2)

X Zlh(@) ZF V) ZE @)
-1 7 Zn—1 ’ Zn—1

then = < B(z).

Proof. Define the function

ZH%n(2)
T(Z) = z“_‘l

Which is analytic in . By differentiating (2.13) and using (1.4),

ZE Yz 27 (@) +((@—1D)+n-1)T(2)

zn—1 na

Further computations show that

ZE %0z 227" (@) +(2na-1)z7" (2)+(a—-1)2T(2)

Zn—1 (na)?

Suppose that the transformations from C3 to C is defined as

Let

b
w(a,b,c) =a, tnaa

v(a,b,c) = — w(a,b,c) =

c+(2na-1)b+na-1)2%a

(na)?

b+naa c+ 2na—1)b + (na — 1)2a_

Y(a,b,c;z) = X(u,v,w;z) =X (a. ,
na

(na)?

By using Theorem 1.1 and equations (2.13), (2.14), (2.15), and from (2.17), we obtain

Hence (2.12), becomes

YT (2),2T'(2),z°T" (2);2z) = X(

2tz ZE V) 2T

-1

)

Zn—1

’

-1

’

)

,z):zeu}cx,(u>2,a20,neN)

)

(2.12)

(2.13)

(2.14)

(2.15)

(2.16)

(2.17)

(2.18)
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Y(T (2),2T'(2),2°T" (2); z) € X.
Note that

2 N2
§+1=—(“a) w—(na—1) L _2(na-1).

nav—ma)u

Hence the admissibility conditions for X’ € @, ,[X,8B] and for ¥ are amounting to the admissibility condition as
given in a definition 1.1.

Thus i € W[, B]. In view of justification of Theorem 1.1 that imply

z#’ah(z)

T(Z) < %(Z) or ot < %(Z)

We deduce that for some conformal mapping F(z) of Honto X, ¥ = F(U) If a domain X is a simply connected not
equal C. In this case the class @, [F(U), B] is written as @, [F, B].

A class of admissible function ®, ;[X, 8] will denoted by ®; ;[R, ] as a particular case when 8B(z) = pz,p > 0.
The following Theorem is an immediate consequence of Theorem 2.5.

Theorem 2.6. Assume that X' € @, ,[F,B]. If h(z) € A(n) satisfies

na n—-1,a n-2,a
{x (Z“ M) 2 h@ Z h(z);z>:z eu} <F(2), (2.19)

-1 7 Zn—1 ’ Zn—1

ua
then z“zn—i(z) < B(2).
Definition 2.4. If » > 0 and X © C be a set. The functions X:C*> X U - C belonging to the class ®, ,[X, p] of

admissible functions, where

i+ [et(na—1)]pel? 1+[2(na-1)e+(na—-1)%]pel®
x (pet®, ol - le?:7) ex, (2.20)

no

whenever z € U, ¢ € R, R(le_"‘i’) > (e — Dep forallreal p and e = 1.

Corollary 2.5. Let X € @, ,[R, p]. If h(z) € A(n) satisfies

wa n-1,a n-2,a
X(Z“ M) Zn h@ Zy h(z);z> ENX,(u>2,a=0n€EN)

Zzn—1 7 Zn—1 4 Zn—1

Zhyh(2)
Zn—1

then

The class ®; ;[R, ] is simply denoted by ®, ;[p] as a special case if X = YQU) = {: |p| < p}.

Corollary 2.6. Let X € ®; ,[p].If h(z) € A(n) satisfies

wa u-1,a u-2,a
|X(Z" M) Zn h@) Zy h(Z);Z> <p,Ww>2,a=0mn€N),

zn—1 7 Zn—1 4 Zn—1

28 %h(z)
Zn—1

then

<p

Corollary 2.7. If p > 0 and h(z) € A(n) satisfies
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ZF V% h(2)
Zn—1

<1 (u>1,a=0,n€eN),

ZE%n(2)
Zn—1

then

Corollary 2.8. Suppose that p > 0 and h(z) € A(n) satisfies

i _ i¢ — _1)2 i}
|X (pe””, [e+(naa¢)]m .H[Z(na 1):;;: Dlee ;z) < (Bn(na — 1) —na)p,
uwo
then [2| <1, (2.21)

Proof. Let X (u, v, w; z) = (na)?>w + nav — (na — 1)%u

and X = F(U), where F(z) = (3n(na — 1) —na)pz, p > 0.since

oi® [e+(na—1)]pei® l+[(2(na—l)e+(na—1)2]pei¢_Z)|
’ na ’ (na)?

|X (zv ;

|1+ (2na — 1)e + (na— 1)) pe?| = |le™ + 2na — 1)e + (na — 1) p|
> R(le™®) + [(e — D) (na — 1) — nap
>ele—Dp+[2na— e+ (na—1D]p
>@Bna—-2)p.

z€U, ¢ ER R(le™®) > (e — 1)ep forallreal pand e > 1.

Hence X € @, ,[R, p], that is the admissible condition (2.20) is satisfies.

We deduce the required result by corollary 2.5.

Definition 2.5. Assume that X be a setin C and 8B(z) € D; N H. The functions X: C3 x U - C belonging to the class
@ ,[R,B] of admissible functions that satisfy the admissibility condition

X(u,v,w;z) &R,

3 _ esB' ()
whenever « = B(8), v = B(6) + — B(5)
na(wv—30u+2u2) 58''(8)
B #0)R {T} = efR{l + B/(8) }

(zeU,§ €U\ EMB),ande = 1).

Theorem 2.7. Suppose that X € &, ,[X, 8] and Z*n(z) not equal zero . If h(z) € A(n) satisfies

ZF V() ZPT () ZE ()
{X( T ’z#‘l'“h(z)’z#‘z'“h(z)’Z> 1Z E 11} cR,(g>3,a=20neN) (2.22)
b A 109

then T

< B(2).

Proof. Define the function
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zZF ()

T(2) ==y (2.23)
Which is analytic in U. By differentiating (2.23) logarithmically with respect to z and using (2.2), we have
ZE 2z 27'(2)
G~ 1T @ + T (2). (2.24)
Differentiating (2.24) logarithmically with respect to z and using (2.2), we conclude that
aa T 2@ 1 (7@ 2 1227
ZE 3 %n(2) =T+ 27’2 | 7 Oterm el rr(z)> e T@ (2.25)
Z#—Z'ah(z) na 7 (z) na T(Z)+T‘Z§;~((ZZ)) i .
Now ,the following conversions from C3 to C are known as
w(a,b,c) =a,v(a,b,c) =a +L,
naa
(a,b,c) = a+—+ i ) e 226
w(a,b,c)=a+— mﬁ% . (2.26)
Let Y(a, b,c;z) = X(u,v,w;z) =
, b b+L_L(2)Z+L
X\ a, (a+@), a+a+T+% A (2.27)
By using Theorem 1.1 and equations (2.23)—(2.25), also from (2.27), we have
Y 2T ) — (P h@ 2T 2T )
Y(T(2),2T'(2),2*T" (2); z) —X( TG 2 Gy 2 P0Gy ) (2.28)

Therefore (2.22), becomes
V(T (2),2T'(2),z*T"(2); z) € R.
Note that

_na (w«f—34ﬁu+2u2)

+1

[0 oY

v—=u

The admissible conditions for X € ®; ,[R, 8] and for ¥ are amounting to the admissibility condition as given in
definition 1.1.

Therefore ¥ € W[R, B]. So by Theorem 1.1,

n-1,a
T(z) < B(z) or Z; hz)

% (2)

< B(2).

Then for some conformal mapping F(z) of U onto o ,we get X = F(U) . In this case the domain X not equal C ,and X
is a simply connected , the class ®; ,[F, B] meaning ®; ,[F (), B] in simple form.

In the special case B(z) = 1+ pz,p > 0. The class @ ,[R,B] of admissible functions become ®; ,[X, »]. The next
theorem is an direct result of Theorem 2.7.

Theorem 2.8. Assume that X € @, ,[F,B].1f h(z) € A(n) fulfill the following
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(Z#_l'ah(z) ZE7%%n(z) 2 %n(2)

zZ8 (@) "z 2 )’

z) <F@)(u>3,a=0n€EN) (2.29)

ZF V()

then )

< B(2).

Definition 2.6. Suppose that X c C be a set. The functions X:C? X U — C belonging to the class <Dzn‘2[N,;7] of
admissible functions ,such that

x (1 + pei® 1+ (M) pei®,

na(1+pei®)
e+na(1+pei¢)> i (e~ +p)le~P+ep(na(1+pei?)-1)]-e?p?
1 ( na(1+pei®) + (e~ +p)[naep+no)2p(2+pei®)+ma)ze~i¢]’ z €X), (2.30)

whenever z € U, ¢ € R, R(le™*®) > (e — 1)ep forallreal p and e > 1.

Corollary 2.9. Let X € @, ,[R, p]. If h(2) € A(n) satisfies

x(z#‘l'“h(z) ZE %) 28 @)

>
2h(2) ’Z#‘l'“h(z)’z#‘z'“n(z)’Z> €X,(4>3a=0neN)

Zh 1 n(2) i%
then 25 <1+ pe's.

The case if 8 = BQU) = {p: | — 1| < p}, The class ®,_,[R, p] is denoted by @ ,[»].

Corollary 2.10. Let X € @ ,[p].If h(z) € A(n) satisfies

ZE Y 0(z) ZH TP %h(z) ZH T3 %h(z)
|x( Zﬂ'ah(z) pzu—l,ah(z):zu—z,ah(z);Z) - 1| < ﬂ’: (,Ll. > 3:“ > O,Tl € N)

ZF % (z)

then W 1| < p.

Corollary 2.11. Suppose that p > 0 and h(z) € A(n) satisfies

zZF 2%z Y h(z)
ZF Yz (@)

P
na(p+1)’

(u>2,a=0neN)

zZF 1 (z)

then W_1| < p.

Proof. Suppose that X (u,v,w;z) = v —u and X = F(u)

where F(z) = na(:+1) z, p > 0. Since by corollary 2.9,

ep P
na(k+1) > no(k+1)

3. Superordination of Linear Operator Z!"“ Transformation

In this section we discuse the results about problems of the differential superordination of the linear transformation
for analytic function.
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Definition 3.1. Assume that B(z) € #[0,n] and X c C be a set, with z8'(z) # 0. The functions X: C> x U — C that
belonging to the class @;ﬂ[x, B] of admissible functions that fulfil the following admissibility condition

X(u,v,w;8) €N,

!
na%(z)+zg%(z)
whenever w« = B(z),v = T

na(w—2v+u) 1 z8''(2)
R{ v—u } = ;:R{ B/(2) + 1}'

where z € U,§ €U, andy > n.

Theorem 3.1. Let X € CD%ﬂ[N, B].If h(z) € A(n), Z¥*h(z) € Dy and

X(2Hh(2), 28 h(2), 2 n(2);2), (0 >2,2=20,n€N)
is univalent in U, then
R c {X(2Fn(z), 28 W(2), Z2E 2 h(2); 2): z € U}, (3.1)
implies
B(z) < Z¥h(2).
Proof. From the relation in (2.7) and (3.1), we obtain
Rc (T (2),zT'(2),2°T"(2); z):z € U}

Through the definition of a transformation in (2.5), we see that the admissibility condition for functions
X € @5 [R,B] and for ¥ are amounting to the admissibility condition as given in definition 1.2. there for

Y € W, [X,B], since by Theorem 1.2,we get
B(z) <T(z) or B(z) < ZXh(2).

Then X = F(U) for function F(z), where F(z) conformal mapping of U onto X when a domain Xis a simply
connected not equal C, so the class ®; [FQU)B] will be symbolized by @7 [F,B]. As a consequence of Theorem

3.1, we have the following result:

Theorem 3.2. Assume that 8(z) € #[0,7] and the analytic function F(z) on 2%, X € @y [F,B]. If h(2) € A(),
Z"*h(z) € D, and

X(Z#'“h(z), Z,f‘_l‘ah(z), Z#_Z‘“h(z);z) (u>2,a=0n€N),
is univalent in U, then
F(2) < X(28n(z), 2 1(2), 212 h(2); 2), (3.2)
implies
B(z) < 2“h(2).

We can acquire the subordination of differential superordination of the form (3.1) or (3.2) according to only
Theorem 3.1 and Theorem 3.2. For certain X, the next fact shows the presence of the ideal subordinant of (3.2).
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Theorem 3.3. Suppose that X: C* x U — C and F(z) be analytic in L. Suppose that the differential equation

2B’ (2)+naB(z) 228 (2)+(1+2n0)zB’ (2)+ ()2 B(z) .

x (8@, , 2) = F (@), (3:3)

na (na)?

has a solution B(z) € D,.1f X € @} [F,B], h(z) € A(n), 2,"“h(z) € D, and
X(2En(2), 2 h(z), 21 h(2); 2)
(u>2,a=0n€eN),
is univalent in U, then
F(2) < X(28n(2), 2 1(2), 2L W(2); 2),
implies
B(z) < Z¥“h(2).
Thus the best subordination is B(z).
Proof. The proof is comparable to the proof of theorem 2.4.
The Next result is a consequence of amalgamate Theorems 2.2 and 3.2.

Corollary 3.1. For a univalent function F,(z) in U, and two analytic functions F;(z) and B,(z) in U, such that
B,(2) € D, with B,(0) = B,(0) =0and X € &, [F,,B,]1nd, [F),B,].1fh(z) € A(n), 2}, h(z) € H[0,n] N D,

Zny Zny
and
X(2"*h(z), 2" h(z), 2" **h(z); z) (u > 2, = O,n € N),
is univalent in U, then
Fi(2) < X(Z8°h(2), 28" h(2), 2} h(2); 2) < Fy (2),
implies
B,(2) < 2¥n(z) < B,(2).

Definition 3.2. Let B(z) € H, and X be a set in C ,with z8'(z) # 0. The class of admissible functions ®; ,[, 3]
consists of those functions X: C* x U — C that satisfy the admissibility provision
X(u,v,w;06) €N,

_ _ z8'(2)+y(ha-1)B(2)
where « = B(z), v = e —

{(na)zw—(na—l)zu
navr—m(a+2)-1)u

z%”(z)}
B'(z) )

1
—2(na — 1)} S;R{l +
(zelU,§ edl,andy = 1).

Now we will clarify the dual result of theorem 2.5 for differential superordination in the next result:

zZ%n(z)
Zn-1

Theorem 3.4. Suppose that X' € @} ; [, B]. If h(z) imply in A(n), € D, and
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wa u-1,a H-2,a
x (Zn h@) 2z Th() Z, "(Z);Z) » W>2,a20,n€N)

- ) - ) -
Zn—1 Zn—-1 Zn—1

is univalent in U, then

= {x (Z# “he) 7 _Z'ahm;z) z€ u}, (3.4)

Zn—1 Zn—1 Zn—1
implies

ZH%n(2)
Zn—1 :

B(z) <
Proof. From the results in (2.18) and (3.4), we get
Rc{YT(2),zT7'(2),22T"(2); z):z € U}

From the function in the relation (2.16), we vision that the admissibility condition for X € ®; ,[X,B] is equivalent

to the admissibility condition for i as given in definition 1.2. Let o be a set in C and B(z) € H[a,n] with B'(z) # 0.
The functions X: C* x A — C belonging to the class W/[R, B8] of admissible functions that satisfy the admissibility
condition

Y(a,b,c;6) EX,

whenever a= 8B(z), b= #} R{l + (i)} < iR{l " zﬂ%”(z)}’

B’ (2)

where z € U,§ € 0U, and y = n = 1. In exceptional , ¥'[R, B]will denoted by W;[X,B] .Theorem 1.2 imply that
P € V'[N, B], Lety € W, [R,B] with B(0) = 0.1fT(2) € D(a) and Y(T (2), zT'(2), z*T " (2); z) is univalent in n, then

Rc{WT(2),zT'(2),2°T"(2); 2):z € U},
implies

zH%n(z)
Zn—1

B(z) < T(2) or B(z) <

For some conformal mapping F(z) of U onto X ,we conclude that X = F(U) and @7 ,[F(U),B] will denoted by
(D’zwl [F,B] , this because X is a domain which is simple connected not equal C. The next result is a direct

consequence of Theorem 3.4.

Theorem 3.5. Suppose that the function 8B(z) belonging to € H, , F(2) is analytic on U and X € @, ,[F,B]. If
h(z) € A(n), Z¥*h(z) € D, and

X Z8 () 2@ ZF @)
Zzn-1 ’ Zzn-1 ’ Zzn-1

,z) ,(u>2,a =0,n€N),

is univalent in U, then

ZPh(z) ZF Y%p(z) ZHT2%,
T(z)<X(" @ Iy hl2) Zy (Z)'Z),

- ) - ) - )
Zn—1 Zn-1 Zn—-1

(3.5)
implies

ZMn(2)
ﬂS(Z)'< __;;I:T__'
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When we composite theorems 2.6 and 3.5, we get the next important corollary:

Corollary 3.2. Suppose that F;(z) and B,(z) two analytic function in U, F,(z) be univalent function in U,
Zhyn(z)
Zn—1

B,(z) € Dy with B,(2) = B,(z) = 0and X € @ ,[F,, B,] N @3 ,[F;,B,]. If h(z) € A(n), € Hy, N Dy and

wa n-1,a u-2,a
x (Z“ o) Zn @) Zn h@ ;z), (u>2,a>0n€N),

— ) — ) -
Zn—1 Zn—-1 Zn—1

is univalent in U, then

ZRh(2) 24 Vh(2) 2P 7P%h(2)
:Fl(z) < x( nZ‘n—l ) = Z.n_l 1] = Z.n_l ;Z < TZ(Z);
implies
Z4%h(2)

B,(2) < "5 < B,(»).

Now, for the differential superordination we will give the duplex result of Theorem 2.7.

Definition 3.3. Let B(z) # 0, zB'(z) # 0 and X be a set in C, and B(z) € H.The class of admissible functions

d’én,y.z [R,B] consists of those functions X: C3 x U — C that satisfy the admissibility condition

X(u,v,w;6) €N,

z8'(2)

ynaB(z) + SB(Z)'

whenever « = B(z),v =

plemmt) ipse )

where z € U,§ € 0U,and y = 1.

, ZF 1% h(2)
Theorem 3.6. Let X € @7 ,[X,B].If h(2) € A(n), -

e € D, and

x(z#'l'“h(z) ZE 2% (z) 2 h)

>
Z#'ah(z) ;z#—l,ah(z):z#—z,ah(z):Z) (/'l' > 3:“ = O,TI E N);

is univalent in U, then

ZH L (g) ZH20p () ZET3 ()
N C {X( Z#'uh(z) ,Z#_l'ah(z)'Z#_z'ah(z) 5 Z) AS u} ) (36)

implies

Zy ()

%(Z) < W.

Proof. We conclude from (2.28) and (3.6) that
Rc{YT(2),zT'(2),2*T"(2);z):z € U}.

From (2.27), the admissibility conditions for X’ € @7 ,[X, 8] and 1 are synonymous to the admissibility condition
as given in definition 1.2. Hence y € W[, 8], Thus by Theorem 1.2 ,we obtain
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zZF 1% (2)
B(z) < T(z) or B(z) < “2F G
then for some conformal mapping F(z) of U onto X we have X = F(U) ,when X is a domain which is simply
connected not equal C, we will denote the class @7 ,[F, 8] by the symbol class @; ,[F(Q), B]. The following result

is a direct consequence of the previous theorem.

Theorem 3.7. Suppose that X lie in the class Cbgmz[fF, B] , F(z)is analytic function in U. If h(z) € A(n),
A 109

) € D, and

x(z#‘l'“h(z) ZE 2% @2) 28 @)

>
ZH(2)  ZH () 2 ()’ Z)' (u>3,az0neN)

is univalentin U, then

F(2) < x(z#‘l'“h(z) ZE 2% @) 28 @) )

Z#'al ( ) 'Z#_Lah( )'Z#_Z'ah( ): Z
implies

ZF M (2)

B(z) < —Z#’“h(z) :

We conclude The following sandwich theorem, if we commingle Theorems 2.8 and 3.7.

Corollary 3.3. Let F,(z) be univalent function in U, 8B,(z) € D, with 8,(0) =8,(0) =1, F,;(z) and B,(2) be

u-1,a
analytic function in U, and X € @, ,[F,, B,] N @7 ,[F;,B;]. If h(z) € A(n), Z;—M

% (2)

€ H ND;, Z2Y“h(z) # 0and

x(z#‘l'“h(z) ZE 2% z) 28 @) |

> . L
270 ' 2 h) 2 ) Z), (u > 3,a = 0,nis a positive integer )

is analytic and injective in U, therefore

ZF Y0 (2) 2R (2) ZFTPh(2)
F(z) < X[=2 ,—— ,—— ;2 | < Fy(2),
1@ (Z:"“h(z) Zy " h(2) 2} h(2) ) 2@
implies
Zy ()
B,(z) < ZPh(2) < B,(2).
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