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ABSTRACT

Let H and K be Hilbert spaces and let HEK be the cartesian product of
them.Let B(H),B(K),B(HEK),B(K,H),B(H,K) be the Banach spaces of
bounded(continuous) operators on H,K,H@K,and from K into H and from H into
K respectively.In this paper we find the inverse of operator

matrix A = [g g] €B(HEX) where BeB(H) ,CeB(K,H), DeB(H,K), EeB(K)

and A>ly 2y , A= Owhere Iygy is the identity operator on HEK

Introduction

Let <, denotes an inner product on a Hilbert space, and we will denote
Hilbert spaces by H,K H; K; and H @ K denotes the Cartesian product of the
Hilbert spaces H,K ,and B(H) ,B(H®K),B(K,H), be the Banach spaces of
bounded(continuous) operators on H, H&K,and from K into H
respectively[see2]. The inner product on H®K is define by:
< (xyhlwz) =<x,w=+<yz>= x,weHyzeK

we say that Ais positive operator onH and denote that byA=10 if
<< Ax,x >= 0 for all = in Hyand in this case it has a unique positive square root
,we denote this square root by+/A [see2],it is easy to check that A is invertible if
and only if v/Ais invertible.A*denotes the adjoint of A and I; denotes the identity
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operator on the Hilbert space HWe define the operator matrix

*"‘:[g S]GB(H@'K,L@M) where BeB(H,L),C eB(K,L),E eB(H,M),D

eB(K,M) as following AG{] = [g ](;:;.] (;) = [E:EI gﬁ ,where C] € H @ K,and

similar for the case m X n operator matrix [see 1&3&86].
If A= [B C]thenﬂ*= [B E ] .

If A= B C = 0 then A is a self- adjoint and so has the form A = B C and
E D ct D

similar for the case n X n operator matrix [see 1&3]. For related topics[see 7&8].
For elementary facts about matrices [see5 &9] and for elementary facts about
Hilbert spaces and operator theory [see 2&6].

Remark:

we will sometimes denote lygy (the identity onH@ K )or

Iy (the identity onH )or Ig(the identity onK ) or any
identity operator by I,and also we will sometimes
denote any zero operator by 0

1)Preliminaries:

Propositionl.1.:

Let TeB(H,K) then
1Dif T°"T =1Tand TT™ = Ithen T is invertible,

2)if T is self-adjoint, T2 = [then Tis invertible,
3)if T = 0 then T is invertible if and only if /T is invertible, and in this case we

have V) = (VT) )2,

4)if T is self-adjoint then T is invertible from right if and only if it is invertible
from left,

5)if T = I then T is invertible,

6) if T==0 and it is invertible then T~ = 0,and in this case we have
VT = (JT)™

)T = lifandonlyif 0 =T ! <1

Proof:

1)see[2]p.156
2)from 1)
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3) if T is invertible then there exists an operator S such that ST =TS=I ,so
(Sﬁ) v’T: ﬁ(ﬁS):l i.e.\ﬁ is invertible . Conversely ifﬁ is invertible
then there exists an operator R such that RYT =T R=lso I= LI =
GTR)WTR) :ﬁ(Rﬁ)R :«,;(T(v{TR)R:TR.E:R2 T ,hence T is invertible,
and in this case we have (vT)?)™* = T~* =R? = (/T )_1]2 0

4) if T is self-adjoint then T = T~ ,but T is invertible from right if and only if
T is invertible from left.o

5)if T = Ithen T = 0 ,s0 +/T exists and it is self-adjoint and (WVT)2 =1 so

\f’_[ is invertible and hence T is invertible.a
6)if T=0 and it is invertible then  {Tx,x) = 0,0

(TT'x, T 'x) = 0.ie. (x, T"1x) = 0,V x.Hence T~ = 0.Now
I=I,because vT.+/T =1 ,and LI=ILbut the positive square root is

unique(see[2]p.149) so VI =1land sinceT=0 , T 1=0,

T2T =1z 0we

haveVT-1y/T =T~ IT (see[2]p.149),somxﬁ =+/1=1 ,hence

VT = (VT) s

7if T=1 thenT=0 and it is invertible .so[from 6)]we have
TP=0NowT 1z=0 &T—-1=0 &THT-D=(T-DT?
[because T(T-D=TT-T*=1-T1 and
(T-DT =TT *-—T1=1-T1So, THT-D =0
(see[2]p.149) ,hence T~ = L.o Conversely if 0 = T~ = [ then [from 6)]we
have T=0 butl— T'z=0and TI—T Y= (I—- T HT, so
TI— T 1) =0hence T = I.o

Propositionl.2:

)ifA = [g g] = 0 then C=D* and B>0 & E>0
2)if A — [g E] > I then C=D" and B> [ & E>1
3)ifA=[g E < [thenC=D"andB= [ & E<]
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Proof:

1)see[1]p.18.0

2)if A =1 then A—1=0 but [— [é il]],so
B C I 0O_B-1 C N
[D E [{] 1] - [ D E-— I] = 0 .Then from 1) we have that C=D

B—1=0E—-1=0ie B>I&E>In
3)Similar to 2)

Propositionl1.3.:

if A= [CB E] is invertible, A = I then B,E are invertible

Proof:
from Proposition1.2. 2) we have B> [ & E> I,s0 B,E are invertible.o

To show that the converse is not true we need the following theorem
from[1]p.19:-

Theoreml1.4.:

Let BeB(H),EeB(K),CeB(K,H) such that B>0 & E>0 then:
B C : . . .
[C“ E] = 0 if and only if there exists a contraction XeB(K,H) such that

C=+B XE.

Now the following example show that the converse of proposition1.3. is not true
Examplel.5:

Let A = [g % ,50 B=2>1,E=2>1 and they are invertible but A is not

invertible[since det A=0].Note that A =0[since c=2=2 v/2=yB X+E where
X =1,hence|X| = 1],but A = I[since A—1= [; i .and if 3X such that

2=4/1 Xy/1 s0 X =2,hence|X|<1ie. A—1 = Ohence A £ I].

Remarkl.6.:

it is easy to check that:
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1)if A is invertible m Xn operator matrix (i.e.
JanaX moperatormanx Bst.AB=[ &BA =1,
Where [, &I, are the m X m & the n X n identity operator matrices

respectively) and if matrix C results from A by interchanging two
rows(columns) of A then C is also invertible.

2)if two rows(columns) of an m X n operator matrix A are equal then A is not
invertible.

3)if a row(column) of an m X n operator matrix A consists entirely of zero
operators then A is not invertible.

4) A= [E g] is invertible if and only if B,E are invertible, and in this

-1
case A7 = [B Eil]
0 E

Remark1.7.:

from remark1.6. 1) we can conclude :if A = [E} E] EB(HEK, LEM)
then
B C. . L .[C By. . A
A= [D E] is invertible if and only if [E D] is invertible if and only

if[g E] isinvertibleifandonlyif[E g] is invertible.

2) The inverse of a 2 X 2 operator matrix A where A>I

Theorem2.1.:

1)if A= [E E] =1 then B,E,B — CE™*C*,E — C*B72C are invertible

o A—1=[ (B—CE™1(")™! —(B—CE‘l(I")‘lCE‘l]

—EIC(B-CEIC)  (E-C'BI()
In fact :2)ifA = [CB E] =] then
B=LE=]B—CECC"=LE-C'B™iC =1 Proof 1) if

A= [(]:3 E] =1 then A is invertible[proposition1.1.5)] and

B = I, E = I[proposition1.2.2)] ,so B,E are invertible [proposition1.1.5)]
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Now, let At = [G! {F}] i.e. AAT =1= [IH G]

then] = 0,F = 0 since A™" = 0 .And

BI+ CG*=Iy,ii)BG + CF=0,iii)C’] + EG*=0, iv)C*G + EF = I.

So from iii) we have JC + GE=0.So,

G=—]CE™* = —-B~(F.

Then we have from iv) that

(E—C'B'OF =1 ie.E—C*B7IC is invertible

 F=(E—-CB1C)?

and from i) we have J(B — CE™2C*)=Iy,s0B — CE™*C"is invertible, and

]=(B—CE1C")G6=-(B-CE*C)*CE*=-B*CE-CBC)™

Then it is clear that A = B-CE'CY  B-CEC)
-ECE-cEiCyt E-CBO)T

2)ifA = [CB E] = [ then

perts O —”]1 ¢ —LH“]

FETCB-CET)T (E-CB7)

;50 from proposition1.2.1&3)We havel < (B—-CE()? <0< (E-CB(0) <],

then from proposition1.1.7)

B—CEC"=LE—-CBiC=]1,

also from proposition 1.2.2) We have that B>1 & E>I.o

Z
ht

Remark?2.2.:

it is easy to check that if B,E,B— CE~*C*,E— C*B~XC are invertible
B C
A= (8 CJisimen
then c* E is invertible and

(B—CE™1(")! —(B-CE-1C)ICE™
-E!C*(B-CE*C)* (E-CBIC)?! |

_1_

Remark?2.3.:
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since (B—CE'C*)'CE"'=B'C(E—C*B*C)'and since
Az[g E]ZI hhence A—1=0 andA = 0therefore there exists a

contraction X and a contraction Y such that

C=+vVBX4E =+/B—1YJ/E—1

then we have alternative forms of A~ such:
(B- CEIC) —BICE CBIC ]
E
)y

i
1) EC(B-CEICYH™? (E-CBIC)”
A = [ (f;’ ('I—K\ )-(\B); _l\B) [l ey l ] .etc.
(ENTR(I- XX BT (BT XK )GE

Remark?2.4.:

the second form of A~ above show that ] — XX* , 1 — X* X are invertible
and this is easy to check.

Remark?2.5.:

we know that if a ,c , e are complex numbers( the complex number is a
special case of an operator) and
e —C
be—lcl2  be-lcl?

A= [E’l C] where ¢ is the conjugate of c then A™! = et b
¢ e

be—|c|? be-lc|?

but from above:

[ (b—ce oo —(b—ce‘lc”]‘lce‘l]
e lc [b—ce et (e—c*bic)™?
Cl
Z A
h_ﬁ h_ﬁ -
= =
L1 1
2 EE EE
1= Pl L
b e )
=] —C
be—lcl2  be—|c|?
= _Ci-c I:l .D

be—|c|? be-|c|®
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Remark?2.6.:

of course we can generalize the 2 X 2 case to the n X n case by iteration.
BE C D
For example: if A = [ C* E Gl = I then

NN

[D* G] F

[5 gl [l

.and we can
F

G

first find the inverse of [(]:3 E] = [ then find the inverse of A.

Remark?2.7.:

there is no general relation between the invertiblity of A = [E} E] and the
invertiblity of B, C, D, E ,and all the 32 cases can be hold,for example
DA = [i i] is not invertible but B, C, D, E are invertible

2)A = [i %] is invertible and also B, C, D, E are invertible

1 1 2 1
3)A=% % % %isnotinvertible

1 2 1 1

[sincedet A=0]andB = [1 1

1 1
. . . 2 1 1 1 1 2 . .
is not invertible, but C = [1 2], D= [1 2] JE= [1 1] are invertible.
And so on.
B Q. . L .[C BY. . L
of course, A = [D E] is invertible if and only if [E D] is invertible if and

is invertible, is useful here

.[D ET... I . [E
only if [B C] is invertible if and only if [C B]

3) Theinverse of a 2 X 2 operator matrix A where A= ()
In this section we generalize the results of A>Ito A= 0 .

216



Journal of Al-Qadisiyah for Computer Science and Mathematics

3" Sinentific Conference 19-20/ APRIL -2011
Vol 3 No.2 Year 2011

Theorem 3.1.:
: B C : . :
ifA= [c* D] = 0is an invertible then so are B&D .
o = —_— = E G I 0
. =~/ ! ST =l = =] =
Proof: c =B XD, C* =D X" VEand IM [G$ F]S.t.AM I [ﬂ 1]
then

BE + B X+DG* =1, VD X* VBG+ DF = L.Hence,
VB (VBE+ X+/D6*) =1,VD (X*VBG++VD F) =1.S0, VB , VD are invertible
.then B, D are invertible

Remark 3.2.:

the converse of theorem 3.1.is not true as we can see by the following
example.

Example 3.3.:
1 1 . —
let A = [1 1] =0 (sinceC=1=+1Xy1 whereX=1and|[Xll =[1] =1

SOA = 0),then B=1,D =1 are invertible but A is not an invertible (detA = 0).
Remark 3.4.:

e . i B C]. . :
if Ais not positive then it is may be that A = [E D] is an invertible but

E, D are not , as we can see by the following example.

Example 3.5.:
0 1 . - — = :
let A= [1 ﬂ] then A is not positive(C= 1 # vBX+D = 0)and A is an

invertible (detA = 0)but B = 0,D = 0 are not invertible.

The main result in this section is the following:

Theorem 3.6.:
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E C ) . . . . _ _
A= [C* D] = 0 is an invertible if and only if B ,D,B — CD™*C*,D — C*B~1C

are invertible, and in this case we have:
At [ (B—cCD7cH)™? —(B—cD™c")~tcp™?

-D'c*(B—cD'c)t (D—Cc'B~'C)!

E C . . . _

Proof: =)If A= [c* D] = 0 isaninvertible A= = 0

_ E G

at=[g gl

so let G E then

))BE + CG* =1,ii) BG4+ CF = 0,jii))C'E+ DG* =0,

iv)C*G + DF =1 ,then we have

G = —ECD™* = —B"CF .Hence

E(B—CD™!C*)=1,ie. B—CD 'C*isan invertible and E = (B — CD~Cc*)™.
(D—C*B™C)F=1,ie.D—C*B~Cisan invertible and
F=(D—C*B~C) L Then it is clear that

At [ (B—cCD7'cH)™? —(B—CD"lﬂ*j'1CD"1]
-D'c*(B—cD'c)t (D—Cc'B~'C)!
(B—cD icH™? —(B—cD™'c*)"cp?t

<)ifweletM = [ ] then it is

—-D7'c*(B—cD7'Cc)7?t (D—Cc'B~'C)™*
easy to check that AM =Tje. M=A"1
From the proof of theorem 3.6 we can prove that

Theorem 3.7.:

if B&D are invertible then
A= [B C]EB(HEBK,LEBM) is an invertible if and only if

E D
B — CD™'E,D — EB~1C are invertible and in this case we have
B—CD'E)? —(B—CD"E)"*cD™?
;r1=[ ( eB(LOM,HOK
—(D—EB'C)"'EB? (D—EB~'C)™* (L BK)

Proof: Similar to proof of theorem 3.6..

Remark 3.8.:
Also we can get the following alternative forms of A™*
At = [ (B—cCD™'E)™? —-B~C(D - EB'lcj'l]
—(D—EBC)"'EB? (D—EB~IC)7?
2) At = [ (B—cCDE)? —(B— CD"lEj"lﬂD"l]
—D'E(B—CcD'E)™! (D—EB~'C)™?
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3 At _[ (B—CD'E)™? —B'lc(D—EB'lcj'l]
—D'E(B—CDE)? (D—EB"1C)?
Remark 3.9.:
_[B C . : _[B C :
A= [c* D] = lis special case of A = [Cg D] = O(because A = I = 0).And if
B C o L :
A= [c*‘ D] = Ithen it is necessary that A is invertible then

B,D,B—CD™C*,D —C*B~IC are invertible , in fact
B=1,D=LB—CD™C* =1,D — C*B~'C = I,(and hence they are

invertible).And if they are invertible then A = [éi g] is an invertible. So we

may ask the following question :

Question 3.10.:

isittruethatifB=1,D =, B—CD™C*=1,D —C*B™2C =1 then
B C

= ?

A [c*‘ D] =17

But the following example show that this is not true:-

Example 3.11.:

5 4.1]
= E=1,D=1,
A [4_1 c then B =

|c|? 16.81
=5 ———=1638=1,
D 5

D—C*B‘1c=n—%=5—%= 1.638 = 1 but,

E—CDc*=B—

- 4.1]}[1 l]]. .[4 4.1]}':' ..
A [4_1 c |20 1 if and only if 41 412 but this is not
true(because it is true if and only if there exists X , [X| = 1 such that
4.1 = /4 X+/4 but then

x| = % == 1,a contradiction).

Remark3.12:
If TeB(H,K) then it is easy to check

T is an invertible if and only if T*T = B(H,H)& TT" = B(K, K] are invertible and
in this case we have T™* = (T"T)"'T" = T"(TT")*
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Also from [2] we have:

NT'T=0and TT" = 0

i)T=0ifandonly if T"T = Oifandonly if T"T = 0

so we have that

T is an invertible if and only if T"T = 0 & TT" = 0 are invertible and in this
case we have T~ = (T*T)~T* = T*(TT*)~%. Hence we can use this fact to find

the inverse of A = [E g] (if it exists) by first find the inverses of AA" > 0 &

A"A = 0 and use them to find the inverse of 4,s0

Theorem3.13:

a=[2 CleBH@KLOM)is an invertible if and only if

1)a=BB*+CC"2)b=EE"+ DD"3)c=a— (BE*+ CD")b™}(BE* +CD")"
4)d =b— (EB*+ DC*)a '(EB*+DC*)*5)e=B*B+E'E 6) {=CC+D'D
7)g=e— (B'C+ED)f }(B*C+ED)’
8)h=f—(CB+D'E)e }(C°B+ D'E)’
are invertible and in this case we have
P [g‘igB' —(B'C+ED)f ¢ g HE —(B'C+ED) DY ]
h™'c*—f™'(C*'B+ D'E)g 'B* h™'D"—f'(C'B+D'E)g 'E"
_ [(B' —Eb"HEB"+DC"))c™? E'd!—Bc}BE+ CD')b“-]
"~ l(c* = Db YEB* +DCY))c! D*d"!—Cc}(BE*+ CDY)bY
Proof: Ais an invertible if and only if AA™ = 0 & A" A = 0 are invertible if and
only if ab,c d.e f.gh are invertible and we have
“1(B*—(B'C+ED)fIC’ “1E*— (B'C+ED) D’
.a':'L_i — (A-AJ—IA- — |:g_1 ( _(1 i :I . :I g_i ( _[1 ) j i :I:|
h™c*—f(C'B+D'E)g *'B* h™'D"—f*({C'B+D'E)g'E
= A" (AA)™
_ [(B' —EbYEB"+DC))c™? E'd'—Bc}(BE'+CD)b™?
~ l(c*=DbYEB* +DCY))c™! Dd™!—CcY(BE*+ CD)b7?

Remark3.14:

we can generalize theorem3.13 and find the inverse of the m X n operator
matrix A Dby first we find the inverse of AA™ = 0 & A"A == 0 by iteration as we

did in remark2.6.then we find A™* by the relation
ATl =(aA) A = A (Aaan!
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Abstract:

In the present paper, we establish a new subfamily of multivalent functions
with negative coefficients. Sharp results concerning coefficients, distortion
theorem and the radius of convexity for the class WHp(a, B,¢) are obtained.

Furthermore it is shown that the class WHp(a, B, ¢)is closed under convex linear
combinations. The arithmetic mean is also obtained.
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