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Abstract- Picking the wild mushrooms from the wild and forests for food purpose or for fun has become a 

public issue within the last years because many types of mushrooms are poisonous. Proper determination of 

mushrooms is one of the key safety issues in picking activities of it, which is widely spread, in countries. 

This contribution proposes a novel approach to support determination of the mushrooms through using a 

proposed system with mobile devices.  Part of the proposed system is a mobile application that easily used by 

a user - mushroom picker. Hence, the mushroom type determination process can be performed at any location 

based on specific attributes of it. The mushroom type determination application runs on Android devices that 

are widely spread and inexpensive enough to enable wide exploitation by users. 

This paper developed Mushroom Diagnosis Assistance System (MDAS) that can be used on a mobile phone. 

Two classifiers are used which are Naive Bays and Decision Tree to classify the mushroom types.  The 

proposed approach selects the most effective of the already known mushroom attributes, and then specify the 

mushroom type. The use of specific features in mushroom determination process achieved very accurate 

results.  
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1. Introduction 

Mushrooms are one of the fungi types and 

currently gain super food status because they have 

some of the most potent nutrients on the plant. 

Generally, mushrooms have significant 

advantages such as destroying cancer cells, 

eradicating viruses, boosting human immune 

system, managing weight, improving nutrition 

and promoting better diet quality, and etc [1][2]. 

In addition to, their environmental benefits such 

as cleaning polluted soil and being a potential 

source of fuel. Hence, generally, mushroom 

consumption has been increased in many 

countries, and specifically, the consumption of 

edible wild mushrooms has become more popular 

among people [3].  

 

 

 

Wild edible mushroom are consumed because 

they are source of nutrition and they are 

occasionally source of medicine. The people, who 

are practicing folk medicine, are consumed 

mushroom which known as medicinal mushrooms 

[4]. From the other hand, psychedelic mushrooms 

are sometimes consumed for purposes of 

recreational or entheogenic and not commonly 

used as food, because they have strong 

psychological effects [3]. Therefore, the value of 

wild edible fungi is of similar value with many 

vegetables and in some cases have a higher food 

value. Thus, the nutritional value of wild edible 

fungi should not be underestimated [3] [5] [6].  
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In spite of mushroom various benefits, must take 

into consideration that not all of them are edible 

because out of 10,000 species of mushrooms, 50 

to 100 types are toxic [1] known as inedible. The 

inherent risks of eating the wild inedible 

mushrooms are variety and great, with effects 

ranging from simple symptoms such as a mild 

stomachache and simple indigestion to life 

threatening conditions and death in some cases. In 

the field of botany, no general rule exists for the 

identification of these dangerous and even life-

threatening fungi. There are many wild edible 

mushrooms such as champignon and others are 

inedible like death cap which is the most 

dangerous type as it causes death in more than 50 

percent of the incidents [7]. 

Currently, mushroom determination process is 

performed by robot and automated sorting 

machine in food industry. In these cases, the used 

technique is developed for a specific task and it 

cannot be used in more general applications. This 

attributed to constrain these simple techniques to 

limited features such as color, making them not 

proper for general applications [8]. 

The recent updates in communication, mobile 

devices and technology facilitate developing a 

mushroom determination system using specific 

characteristics selected from mushrooms features. 

In fact, combining a mobile phone with the 

mushroom determination system has many 

advantages. For example, mobile phones are of 

daily use and easy to be understood by anyone. 

Further, they are powerful and quickest means of 

using technology. Moreover, with the internet 

enabled mobile phone, it becomes easily benefit 

of an internet server. As a result with phone, 

internet and a determination system, any person 

could easily know whether a mushroom is edible 

or inedible [9]. 

Such system based on analyzing and investigating 

the mushroom features in order to classify the 

mushroom depending on their well known 

features (such as color histogram, hog, and odor). 

The main goal of this research is to design and 

implement Mushroom Diagnosis Assistance 

System (MDAS) which is offers an application 

running on a mobile Android device. This 

application provides the user with ability of 

identifying some mushroom attributes directly in 

the nature. The analyzing is done on basis of the 

user interaction with designed and implemented 

mobile application. Then the mushroom is 

determined and the results are presented as a final 

decision which is the mushroom edible or not. In 

addition the proposal offers many other services 

like providing the used with information about the 

all known types of mushrooms. 

 

 

 

The rest of this paper is organized as follows: 

Background is described in section 2. Section3 

presents research objectives.  Dataset description 

details in section 4. Section 5 explains proposed 

system. Analyzing results detail in section 6. 

Section 7 includes the conclusion.  

2. Background 

This section presents some principles to facilitate 

reading the other sections of this research. It 

describes the classification concept, Naive Bayes 

and Decision tree. 

2.1. Classification 

Classification process is predicting categorical 

class labels which are discrete or unordered.  

Training set and the values (class labels) are used 

in constructing a model to classify the attribute 

and then use it in classifying new data.  

The task of data classification includes two-step 

process. The first process is learning step 

representing by constructing the classification 

model. The second process is a classification 

(testing) step and in this step represents the 

constructed model which is used given data to 

predict class labels for them. 

The researchers have been proposed several 

classification methods in machine learning, 

pattern determination, and statistics.  For example 

the techniques that can be used for classification 

are Naive Bays, and decision tree [10]. 

2.2. Naive Bayes 

The Naive Bayes algorithm is known with its 

simplicity. It is regarded as a probabilistic 

classifier which counts the frequency and 

combinations of values in a given data set to 

compute a set of probabilities. The algorithm 

based on Bayes theorem and assumes the class 

variable value results from the independence of 

all attributes [11] [12]. 

The Naïve Bayesian algorithm offers an adaptable 

method for dealing with whatever number of 

features or classes on probability theory, and it 

frequently used with supervised learning. It has 

the ability to that examines all its training input 

and it is known as the asymptotically fastest 

learning algorithm. Although, the model nature is 

characterized with simplicity, this algorithm 

demonstrates efficient performance in a very wide 

variety of problems. Further, small amounts of 

improper data, or “noise,” do not affect the results 

by much [13]. 

Many studies have founded that the performance 

of simple Bayesian classifier is comparable to the 

performance of decision tree and selected neural 

network classifiers [10][14]. 
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2.3. Decision tree 

Decision tree is one of the common methods 

which are used for inductive inference. The 

induction of decision tree is the decision trees 

learning from training tuples of class-labeled. The 

structure of decision tree is like tree, where test on 

an attribute is represented by internal node (non 

leaf node), outcome of the test is denoted by 

branch, and class label is held by leaf node (or 

terminal node). The root node is the topmost node 

in a tree. [10][15] 

The algorithm consists of the following process: it 

used all tuples in the training set, selects the most 

attribute that produces maximum information for 

classification, and for this attribute a test node is 

generated.  Then, top down induction is 

performed in which the current set of tuples is 

divided by decision trees based on their values of 

the current test attribute.  The process of classifier 

generation stops, if one of the following 

conditions is met: first all tuples in a subset 

related to the same class, or it would not be useful 

to precede with further separation into other 

subset.  The algorithm of decision tree usually 

uses “information gain” measures which is an 

entropy-based measure. This measurement is used 

as a heuristic for selecting the features that will 

best split the training data into independent 

classes. [10][13]. 

3. Research Objectives 

The main goal of this research is determining if 

mushrooms are poisonous or edible. This could be 

achieved by designing and implementing a 

Mushroom Diagnosis Assistance System (MDAS) 

that is able to analyze the input data and conclude 

precise decision that lead to mushroom diagnosis. 

Additionally, this research aims to reduce the gap 

of knowledge between different individuals in 

mushroom diagnosis. The following details the 

specific objectives of this research: 

 Identify the target and the effective 

attributes (variables). 

 Preprocess mushroom data so that it is 

suitable for training. 

 Design and implement an application 

running on a mobile device that is 

performing the mushroom determination 

task.  

 Maintain an updated database in an 

authorized institute that includes known 

species of mushrooms and newly 

discovered ones which are recently 

recorded.  

 Use the system after testing and 

validating its performance. 

 

 

 

4. Dataset Description 

The used datasets is obtained from UCI (Unique 

Client Identifier) Repository of Machine Learning 

Database [16]. The dataset has includes 

description of the hypothetical sample which is 

corresponding to the 23 species of the gilled 

mushroom in the Lepiota and Agarics Family. 

Each one of those species is identified as the 

definitely edible, definitely poisonous, unknown 

edibility, or is not recommended at all. The latter 

class has been combined with a poisonous and 

edible based on 22 physical attributes as recorded 

in [17]. 

Data distribution: 

The dataset was distributed into two different 

classes: 

 Class 1 = Edible with the number of 4208 

instances (51.28%) 

 Class 2 = Poison with the number of 3916 

instances (48.2%) 

There are total of 8124 instances that were 

captured. 

Setting a Target 

the main target of this experiment is determining 

if mushroom is edible (Y) or poisonous (N) 

Normalizing Attributes 

before any data train, the data normalization 

process is required. This to ensure all data value 

must be in string so it can be train. 

The data from the UCI repository came encoded 

as a .txt file with 22 feature values encoded as 

single ASCII characters and a label of either “Y” 

for edible or “N” for poisonous on each line of the 

file. Full explanations of the encodings are 

available at the repository at [17]. The whole data 

file contains 8,124 instances of mushrooms. 

Roughly half are classified as poisonous and half 

as edible. Mushrooms that were classified as 

poisonous do include some of unknown toxicity 

and have been classified as poisonous on the side 

of caution. [17] . 

4.1. Mushroom Attributes 

The mushroom 22 attributes in the dataset are 

represented in table 1. These attributes represent 

the well known mushroom attributes. Hence, a 

string of size 22 bytes (22 characters) is required 

to describe each mushroom. All the mushroom 

description strings are of the same size because 

each attribute has only one possibility [17]. 

There are 8124 instances in data set. These 

instances are distributed as 4208 edible 

mushrooms and 3916 poisonous mushrooms. 

Stalk-root attribute, which is numbered 11, misses 

2480 attributes. The sign „?‟ is used to note the  
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missing attributes in dataset and same sign is used 

in string describing of the mushroom when the  

 

 

 

 

attribute is missing [17]. A binary vector (0-1) can 

be used to describe the mushroom instead of 

using string because the data of mushroom is 

nominal.

 

 

 

  

Table 1. Attributes of Mushroom Description in the Dataset  
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When attribute includes value 1 is used and 0 used 

when the attribute does not include values. The 

attributes have a definite length because there are 

only certain possibilities for describing the 

attribute, i.e. for attribute 21, population, there are 

six options, abundant (a), clustered (c), numerous 

(n), scattered (s), several (v), solitary (y). The 

feature scattered (s) can be representing as the 

binary string 000100 [17]. 

The proposed system based on these attributes in 

taking the decision for example: 

Mushroom is most likely poisonous if: 

Spore print color is green 

While 

Mushroom is most likely edible if: 
Odor is almond, anise, or no smell at all 

5. Proposed System 

Proposed system consists of unified database, web 

application (server) and mobile phone application 

(client). Figure 1, represents the three components 

of proposed system. Unified database is  

 

 

 

 

maintained by an authorized institute such as 

hospital or college of Agriculture and it keeps 

updated information about all the known and newly 

discovered mushroom spices to a unified accessible 

database. Web application and Mobile phone 

application have common services, which are 

Mushroom Determination, Adding New Mushroom 

Spices, and Exploring Mushroom Spices. Although 

these two applications have a common services, 

these services are different in sort of their 

performance because the web application is 

designed for specialists and Mobile application is 

designed for users who are interested in Mushroom 

picking. The web application has more privileges in 

accessing and modifying the unified database.  

 In addition, web application offers some services 

for specialists only such as reply to user question 

and check the new discovered mushroom data 

before adding it to unified database.  

 

 

 

The 

following explains the three common services: 
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1- Mushroom Determination service by 

which the user may easily know the type 

of suspicious mushrooms (edible or not) 

based on providing the application with 

some of mushroom attributes. If the 

suspicious mushroom is unknown the 

mobile application offers the user to send 

request to server side including mushroom 

attributes such as image which is sent after 

compression.  

2- Adding New Mushroom Spices service, 

this service allow user to add a newly 

discovered mushroom spices to a unified 

database. This service requests the user to 

specify some of the discovered mushroom 

features like (color, description, image 

(sent after compression), and location) to 

send them to unified database. The newly 

discovered mushroom will be added to the 

unified database after the authorization of 

specialist. 

3- Exploring Mushroom Spices service: this 

service allows the user to explore 

information about mushrooms, their 

features, images, and etc. 

Further, the mobile phone application offers 

more services such as Remote Mushroom 

Determination. This services facilitates connect 

the user with an authorized expert from a local 

institution such as hospital or agricultural 

college, in order to provide the user with 

assistance in some critical situation. For 

example when Mushroom Determination 

service fails in its task or when emergency 

situations occurred  Mushroom determination 

process includes two phases training phase and 

testing phase. Figure 2 shows the methodology 

of the proposal in training phase. Training 

phase uses two classifiers (Nave Bayse and 

Decision Tree) for comparison purposes. Test 

phase base on Decision Tree.  

 

 

 

 

 

 

 

 

 

 

 

5.1. Mushroom Determination 

Five of the features described in previous section 

are used to specify the mushroom class (edible or 

not) after applying many experiments on the 

available dataset the proposal find out that the 

features shown in table 2 are enough to know the 

mushroom class. These five features are odor, 

spore-print-color, habitat, gill-size and cap-color.  

 

5.2. Features suggested by fast decision tree 

algorithm 

Five features are the most effective features in final 

decision. Figure 3, shows the steps of mushroom 

determination process based on the most dominant 

features [16]. 

 

 

 

Figure 2. The Methodology of the Proposal in 

Training Phase 
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Figure 3. Decision Tree 

Figure 3. Classification Process of Mushroom Determination  

Table 2. The Most Dominant Attributes of Mushroom  
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6. Analysis Results 

Two classifiers have been applied which are Naive 

Bays and Decision Tree in determination task. The 

two classifiers applied with features selection and 

without features selection. Table 3 shows the two 

classifiers performance without features selection 

regarding different parameters. 

Table 4 presents the accuracy by class with features 

selection. Table 5 shows the two classifiers 

performance with features selection regarding 

different parameters. In general, the results show 

that the Decision Tree classifier achieved the best 

performance. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 and figure 5 show the average weights of 

classifications without feature selection and with 

feature selection. 

The results show that using the features selection 

improves the performance of both classifiers in term 

of increase their accuracy and minimize the error. In 

addition to reduce the required time to get the final 

decision.  

The same number of instances 8124 is used in two 

classifiers with and without features selection. With 

and without feature selection, the results show that 

the Decision Tree achieved the most correct 

classified instances and the least incorrect classified 

instances.  

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. Classifiers Performance without Features 

Selection 

Table 4. Accuracy of Classifications 

Table 5. Classifiers Performance with Features Selection 
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In addition to, all the calculated error measurements 

were the lowest with Decision Tree. 

Hence, in spite that the Decision Tree spent more 

time in determination process, its performance was 

better than Naive Bays. However, the difference in 

time between the two classifiers is approximately 

less than (0.01 – 0.0 = 0.01 second) with feature 

selection. Waiting 0.01 seconds represents very 

short time to get such critical decision. 

7. Conclusion 

Many species of mushrooms are poisonous making 

the task of picking the wild mushrooms from the 

wild and forests for food purpose or for fun too 

risky.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The symptoms of eating poisonous mushrooms can 

vary from slight gastrointestinal discomfort to 

death. Hence, who wants to pick a mushroom for 

food must be 100% sure of mushroom species 

before consumption 

This paper developed Mushroom Diagnosis 

Assistance System (MDAS) consists of three 

components unified database, web application 

(server) and mobile phone application (client). 

MDAS maintains unified updated database about 

mushroom information under the supervision of the 

specialists and facilitates mushroom determination 

process on a mobile phone. This system offers a 

proper determination of mushrooms to achieve 

safety in picking mushroom, which is widely 

spread, in countries.  

Figure 4. Average Weights of Classifications without Feature Selection  

Figure 5. Average Weights of Classifications with Feature Selection  
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This proposed determination approach includes two 

phases. First phase train the machine learning 

system and second phase used it in determination 

process. The suggested determination approach 

specifies the most effective features in 

determination process, and then finds the final 

decision. The use of specific features in mushroom 

determination process achieved very accurate 

results. Two classifiers are used which are Naive 

Bays and Decision Tree are applied for validation 

purpose. Both classifiers applied with and without 

feature selection. The results show that Decision 

Tree classifier achieved better results than Naive 

Bays in term of correctly classified instances, 

incorrectly classified instances and error 

measurements. While there is a slightly difference 

in the required time at the classification process, as 

the Naive Bays needs slightly less time than 

Decision Tree.  
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 ستخلص :الو

فً انسُٕاث الأخٍزة لأٌ انؼذٌذ  يًٓتأصبخ اخخٍار انفطز انبزي يٍ انبزٌت ٔانغاباث نغزض انغذاء أٔ نهًخؼت لضٍت  

ُخشز ػهى انخً ح، ئّاَخمافؼانٍت يٍ إَٔاع انفطز سايت. انخذذٌذ انسهٍى نهفطز ْٕ ٔادذ يٍ لضاٌا انسلايت انزئٍسٍت فً 

َٓجا جذٌذا نذػى حذذٌذ انفطز يٍ خلال اسخخذاو َظاو يمخزح يغ الأجٓزة  انٕرلتَطاق ٔاسغ، فً انبهذاٌ. حمخزح ْذِ 

انفطز. ثًار يهخمط -جزء يٍ انُظاو انًمخزح ْٕ حطبٍك انًذًٕل انخً حسخخذو بسٕٓنت يٍ لبم انًسخخذو  .انًذًٕنت

انفطز  حذذٌذ َٕعيذذدة يُّ. حطبٍك  صفاث بُاءا ػهىانفطز فً أي يكاٌ  َٕع ٔبانخانً، ًٌكٍ إجزاء ػًهٍت حذذٌذ

ٔاسغ يٍ لبم  ذٍث ًٌكٍ اسخغلانٓا بشكمبانخً حُخشز ػهى َطاق ٔاسغ ٔغٍز يكهفت  انًذًٕل ٌؼًم ػهى أجٓزة

 انًسخخذيٍٍ.

ى ًٌكٍ اسخخذايّ ػهى انٓاحف انًذًٕل. ٔح انذي( MDASخشخٍص انفطز )نٔضؼج ْذِ انٕرلت َظاو يساػذة 

نخصٍُف إَٔاع انفطز. انُٓج انًمخزح  Naive Bays  ٔ Decision Treeو اثٍٍُ يٍ انًصُفاث انخً ًْ اسخخذا

َٕع انفطز. اسخخذاو يٍزاث يذذدة حذذٌذ انفطز انًؼزٔفت ، ٔيٍ ثى  صفاثالأكثز فؼانٍت يٍ  ٌمٕو باخخٍار انصفاث

 انفطز دممج َخائج دلٍمت جذا.َٕع  فً ػًهٍت حذذٌذ
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