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Abstract 

In this paper, the reconstruction of faces in the form of a 3D model from unconstrained 

images (different in pose) has been studied. Three-dimensional Morphable Model(3DMM) 

Fitting method has been used in 3D reconstruction techniques. In this paper propose 

improvement of the 3DMM fitting procedure to get accurate 3D model by taking best 2D 

landmark of all images rather than taking only first 2D image landmark (traditional 

method which proposed by A.Bas et al). The results of the proposed algorithm show its 

very encouraging as far as execution time and quality of reconstruction as shown in 

compare the improvement fitting process with the traditional method. 
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1.Introduction 

 Face reconstruction is the way toward 

making a 3D model of a face from two-

Dimension (2D) image(s) [1][2].  

 It is important to consider in mind that 

creation human face models should look like as 

genuine image as possible. This procedure 

involves a transformation from 2D to 3D 

spaces[3]. 

Face reconstruction is a significant application in 

face recognition, video editing, virtual reality, 

animation [4], verification, expression 

recognition and facial animations [5]. 

 

 

 

 

 

 

 

 
 

The determination of important features in the 

input 2D image(s) is a significant stage in 

most 3D face reconstruction procedures. 

Usually face feature determination has been 

utilized for [1][6]: 

1. Introducing the situating of face models 

in 3D reconstruction methods based on the 

model. 

2. Finding feature on sideways and forward 

images so it is conceivable to misshape 

general 3D face prototypes to accept the form 

of the specified face. 

3. Instating the procedure of point tracing 

in 3D reconstruction methods based on video. 

4. Creating point consistency in faces taken 

from unlike vantage point 

Another important part of the 

reconstruction process is "data acquisition”.  It is 

gathering 

the 3D information about that object by 

using one of 3D reconstruction technique. In this 

paper 3D MM model fitting procedure has been 

used in reconstruction of 3D faces. 

 

 

 
For example, exact face models have been 

appeared to fundamentally progress face 

recognition [4]. In every one of these 

applications, the reconstructed face should be 

compacted and precised, particularly around, and 

so on. Computer games can be appeared as a 

good illustration which needs accurate human 

face models [3]. Fig.1 shows general points 
identified with the execution of 3D face 

reconstruction procedures. Most of the 3D 

reconstruction algorithms share the same basic 

processing pipeline, and may be not running all 

the processing steps [4]. 

 

 

 

 

 

 

 

 
 

 

A significant task of 3D reconstruction 

methods is the face registration. It is bringing the 

whole generic 3D model vertices as near as could 

be expected under the corresponding to the 

relating 3D coordinates of the feature points 

which computed from images. The opposite is 

also potential, i.e., transporting the intended 3D 

points near to the generic 3D model. This 

corresponding involves scaling, translating and 

rotating of the one to be moved closer to the 

other. 

 

The 3D registration approaches can be classified 

into two distinct collections [4]: 

1. Three-dimensional to 3D registration: 

Corresponding is done among two 3D 

points. One is a base mesh, and other 

one is the 3D data produced in anyway 

after the data acquisition procedure. 

 

 

 
 

Figure 1: General steps of 3D reconstruction. 
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2. Three-dimensional to 2D registration: 

These methods achieve a 3D model 

which is utilized to fit 2D data. 
 

In this work, registration approach is applied to 

perform model fitting. The goal of this paper is 

reconstruction multiple unconstrained image 

(different in pose) in the form of 3D model. In the 

rest of this paper, show a 3D Model Fitting 

approach in section 2, display a 3D Morphable 

Model and Fitting with 2D Landmarks and edges 

in Section 3, section 4 displays the proposed 3D 

Face Reconstruction, section 5 displays result and 

Discussion, section 6 shows the conclusions and, 

finally, a list of the references in section 7 

 

 

 

 

 

 

 

 

 

 

 

 

In the proposed system, perform fitting process of 

a 3D model to a 2D images according to features 

(landmarks and edges). In the following sections, 

a detailed introduction of the model fitting 

approach will be given. 

 

 

 

 

 

 

 

 

 

2. Three-dimensional Model Fitting 

approach 

The fitting is actually an optimization 

process, targeting to discovery the parameters of 

best model usually by minimizing the difference 

among the input images and model 

reconstructed/synthesized image[7]. The 3D 

model fitting can reconstruct the camera model 

and 3D shape, lighting texture, from a single 

image as shown in Fig. 2 [8]. The recovered 

parameters can then be used for face 

reconstruction.  

 

 

 

 

 

 

 

 

 

 

 

 

3. Three-dimensional Morphable 

Model 

The Morphable Model is the one applied by The 

University of Basel in 2009. Its name is Basel 

Face Model [9]. It‟s a mesh can be deform where 

shape is specified by the shape parameters α  R
S
. 

Consequently, any face shape can be estimated 

as[10]: 

 ( )      ̅                      1 

 

 

 

 

Figure 2: 3D model fitting. 
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where C   N
3R×S 

holds the principal components, 

 ̅      , is the shape of mean and the vector f 

(α)   N
3R

 holds the vertices coordinates (R), 

accumulated to compose a vector     

                      . Later, the jth vertex is 

specified by Uj = [f3j-2 f3j-1 f3j]
T
. For suitability, 

indicate the submatrix matching to the jth vertex 

as           
and the matching vertex in the 

shape of mean face as   ̅̅̅̅   N
3
, such that the jth 

vertex is given by             ̅̅̅̅   also, 

describes the row equivalent to the element (x ) of 

the jth vertex as Cjx (correspondingly for y and z) 

and describe the element (y ) of the jth vertex of 

mean shape as    ̅̅ ̅̅ ̅ (correspondingly for z and 

x)[7][11]. 

3.1. Fitting with 2D Landmarks 

Fitting of 3DMM to N detected 2D 

locations(landmarks) wj = [aj bj]
T
 (j = 1 …N) 

rising on the projection of matching vertices in 

the 3DMM. Without wastage of generalization, 

suppose that the jth 2D location matches to the jth 

vertex in the 3DMM. The goal of fitting process 

is to get the parameters of pose and shape that 

minimize the reprojection error, Ek, among 

experiential and projected 2D locations: 

  (       )  
 

 
∑‖          ̅̅̅̅         ‖

 
 

   

               

Where O is rotation matrix, r is translation vector 

and l represents Scale. 

Pose Estimation represents extraction of     and 

 . let double duplicates of the points (3D), such 

that P2j-1 = [xj yj zj 1 0 0 0 0] and P2j = [0 0 0 0 xj 

yj zj 1] and compose a vector of the equivalent  

points(2D) W = [a1 b1 … aL bL]
T
. subsequently 

solve for d   R
8
 in Pd = W utilize linear least 

squares. describe o1 = [d1 d2 d3] and o2 = [d5 d6 

d7]. Scale is specified by l = (‖  ‖ +‖  ‖)/2 and  

 

 

the vector of translation by r = [d4/l  d8/ l]
T
. 

achieve SVD  on the matrix established from o1 

and o2[12]: 

     [

  

  

     

]                               3 

The matrix of rotation is specified by        . 

If    ( )       then refuse the third row of (U) 

and recomput( O). This assurance that (O) is a 

matrix of valid rotation. 

The 2D location of the jth vertex as a 

function of the parameters of shape is assumed by 

lO1..2(Cjα +   ̅̅̅̅ ) + lr. Later, each detected vertex 

complements (two) equations of  a linear system, 

for both image compose the matrix P   R
2L×S 

wherever   

       (      
        

        
 )                  4 

and          

     (      
        

        
 )                

and vector k   R
2L

 where 

          (       ) and         

 (       )                                                         6 

solve        in a logic of  least squares topic to 

an extra limitation to guarantee believability of 

the explanation[12]. 

 

3.2. Iterated Closest Edge Fitting  

It‟s a method to fit a 3DMM to 2D edges. 

That is, for both vertex of projected model 

contour, discovery the nearby pixel of image edge 

and handle this as an identified matching. In 

combination with the landmark matching, will 

again perform the process in sections 3.1.  
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This leads to updated parameters of shape and 

pose, trying to update edges of model and 

correspondences.Repeat this procedure for a 

static amount of repetitions. Denote to this 

procedure as (ICEF) Iterated Closest Edge 

Fitting. Discover the pixel of image edge nearby 

to a vertex of projected contour can be completed 

powerfully by storage the pixels of image edge in 

a kd-tree. Then filter the resulting matching using 

two generally utilized heuristics. Initialy, 

eliminate 5% of the correspond for which the 

space to the pixel of neighboring image edge is 

the biggest. Subsequent, eliminate correspond 

image space divided by n overtake a threshold. 

4. The Proposed 3D Face 

Reconstruction System  

The Proposed 3D face reconstruction system 

begins from obtaining “unconstrained” collection 

of face images captured under a varied of poses. 

the ending of proposed procedure is deriving a 

3D face model with texture information. The 

workflow of the proposed approach could be 

outlined as follows and as shown in figure 3: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Read 3D general Model, in this paper 

„.ply‟ file format are used (Morphable 

model). Algorithm (1) contains the main 

steps needed to read 3D model file.  

 Load parameters of initial models. The 

parameters are: 

1. verticesPC is a 3n by k matrix 

where n is the model vertices 

number and k the principal 

components number. 

2. verticesMU is a 3n by 1 vector 

containing the vertices of the mean 

shape. 

3. StandardPC is a k by 1 vector 

containing the sorted standard 

deviations of each principal 

component. 

fl is an n by 3 matrix containing the face list 

for the model. 
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Figure3: The Block Diagram of the improvement 3D MM model fitting Method 
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 Load precomputed edge structure 

for initial models. 

 Read sequence of images (2D 

image). 

 Find edges in this 2D image by 

using Canny methods. The Canny 

technique discoveries edges by 

searching for local greatest of the 

image gradient. The gradient is 

calculated utilize the derivative of a 

filter of Gaussian. The method uses 

two thresholds, to detect strong and 

weak edges, and includes the weak 

edges in the output only if they are 

connected to strong edges. This 

method is therefore more than the 

others methods to be "robust" by 

noise, and more likely to detect true 

weak edges 

 Extraction the landmark of the 2D 

image by using the method which 

proposed by [13].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 Initial estimate of pose and shape 

parameters of finial 3D face model 

using only location of 2D landmarks as 

shown in subsection 3.1. In this step, 

proposed improvement of fitting 

process to get accurate landmark by 

taking best 2D landmark of all images 

rather than taking only first 2D image 

landmark (traditional method). the step 

of modifying detection of best 

landmark shown in the following 

algorithm (2), while the step of 

extraction of pose and shape 

parameters according to 2D landmark 

shown in the algorithm (3) 

 

 

 

 

 

 

 

 

Algorithm(1):  Read of 3D Model  

Input: 3D file  

Output: Faces array (F) ,Vertices array(V)  

Begin  

//Read the size of vertices from 3D file  

Vertices  no. = size (V)  

For i=1: Vertices no // read the vertices of 3D model 

Read (Vi)  

End 

// Read the size of faces from 3D file  
Faces  No =size (F)  

For i=1: faces  no.  // read the faces of 3D model  

Read (Fi)  

End  

End  
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Algorithm(2):  Detection best of 2D landmark 

Input:  serial of 2D image, 2D landmark  

Output: detection of best 2D landmark  

Begin 

Count=0 

for i = 1:imSet.Count // count for number of images 

begin  

count=count+1 

im (i) =      read(image) // read the images 

point(i)= landmark(im(i)) // extract the 2d landmark 

end 

//calculate the difference between each neighbor of 2D image landmark  

diff1=landmark{length(landmark)}-landmark{length(landmark)-1} 

diff2=  landmark{length(landmark)}-landmark{length(landmark)-2} 

diff3=  landmark{length(landmark)}-landmark{length(landmark)-3} 

diff4=  landmark{length(landmark)}-landmark{length(landmark)-4} 

diff5=  landmark{length(landmark)}-landmark{length(landmark)-5} 

 // calculate the average of difference // 

    average_diff=(diff1+diff2+diff3+diff4+diff5)/5; 

point_thres=4; 

[ROW,COL]=size(average_diff); 

// calculate the landmark according to average of difference 

for RR=1:ROW 

    for CC=1:COL 

     begin  

if abs(average_diff(RR,CC))>point_thres 

landmarkIM(RR,CC)=(point1(RR,CC)+point2(RR,CC)+point3(RR,CC) 

+   point4 (RR,CC)+point5(RR,CC)+point6(RR,CC))/length(landmark)     

          else 

            detectededgesIM(RR,CC)=point1(RR,CC) 

        end 

 end 
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Algorithm(3):  Extraction of Pose and Shape Parameters 

Input:  landmark of 2D image, (parameter of 3DMM),xyzpoints   

Output: pose parameters (R, T) and shape parameter ( FACE.vertices) 

𝐶 𝑖  𝑠(𝑅  𝑃𝑖𝑢
𝑇  𝑅  𝑃𝑖𝑣

𝑇  𝑅  𝑃𝑖𝑤
𝑇 ) 

ℎ 𝑖  𝑦𝑖  𝑠(𝑅 𝑚𝑢  𝑡 ) 

Begin 

mu =  verticesMU  (u,v,w) // the vertices of the mean shape. 

P = verticesPC. // is a 3n by k matrix where n is the model vertices number and k is the 

principal components number. 

b=best 2D landmark using algorithm 2 

for k=1:niter  // niter is Number of iterations 

begin 

//Build linear system of equations in 8 unknowns of projection matrix 

A2i-1 = [ ui  vi  wi 1 0 0 0 0]  

 A2i = [0 0 0 0  ui  vi  wi 1] 

// Solve linear system 

k = (A\b) 

// Extract parameter from recovered vector 

r1 = k(1:3) 

r2 = k(5:7) 

S = (norm(R1)+norm(R2))/2      //S is Scale // 

r3 = cross(r1,r2) 

[U,S,V]=svd([r1; r2; r3]) 

R = U*transpose(V)        // R is rotation matrix// 

// Determinant of R must = 1 

if (det(R)<0) 

begin 

// reject the third row of U and precompute R 

    U(3,:)=-U(3,:)  

    R = U* transpose(V) 

end 

sTx = k(4); 

sTy = k(8); 

T(1,1)=sTx/s;         // translation vector // 

T(2,1)=sTy/s; 

// Obtain initial shape estimate ( E ) 

for j=1:size (P) 

begin 

 𝐶 𝑖   𝑠(𝑅  𝑃𝑖𝑢
𝑇  𝑅  𝑃𝑖𝑣

𝑇  𝑅  𝑃𝑖𝑤
𝑇 )  

ℎ 𝑖   𝑥𝑖  𝑠(𝑅 𝑚𝑢  𝑡 )      

End 

solve Cα = h in a least squares problem  

E = LSQLIN(C,h) // (norm(c*E-h)^2) 

FACE.vertices= verticesPC *E+verticesMU 

End 

End. 
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 Perform 3DMM fitting using 2D 

landmark and edges as shown in 

subsection 3.2. In this stage get 

the final shape parameter to the 

final 3D model.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Perform an iterative procedure to 

change the shape parameter 

according to 2D edge until get the 

accurate 3D model as shown in 

algorithm(4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm(4):  3DMM Fitting using 2D Landmark and Edges 

Input:  edge of 2D image, (parameter of 3DMM)   

Output: finial shape parameter 

Begin 

FV.faces = tri; // Face structure of 3DMM mesh 

//Extract image edges E  

For i=1:niter //  Number of edge fitting iterations 

//Compute vertices lying on occluding boundary(boundary edges) 

 //Compute face normal 

 fn = normal_face( FV.vertices,FV.faces ) 

 // Edges with a zero index lie on the mesh boundary, i.e. they are only 

adjacent to one face 

boundaryEdges = Ef(:,1)==0; // Ef : faces adjacent to each edge in the mesh 

//Compute the occluding edges as those where the two adjacent face normal differ in 

the sign of their Z component 

Ev : vertices adjacent to each face in the mesh 

occludingEdges = sign(fn(:,3)) ~= sign(Ef(:,3)) &~boundaryEdges 

//Select the vertices lying at the end of the occluding edges and remove duplicates 

occludingVertices = Ev(occludingEdges) 

occludingVertices = unique(occludingVertices) 

// compute Project occluding boundary vertices 

x2 = R* (FV.vertices(occludingVertices,:) // R is rotation matrix 

x2(1,:) = x2(1,:)+t(1) // t is translation  vector 

x2(2,:) = x2(2,:)+t(2) 

x2 = x2.*s    // s is scale 

// Find edge correspondences  

[idx,d] = knnsearch(E,x2) 

//Filter edge matches  

sortedd=sort(d) 

//Proportion of nearest-neighbour edge matches used at each iteration, may be more 

sensible to threshold on distance to nearest neighbour 

percentile = 1; 

threshold = sortedd(round(percentile*length(sortedd)) 

occludingVertices = occludingVertices(d<threshold) 

// Perform 3DMM fit using edge corresponding 

Perform algorithm (3) to get new shape parameters according to edge values 

  endfor 

End 
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5. Results and Discussion: 

In this work, available comprehensive and 

popular 2D image database Psychological Image 

Collection at Stirling (PICS) is used. This dataset 

contains 687 Colour faces, Between 1 and 18 

images of 90 individuals.  Its variations in pose, 

viewpoint, and expression. 

 

 

 

 

 

 

 

 

 

 
 

Fig.5 (a) represents the generic model, 

then deforms this model by fitting with the 2D 

image. First the generic model deforms according 

to only 2D feature (landmark) as shown in figure 

5 (b), then begins in iterative procedure to deform  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
The database‟s resolution is varied from 336x480 

to 624x544. Fig.4 shows the unconstrained image 

sequence (different in poses) which represent the 

input for the system. 

 

 

 

 

 

 

 

 

 

 

 

 
 

the 3d model with 2D landmark and edges by 

finding nearest neighbor between model edges 

and image edges to get the finial 3D model which 

match with the feature in 2D image as shown in 

figure 6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4: Input image sequence. 

                                           
(a) (b) 

Figure 5 (a): the initial 3D model. (b): the initial deform 3D model 
 

 

 Figure 6 : finial 3D model. 
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As shown in figure 6 the proposed 

system can deform the initial 3D model (figure 5 

a) in order to be corresponding with 2D feature, 

and can change the feature from male in initial 

model to female feature (figure 6).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusions  

In this paper new 3D face reconstruction method 

is designed by improvement fitting procedure to 

get accurate 3D model by taking best 2D 

landmark of all images rather than taking only 

first 2D image landmark (traditional method). this 

modify is shown by comparing the proposed 

system with the traditional method. The main 

conclusions that are achieved from the proposed 

system are: 

1. The proposed system can be applied to any 

pose of the input image. 

2. The proposed 3D reconstruction has 

achieved good accuracy according to deform 

general 3D model to correspond the 2D 

feature. 

 

 

 

 

 

 

 

 

 

 

5.1. Comparison between traditional 

fitting procedure and the proposed fitting 

method:  
          In this subsection shows the performance 

the proposed fitting procedure and compare with 

the classical method as shown in table 1. 

Table 1: Comparison between traditional fitting 

procedure and the proposed fitting method 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. the proposed system can overcome extremely 

challenge which is deforming the 3D default 

model to make it compatible with the 2D 

feature especially female feature. 
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As shown in above table, the proposed system gives 3D model more accurate and smooth from the traditional method. 
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 إعادة بناء الوجوه الثلاثيت الابعاد باستخذام تقنيت هطابقت نوورج هورفبل الثلاثي الابعاد

  

شيواء حويذ شاكر
 

نجلاء عبذ حوزة                     
 

 جاهعت بغذاد                        الجاهعت التكنلوجيت                                  

 كليت التوريض                    قسن علوم الحاسباث                                  
 

 وستخلص :ال

وقذ (. راث أوضاع مخخهفت)يذة في شكم نمىرج ثلاثي الأبعاد نهصىس غيش انمق في هزا انبحث، حم دساست إعادة بناء انىخىه

ين . في هزا انبحث قذ حم اقخشاذ ححسفي حقنياث إعادة الإعماس ثلاثيت ثلاثي الابعادمطابقت نمىرج مىسفبم اسخخذمج طشيقت 

ثلاثي الابعاد نهحصىل عهى نمىرج دقيق ثلاثي الابعاد من خلال اخز أفضم انمعانم انثنائيت نطشيقت مطابقت نمىرج مىسفبم 

أظهشث نخائح مقاسنت انطشيقت انمقخشحت مع اد نكم انصىس بذلا من اخز معانم اول صىسة )كما في انطشيقت انخقهيذيت(. الابع

 انطشيقت انخقهيذيت نخائح مشدعت من ناحيت وقج انخنفيز وخىدة إعادة انبناء.

Shaimaa .H / Najlaa .A 


