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Abstract:  

 

        In this paper, we apply  neural network for solve  singularly perturbed Volterra integro-

differential equations (SPVIDE) and singularly perturbed Volterra integral equations (SPVIE). 

Using Modification Of High Performance Training Algorithms such as quase-Newton, 

Levenberge-Marqaurdt, and Baysian Regulation. The proposed method was compared with the 

standard training algorithms and analytical methods. We found that the proposed method is 

characterized by high accuracy in the results, a lower error rate and a speed that is much 

convergent to standard methods.  
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1. Introduction: 

 

      In this paper we consider the numerical 

discretization of (SPVIDE): 

     
( )  .    

  / ∫  (   ) ( )      ,   - 

 
            

(1) 

with boundary condition  ( )      ( )   . 

And Volterra integral equations (SPVIE) 

                    

  ( )   ( )  ∫  (   ) ( )   

 
                   

,   -                      (2) 

with boundary condition  ( )      ( )    , 

where   is a small parameter satisfying         
called  perturbation parameter ,   and   are given. 

     An increasing interest in Voltaire's integrative 

and differential equations that have small parameters 

that stimulate this research. In the numerical 

solution to the problems of the value of the single 

hyper-limit of ordinary differential equations. 

      Nonlinear phenomena that appears in many 

applicationes in scientifec fields, such as fluids 

dynamics, solid state physics, plasma physics, 

mathematics biology and chemical, can be modeled 

by integral equations.. We are frequently faced with 

the problem of determining the solution of integral 

equations, one of these integral equations is SPVIE  

[1]. 

IN [2] have proposed the HPM for solving the 

SPVIEs, Alquran and Khair [3] solved the same 

problem by DTM and VIM. Finally, Dogan et al. [4] 

used DTM to solve the presented problem. Liao 

[5],[6],[7] successfully applied the HAM to solve 

many types of nonlinear problems.  

 

       This paper focus on building a new technique 

by using neural networks to arrive at an approximate 

solution to the integrated integrative and differential 

integrality equation. This structure of artificial 

neural networks (ANN) can calculate the 

corresponding production of vector inputs. The error 

function is now limited to the minimum in the 

selection points. Thus, the proposed ANN uses a 

training algorithm based on on quasi-Newton, 

Levenberg-Marquardt, and Bayesian Regulation 

algorithms used to modify the parameters (weights 

and biases) to any degree of accuracy required. 

 

 

 

 

 

 

 
 

2. Modification Of High Performance Training 

Algorithms: 

        In this section we will explicate how to modify 

some of the training algorithms. And to avoid some 

disadvantage that occurs in LM algorithm, we imply 

singular value decompation(  S V D )of Jacobian 

matrix               ( )    a rectanguler matrix or 

singular, then we use SVD of ( )   “To avoid some 

disadvantage that occurs in of quasi– Newton 

algorithm, we explicate Singular Value 

Decomposition of Hessian matrix         , which 

is the mainly extensively use technique, and 

specially, it is a high-quality technique for 

illconditioned problems and to calculate the 

pseudoinverse of  and to calculate theminimum 

error”. “To over passing the drawbackof 

BayesianRegulation algorithm, we imply S V D for 

compute           , which is a good quality 

technique to calculate the pseudoinverse of   and to 

calculate the minimumerror”. 
 

3. Description of the Method  

         In this part we will explicate how our appear 

be able to use find the approximate solution of 

equations (1) and (2). To enter y (x) to the converter 

to be calculated,   (    )Refers to the analytical 

solution. In the proposed approach, the FFNF 

experimental solution is used and the parameter p 

correspond to the           of the neural 

architecture. We choose a model for a pilot function 

  ( ) to meet BC requirements. This is acheived 

by writing it as two parts :    

 

  (    )    ( )   (   (     ))(3) 
 

"where  (     ) is the output of the neural 

network with one input vector   " . 
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4. Illustration of the Method 

        To show the technique, we will consider the 

equations ((1) and (2)) ,where x   [0, 1] and the BC   

  (0) = A and   (1) = B .  The approximate 

solution can be written: 

   (    )     (   )   (  
 ) (     )  "          (4)  ,  

    And the  error quantety to be minimzed is given 

by 

 

             , -  * 
    
   

∑  .      
 
   /   

   

∫  (    )  ( )  +  
 
 

 

 
                 (5) 

where the xi’s are points in [a, b]. 

 

5. Numerical examples 

         In this section we will present the numerical 

results of some mathematical models from the 

various examples of some cases of numerical 

conditions of the proposed neural network where the 

structure of the network consists of three layers. . In 

hidden layers we used sigmoid(logsig) as an 

activation function that is                 ( )    

     
  .     

or each test problem, the analytical solution 

  ( )was defined in proceed. The accuracy of the 

approximate solutions can be tested by using the 

following equation            ( )  |  ( )  
  ( )|.  
     In this section, there are three examples of 

different cases and each example contains four 

tables. 

The first table shows the experimental and 

approximate solution of the high-level training 

algorithms with the analytical solution. The second 

table shows the error of the modified method and 

the third table represents the accuracy of the 

proposed method and the number of iterative  

needed to reach the target.  

And the fourth table represents the initial value of  

         s of the of the neural network. The 

figure illustrates the exact and approximation 

solutions in the training set 

 

Example 1:  

We consider the following linear SPVIE [8] 

                    ( )  ∫ ,     ( )
 

 
      and BC: 

y(0)=0 ,y(1)=  ( )      
 

   .    
 

 /             

which has the exact solution    ( )      

  
 

   .    
 

 / ,          

 

 
Example 2: 

      We consider the following nonlinear 

SPVIE [9] 

             

 ( )  
 

 
(    )  

 

 
∫     
 

 
  ( )              

and the boundary conditions y(0)=0 , 

y(1)=
 (   

 
 
(√     )

 (
 

 
(√     )  ) 

 
 
(√     )

 
 

 
(√     )  

 

which has the exact solution    ( )  
 (     )

 (   )       
    

where the parameters   are defined as     

  
 

 
(√     ) and  =0.75. 

 

Example 3: 

      In this problem we consider the SPVIDE [10–

12]   

 
 

  
 ( )  (   )       ( )  ∫ (  

 

 

 ) ( )   ,  
with the boundary condition  ( )       , 

 ( )     
  

 (   ) and the analytic solution is                                     

 ( )        
  

 (   ) , we get ɛ =    . 

 

6.  Conclusion  

          This paper present new technique to solve 2
nd

 

singularly perturbed Volterra integro-differential 

equations (SPVIDE) and singularly perturbed 

Volterra integral equations (SPVIE). Using artificial 

neural network which have the singularly perturbed, 

using modification of high performance training 

algorethms such as quase-Newton, Levenberge-

Marquard, and Baysian Regulation. The projected 

construction of ANN is more professional and 

accurate than the other approximat method. 

convenient outcome with a few hundred wieghts 

prove that the Levenberge-Marquardt (trainlm) 

algorethm will have the highest convergence, then 

trainbfg and trainbr. The performance of different 

algorethms can be affect by the accuracyrequired for 

rounding. 
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“Figure(1) : shows a comparison between the e×act solution and the appro×imate solution of the problem which is 

presented in e×ample 1”, with ɛ =0.25. 
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Figure2: shows a comparison between the e×act solution and the appro×imate solution of the problem which is 

presented in e×ample 2, with ɛ =0.75. 
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Figure 3.: shows a comparison between the e×act solution and the appro×imate solution of the problem which is 

presented in e×ample 3, with ɛ =2
-6

. 
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 خوارزميات التدريب ذات الاداء العالي المحسنة لحل معادلة فولتيرا التكاملية التفاضلية

 المضطربة الشاذةو التكاملية  
 
 

 خالد منديل محمد
 جامعة القادسية –كلية التربية  –قسم الرياضيات 

 

: مستخلصال  
 

في هذا البحث, نستخدم الشبكات العصبية لحل معادلة فولتيرا التكاملية التفاضلية ذات الاضطراب المنفردة                 
التكاملية المنفردة ذات الاضطراب . استخدمنا تحسين خوارزميات التدريب ذات الاداء العالي مثل  ومعادلة فولتيرا

ماركواردت وبايسن ركوليشن . تمت مقارنة الطريقة المقترحة مع خوارزميات التدريب  -كوازي نيوتن , ليفنبيرك 
العالية في النتائج , وانخفاض معدل الخطأ وسرعة  القياسية والحلول التحليلية وجدنا أن الطريقة المقترحة تتميز بالدقة

 التقارب كثيرًا مع الطرق القياسية .
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