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A B S T R A C T 

The speaker classification is considered with how the identity of the 
speaker is represented as a unique class label. This identity is 
characterized by the voice features belong to the speaker. The speaker 
classification has many application related to the security and forensic 
systems. There are many classification methods that could be used in 
speaker classification but the such classifier must has the ability to 
discriminate the between voice feature vectors which overthought there 
are a small differences. In this work, a proposed fuzzy classifier has 
been used for speaker classification using fuzzy inner product (FIP) and 
Mel frequency Cepstral coefficients (MFCC) features. This proposed 
classifier is evaluated by a comparison with Dynamic Time Warping 
(DTW) as traditional method. The proposed classifier was more accrued 
than DTW, since it classify speakers in ELSDSR data set with 90.91% 
while the accuracy of DTW classifier was  77.27%. 

DOI : 10.29304/jqcm.2019.11.4.625 

1.  INTRODUCTION 
One reason for designing and implementation of speaker classification is the process of identifing or 
verifing the identity of users for grant them a secure access to the information system[1]. Speaker 
classification can be thought of as speaker identification in which each class is a speaker.  The speaker 
voice unique features can be utilized by applications to recognize and classify the authenticated and 
unauthenticated users [2]. 
In general, each speaker recognition system should contain speaker classification stage. So the speaker 
classifier is the process to create a model for each speaker in the training stage and use that model to 
authenticate the identity of each speaker in the test stage. There two major types of speaker classifiers : 
supervised and unsupervised. 
In this paper , two types of speaker classifiers are used for comparison purpose , the first one is a 
proposed fuzzy classifier which is based on fuzzy set theory which is one of the soft computing as part of 
the artificial intelligent. The second classifier is based on Dynamic Time warping (DTW) method as crisp 
method. These two classifiers are reprsent the classification process in the speaker recognition system 
that include beside the classifier, the feature extraction of MFCC voice feature and the training and 
testing voice data. In this paper , the ELSDSR dataset is used to evaluate the recognition accuracy [3]. 

2.  LITERITURE REVIEW  
Togneri et al. (2011) Studied Speaker Classification with GMM-UBM and GMM-SVM, the implementation 
and evaluation were done under different experiments.  they conclude that GMM-UBM and GMM-SVM 
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classification have same similar performance [4]. Arora (2016) In this paper, various strategies are 
discussed in speech recognition along conclude that CMN and GMM model used in last stages are more 
accurate even in noisy environment as compared with other techniques [5]. Gan et al. (2016) propose an 
evaluation of many classification algorithms for a speaker identity selection process. They presented a 
fusion engine for combining the scores from a number of classifiers, which uses the GMM-UBM approach 
to match speaker identity [6]. Swathy et al. (2017) they implemented a survey on classification methods 
related to speaker recognition; they concluded that GMM, ANN and a proposed fuzzy classifier are the 
important classification techniques [7].  Nayana et al. (2017) they use Gaussian Mixture Models (GMM) 
and i-Vector methods with two features PNCC and RASTA PLP coefficients. They concluded that accuracy 
is better with pitch and formants are added to basic features in speaker classification. In addition, the 
accuracy of i-vector with PLDA classifier is better than CDS classifier [8].  

3.  SPEAKER CLASSIFICATION METHODOLGY 
Speaker recognition is a powerful tool for verifying identity in many applications. Speaker 

recognition may work on the user voice sample that is text dependent or text independent. This is more 
suitable in authentication systems—where a claimed user says specific phrase, such as a password or 
personal identification number, to be authenticated to access to the information system . In the proposed 
intelligent authentication, a claimed speaker claims an identity, and the main task is to verify if this 
identity is true. This done by classifying his voice sample with a set of models of authenticated speaker 
samples and deciding if the claimed speaker (class) is authenticated . This is main task of the classifier 
which is the essential of the recognition process. The data used in the proposed speaker classification 
system are subdivided into two portions: training data and test data. Train data samples are labeled with 
(the speaker class) as identification label to which this sample belongs. Test data are samples of voice 
belong to authenticated speakers which are labeled to testing the overall performance of the 
classification process [8]. 
Figure 1 show the general speaker classification system. MFCC features are extracted from the voice 
samples, these features represent the voice characteristics of the speaker. For the claimed speaker voice 
sample, the same features are extracted, and are compared against the features of other speakers. The 
comparison is implemented with contrast to a threshold. This threshold comparison indicates whether 
the two voice samples refer to the same speaker. If this comparison result is higher than a predefined 
threshold, then the system authenticated the  speaker [2]. 

 
Figure 1 The General Speaker Classification System 
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3.1 MFCC Feature extraction 

Short-term voice features are regarded for short duration because the voice signal is unceasingly 
changing as an effect of articulation. The voice signal is divided into short frames with durations of 20–
30 ms. As a consequences of these small duration, the features are regarded to be stationary and these  
frames are chosen for spectral features obtaining. Mel is considered as a unit of sensed fundamental 
frequency [9]. MFCC is the most popular short-term acoustic features; these features are better from 
prosodic. The latter features suffer from many disadvantages, such as the difficulty of identifying the 
part of the signal that contains important information and determining an appropriate model of 
calculation as well as what is the amount of robust and efficiency when combined with the other 
characteristics [10]. These features are extracted from short voice frames of duration within 20–25 
milliseconds [8]. This extraction process mimics the human hearing system. The following steps are 
used to compute MFCCs coefficients [11]  

The MFCC computation could be summarized as follows: 

1. Segment the signal into frames of 20 ms. 
2. compute the periodogram estimate of the power spectrum of each frame.  
3. compute the Mel filterbank of the power spectra,then sum the energy in each bank. 
4. for all filter banks energies, compute logarithm. 
5.  for all filter banks energies, Compute the DCT. 
6. preserve DCT coefficients 1-13. 
 

3.2 Speaker Classification using  DTW  

 DTW is a method “for measuring similarity between two time series which may vary (i.e. warp) in 
timing” [12] . This method can be used to discover the optimal alignment line between times sequences 
if one-time sequence may be “warped” by “stretching or shrinking it along time axis”. This twisting 
between two time signals can be one choice to discover corresponding regions between the two time 
signals or to determine the similarity between them [13] . 

 The detailed computation of this method can be presented in Figure 2, each  line connects a point in the 
sequence X to its similar point in the sequence Y. The lines have identical values on the y-axis, in the 
same time they have been dislocated so the vertical lines can be viewed. There are many metrices to find 
a distance between two sequences X and Y. In this work, the distance is the Euclidean distance defined 
by ||x−y||. 

 

Figure 2 DTW Wrapping Process 
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The utilization of the DTW method in speaker classification is could be explained in the algorithm DTW-
Classification : 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.3 Speaker Classification using FIP: 

Fuzzy set theory is based the approximate rather than crisp logic. Fuzzy truth represents the degree of 
approximation in sets, which is different from likelihood of a condition, since these sets are depend on 
vague concept, not randomness [15]. The two voice samples data (training and test) sometimes too close 
values, so fuzzification of these feature vectors can enhance recognition performance. 

The recognition process goal is to find which element in feature vector Ai and the feature vector B 
most matches. To solve this problem, the inner product of fuzzy vectors is used. 

One of the most important operation on fuzzy vectors that used in pattern recognition, is the fuzzy inner 
product. Assume a and b are fuzzy vectors of length n, then the FIP as follows [16]: 

⋀ (ai ⋀ bi)n
i=1   ….       (1) 

If two fuzzy vectors are similar, a=b, the inner product has a maximum. These operations very useful 
when used in as a metric of sameness between two fuzzy vectors. The inner product of two fuzzy vectors 
could compute using Gaussian membership function as follows: 

Let X= [-∞ ,∞], a 1D univers, A and B are two fuzzy sets having “normal, Gaussian membership “which 
are defined as: 

μA(x) = exp [−(x − a)^2/σa
2]  

 μB(x) = exp [−(x − b)^2/σb
2]  …(2) 

Where  σ is standard deviation. 

As shown in figure 3, and FIP of A, and B could be computed as follows: 

 = exp [−(a − b)^2/(σa + σb)^2 ]     = μA(x0) =  μB(x0) … … … … (3) 

The utilization of such approach in speaker classification could be done by comparing the unknown data, 
to each of the known data pattern in pairwise order, to find the similarity value. The final decision is 
produced by selecting the data pattern which has the maximum approaching degree value. This 
recognized pattern is the pattern most like the unknown pattern. This concept defined as the maximum 
approaching degree [14]. 

Algorithm DTW-Classification 
Input :MFCC1 features of test data set as unknown speaker and the MFCC2 features of the 
train data from dataset. 
Output: unknown speaker identity label 
Step1: load the MFCC feature base 
Step2: assign the speakers identities as class labels, to have each feature vector is 
associated with a class label that represent speaker identity. 
Step3:for each MFCC of voice sample  in test data do steps 4 and 5 
Step4: compute DTW distance (DIST) between MFCC1 and  all MFCC2 features of the 
train data. 
Step 5: add DIST to rec_list and the identity (label) of speaker voice sample associated  
MFCC2. 
Step 6: select the minimum distance (Min_Dist) from rec_list   
Step 7:return the identity associated with Min_Dist. 
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Figure 3 The Fip Of A, And B 

The general workflow diagram of the proposed speaker classification using MFCC features and 
thresholding can be seen in figure 4: 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 4 Speaker classification using MFCC features 
 
 
 

While the detailed steps are presented in algorithm Intelligent Classification Method (ICM). The input of 
are the MFCC feature vector of unknown speaker which include 13 coefficients, and the database that 
store the MFCC features of speakers. Each speaker has a set of MFCC feature vectors each vector hold 13 
coefficients. The last input is decision threshold (TH) that obtained from training .The output of the 
algorithm is the intelligent classification decision of the identity of unknown speaker. 

 

Train Voice samples Test voice samples 

Split dataset into 
training&testing 

MFCC extraction MFCC extraction 

MFCC Minimization MFCC Minimization 

Intelligent classification 

 

Speaker identity 

Recognition thresholding 
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Algorithm (ICM) 
Input :the unknown speaker signal, the voice signals data set, and decision threshold (TH). 
Output: the speaker identity 
Step1: compute the MFCC array of the unknown speaker, MFCC1(T1,13) // T1 represent 
length of voice  signal and 13 number of MFCC coefficients 
Step2: Repeat for each  voice signal (speaker2) in dataset 
Step3: Retrive MFCC features vectors MFCC_m(13) and MFCC_SD(13)  from dataset. 
Step4: minimize MFCC1, by computing mean value  of each MFCC coefficient to get 
user1_mean(13) and standard deviation of MFCC coefficient user1_ SD(13),    
Step5: compute fuzzy inner product between user1_mean,   user2_SD  and MFCC_m(13) 
and MFCC_SD(13)   
Step6: append the fuzzy inner product value of corresponding speaker2 to 
recognition_test_list 
step7: Until the last MFCC feature Vector   in dataset. 
step8: Select the identity number (id) corresponding to the maximum value in 
recognition_test_list. 
Step 9: compare maximum inner product value with Threshold (TH),  
Step 10: Return the  recognized user  identity (id)  
 

4. Experiments and Results 

In section 3.1 the MFCC feature extraction is presented and in section 3.2 and 3.3 the speaker 
classification methods and the related algorithms are explained. In this section the implementations and 
their results of the classification algorithms. 
Each speaker in ELSDSR has 7 voice utterances for training and 2  utterances for testing. The 
implementation was done using python 2.7. Each voice utterance is stored in (wav) file format figure 5 
show an example of speaker (MPRA_Sa) voice utterance signal. 
 

 

Figure 5 Example Of Voice Signal  

Then these voice utterances transformed into MFCC features as explained in section 3.1. The output of 
MFCC extraction of each utterance is a matrix (13,T) where T is the length of the voice signal. Figure 6 
shows an example of MFCC feature matrix where y-axis represent the power  and x-axis is length of 
voice signal. 
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Figure 6 MFCC Features 

The result of applying DTW algorithm is showed in table 1 using MFCC features and figure 7 and figure 8  
shows the DTW warping line mentioned in section 3.2. This method is not discriminated enough as 
shown in table below. The main disadvantage of DTW algorithm is it could not create a model for the 
authenticated speaker compared.  The second disadvantage , it is slower than the proposed fuzzy 
classifier. 

Table 1 DTW Classification Result  

Speaker 
actual 
class 

Recognized 
speaker 

class 

DTW 
distance 

FAML FAML 4406.55 

FDHH FDHH 5194.17 

FEAB FEAB 4153.37 

FHRO FEAB 4393.16 

FJAZ FJAZ 4774.74 

FMEL FMEL 3997.64 

FMEV FMEV 5080.03 

FSLJ FSLJ 3779.45 

FTEJ FTEJ 4154.65 

FUAN FUAN 3911.96 

MASM MASM 4497.54 

MCBR MCBR 3825.13 

MFKC FEAB 5688.36 

MKBP MKBP 4915.65 

MLKH MLKH 4845.6 

MMLP MPRA 5268.59 
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MMNA MOEW 4561.57 

MNHP FAML 5678.58 

MOEW MOEW 5308.07 

MPRA MPRA 3832.33 

MREM MREM 4505.72 

MTLS MTLS 4369.58 

The performance of DTW method in speaker classification is : 

Total  true accuracy =17/22*100= 77.27 
 

 

Figure 7 DTW Warping Line Of Two Different Voice Utterances Of The Same Speaker 

 

Figure 8 DTW Warping Line Of Two Different Voice Utterances Of Two Speaker s 

The implementation of the proposed fuzzy classifier showed high accuracy in speaker classification as 
shown in table 2. 
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Table 2 The Proposed Fuzzy Classifier Result 

Actual 
speaker 

Class 

recognized 
speaker 

class 

Sum of 
Fuzzy 
inner 

product 

FAML FAML 12.7 

FDHH FDHH 12.91 

FEAB FEAB 12.86 

FHRO FHRO 12.78 

FJAZ FJAZ 12.75 

FMEL FMEL 12.79 

FMEV FMEV 12.82 

FSLJ FSLJ 12.88 

FTEJ FTEJ 12.95 

FUAN FUAN 12.83 

MASM MASM 12.76 

MCBR MCBR 12.83 

MFKC MFKC 12.81 

MKBP MKBP 12.7 

MLKH MLKH 12.83 

MMLP MCBR 12.71 

MMNA MMNA 12.71 

MNHP MNHP 12.37 

MOEW MASM 12.75 

MPRA MPRA 12.85 

MREM MREM 12.79 

MTLS MTLS 12.72 

The total accuracy of the proposed classifier= 20/22*100= 90.91 

5.  CONCLUSION 
The speaker classification methods is the core in many application related to the identity recognition of 
the user. Although there are many methods that applied in this type of classification like DTW, but the 
accuracy of this method is not good enough and this is important issue especially when the high 
recognition accuracy is required for specific security application like authentication. The main 
conclusion of this work, the proposed FIP classifier is more accurate than DTW method and it is faster 
since it implemented with less computation operation than DTW method.   

6.  FUTURE WORK  
We intend to evaluate the proposed fuzzy classifier with other datasets and compare its results with 
other classifiers like artificial neural network and Gaussian Mixture Models. 
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