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1. Introduction

Let 7 (U) be the class of functions which are analytic in the open unit disk U={z:z€ C:|z| < 1}.For

neN={123,..}anda€Clet Hla,n]l={f e HWU) : f(z) = a+ a,z" + a,,,z"*+...},and also let H; = [1,1].
Let X, denote the class of all analytic functions of the form :

f(z) =2zP + apz" . (1.1)

We consider a linear operator I,,(n, 1) on the class X,, of multivalent functions by the infinite series
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o kA"
Ln,)f(2) = z¥ + Z (2%) a,z", (1> -p). (1.2)
k=p+1

The operator I,,(n, 1) was studied by [2] .It is easily verified from (1.2) that
2L DF@D] = @+ D, + L, (2) — Up(n, D). (1.3)

For several past years, there are many authors introduce and dealing with the theory of second-order differential
subordination and superordination for example([1— 3,6,8,9,10,13,16]), recently years, the many authors
discussed the theory of third-order differential subordination and superordination for
example([ 4,5,11,12,17,18,19 ]). In the present paper, we investigated to the fourth-order. In 2011,Antonino and
Miller [4] extended the theory of second-order differential subordination in the open unit disk introduced by
Miller and Mocanu [14] to the third-order case, now, we extend this to fourth-order differential subordination.
They determined properties of functionsp that satisfy the following fourth-order differential subordination :

{W((2),2p'(2),2°p"(2), 2°p" (2), 2*p" (2); 2): 2 € U} c Q1.

In 2014, Tang et al [19] extended the theory of second-order differential superordination in the open unit disk
introduced by Miller and Mocanu [15] to third-order case, now we extend this to fourth-order differential
superordination. They determined properties of functions p that satisfy the following fourth-order differential
superordination :

Qc Y@, 2p'(2),2°p"(2),2°p" (2), 2*p" (2);2): 2 € U} .

To prove our main results, we need the basic concepts in theory of the fourth-order.

Definition 1.1. [14]. Let f(2) and F(z) be members of the analytic function class H (U). The function f(z) is said
to be subordinate to F(z) or F(z) is superordinate to f(z) if there exists a Schwarz function w(z) analytic in U
with w(0) = 0 and |w(z)| < 1 (z € U), and such that f(z) = F(w(2)). In such case, we write

f<F,or f(z) < F(2).
If F(z) is univalentin U, then f(z) < F(z) ifand only if f(0) = F(0) and f(U) c F(U).

Definition 1.2.[4]. Let Q denote the set of functions q that are analytic and univalent on the set U\E(q), where
E(q) = {{ : { € U and lim,_; q(z) = =},

is such that min |q'({)| = p > 0 for { € AU\E(q). Further let the subclass of Q for which q(0) = a be denoted by

Q(a)and 9(1) = Q.

Definition 1.3. Let1 : C> X U — Cand the function h(z) be univalent in U.If the function p(z) is analytic in U
satisfies the following fourth-order differential subordination :

Y@ (2),2p'(2),2°p" (2), 2°p" (2), 2*p" (2); 2) < h(2), (1.4)
then p(z) is called a solution of the differential subordination . A univalent function q(z)is called a dominant of

the solutions of the differential subordination or more simply a dominant if p(z) < q(z) for all p(z) satisfying (1.4)
. A dominant §(z) that satisfies §(z) < q(z) for all dominants q(z) of (1.4) is said to be the best dominant.

Definition 1.4. LetQ be a set in C,q € Qand n € N\{2}. The class of admissible functions ¥,[Q, q] consists of
those functions 1 : C° X U — C that satisfy the following admissibility condition:

Y(r, s, t,w,b;z) € Q,
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whenever

_ — et t 79" ()
r=q@ , s=xiq'©Q) , m(g+1>zm<q +1>,

and
w *q" (O b 39" ()
91(;) > K2§R<7q,(€) ) m(g) > ;&R(T,@ )
where z € U,{ € dU\E(q), and k = n.

Theorem 1.5.[7]. Let p € H[a,n] with n € N\{2}. Also, let ¢ € Q(a) and satisfy the following conditions:

9" ()
w50 P)z0

where z € U,{ € 0U\E(q) and k = n.If Qasetin C, ¢ € ¥,[Q, ¢q] and

z%p" (2)
q'©)

< K2

1]

Y(0(2),2p'(2), 2°p" (2), 2°p" (2), 2*p"" (2); 2) € Q,
then p(z) <q(2), (z€U).

Definition 1.6. Let ¥ : C° x U — C and the function h(z) be analytic in U. If the functions p(z) and
Y(p(2),2p'(2), 2°p" (2),2°p" (2), 2*p" (2); 2),

are univalent in U and satisfy the following fourth-order differential superordination:

h(z) < Y(p(2),2p'(2), z°p" (2), 2°p" (2), z*p"" (2); 2), (1.5)

then p(z) is called a solution of the differential superordination. An analytic function q(z) is called a subordinat of
the solutions of the differential superordination or more simply a subordinant if q(z) < p(z) for all p(z) satisfying
(1.5). A univalent subordinant g (z) that satisfies the condition q(z) < §(z) for all subordinants q(z) of (1.5) is

said to be the best subordinant. We note that the best subordinant is unique up to a rotation of U.

Definition 1.7. Let  be a set in C,q(z) € H[a,nland q'(z) # 0. The class of admissible functions¥;,[(, q] consists

of those functions ¥ : C° X U — C that satisfy the following admissibility condition:

Y(r, s, t,w,b;{) €Q,

r=q(z) , s=Zq’(Z) , §R<E+1)S15R(M+ 1),
m m q

S

w 1 z2q" (2) b 1 z3q" (2)
SR(;)S Wm< q'(2) )' iR<§>S ﬁm( q'(2) )'

where z € U,{ € dU,and m = n = 3.

whenever

and

Theorem1.8.[7]. Let q(z) € H[a,n] and Y € ¥, [Q, q].If
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Y(p(2),20'(2), 2°p" (2), 2°p" (2), 2*p"" (2); 2)

is univalent in U and p(z) € Q(a) satisfy the following conditions:
22 " A

R <q7()> >0,
q'(2)

where z € U, € dUand m >n = 3,
Qc{Yp,zp'(2),2°p"(2) ,2°p" (2), z*p" (2); 2): z € U},

1

~m2’

z°p"(2)
q'(2)

then

implies that
q(2) <p(2), ((Z€eU).

2. Fourth-Order Differential Subordination with I,,(n, 1)

We first define the following class of admissible functions, which are required in proving the differential
subordination theorem involving the operator I,,(n, 1) defined by (1.2).

Definition 2.1. Let Q be a set in C, and let ¢ € Q; N H;. The class of admissible functions ®,[Q, q] consists of those
functions ¢ : C° x U — C that satisfy the following admissibility condition:

o(u,v,x,y,9:2) € Q,

whenever
k(q'(Q) + 1q(0) {(p + A)%x — 2%u } {(q"(() }
u=q@Q), v=——r—2, RIS 220> R 1l
1© pta @+MDv—2Au q'(Q)
@+ [(p+D)y-(32+3)x]+(223+32%)u ) pes (220" @)
% { —— + 62 +61+2)) = en {28,
and

{(p +DIp+1D3g—(pP+D2@r+6)y+ (p+21)(812 + 181+ 11)x
R
(p+Av—2u

—(82% + 1822 + 221 + 6)v] + (3A* + 623 + 1122 + 6/1)u} s {(3q"”(()}
> k3R —54,
(»+ADv—2u q'()

where z € U,A > —p, { € dU\E(q) and k = 3.

Theorem 2.2. Let ¢ € ®,[Q, q]. If the functions f(z) € X, and q € Q, satisfy the following conditions :

L(n+2,1)f(2)

*q" () 5
m(—q,@ ) >0, pIes) < K?, (2.1)
and
{o(L,(, DF (@), L+ 1L,Df(2), I,(n+2,Df(2).L,(n+3,Df(2),[,(n+ 4, Df(2);z):z€ U} c 2, (2.2)
then L,(n,Df(z) < q(2), (z € V).

Proof. Define the analytic function p(z) in U by
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p(2) = I,(n, Df (2). (2.3)

Then, differentiating (2.3) with respect to z and using (1.3), we have

! A
L(n+1,)f(z) = Z”(zp)%‘z) (2.4)

Further computations show that

22p"(2) + A+ 1zp'(2) + 12p(2)

I 2,1 = , 2.5
z3p"(2) + B2 +3)z%p"(2) + (322 + 31 + Dzp'(2) + 13p(2)
I = . 2.
p(n+3,f(2) Y (26)
and
L(n+4,1)f(2) =
z4"(2) + (41 + 6)23p" (2) + (422 + 124 + 7)z%p" (2) + (423 + 422 + 41 + Dzp'(2) + 1*p(2)
@+ )* '
2.7)
Define the transformation from C> to C by
s+ Ar t+ @A+ s+ 1%r
u(T.S,f,W.b)=T’, V(T,S,t,W,b)= p+/1 ’ x(r’s't'w’b): ( (p_}.j)z !
(.5, 6w, b) w+(BA+3)t+ B2 +31+ Ds + 2
y TISl lWl - (p +/1)3 )
and
(s, tw, b) b+ 42+ 6)w + (447 + 120+ 1)t + (42° +42% + 44 + 1)s + A'r 28
griS! IW) - (p+/1)4 . ( * )
Let
Y(r, s, t,w,b;z) = dp(u,v,x,y,9;2)
3 SHAr t+ A+ 1Ds+2%r w+ BA+3)t+ (B2 +31+1)s + A3r
AN EYE ( +2)? ’ (+2)? ’
b+ (41 + 6)w + (42% + 124 + 7)t + (423 + 42% + 44 + 1)s + A*r
;2. (29)
(»+*

The proof will make use of Theorem 1.5. Using equations (2.3) to (2.7), we have from (2.9) that

Y(p(2),2zp'(2),2°p" (2), 2°p" (2), z*p" (2);2) =
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d(I,(n, Df (2), ,(n+ 1L,Df(2), L,(n + 2,Df (2), I,(n + 3, D f (2),I,(n + 4, 1) f (2); z). (2.10)

Hence (2.2) becomes
Y(p(2),zp'(2), 2*p"(2), 2°p" (2), z*p""(2) ; 2) € Q.

We note that

t (p+1)%x —2%u
-+l=——"—-21,

s p+)v—IAu

w_ (p+ D%+ Dy —BA+3)x]+ (223 + 31%)u
s (p+)v—2Au

+ (BA2+61+2),

and

b (+Mp+ N3g—(p+D?@r+6)y+ (p+21)(8A2 +181+ 11)x

s p+)v—2Au

—(823 +18A% + 224+ 6)v] + (BA* + 643 + 1112 + 6 )u

(p+ADv—2u '

Therefore, the admissibility condition for ¢ € ®,[€,q] in Definition 2.1 is equivalent to the admissibility

condition for ¢ € W5[Q, q] as given in Definition 1.4 with n = 3. Therefore , by using (2.1) and Theorem 1.5, we
obtain

p(2) = I,(n, Df (2) < q(2).
The next Corollary is an extension of Theorem 2.2 to the case where the behavior of q(z) on dU is not known.

Corollary 2.3. Let Q c C, and let the function q(z) be univalent in U with ¢q(0) =1. Let¢ € &, [Q, qp] for
some p € (0,1), where q,(z) = q(pz). Ifthe function f(z) € X,and q,(z) satisfy the following conditions :

{%q; (2) Ln+2,0f@)| _
SR( q, (2) )20’ T a@ |5 (zeu,¢ € au\E(q,)) (2.11)
and
(L, Df (), I,(n + LDf(2), I,(n + 2,)f (2), I,(n + 3, Df (2), [, (n + 4, Df (2); z) € Q,
then

L,(n,D)f(z) < q(2), (z e U).

Proof. By using Theorem 2.2, yields I,(n,A4)f(2) < q,(z). Then we obtain the result from q,(z) < q(z),(z € U).If
Q # Cis a simply connected domain, then Q = h(U) for some conformal mapping h(z) of U onto Q. In this case,
the class ®,[h(U), q] is written as ®,[h, q]. The following two results are immediate consequence of Theorem 2.2
and Corollary 2.3.

Theorem 2.4. Let ¢ € ®,[h, q]. If the function f € X, and q € Q;satisfy the condition (2.1) and

q,')(lp(n, MDf @), L,n+1L,0)f(2),I,(n+2,)f(2),I,(n+3,Df(2),,(n+ 4,1f(2); Z) < h(z), (2.12)

then
L,(n,Df(2) < q(2), (z e ).

Corollary 2.5. Let Q c C and let the function g be univalent in U with q(0) = 1. Let ¢ €
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D, [h, dp ] for some p € (0,1), where q,(z) = q(pz).If the function f € X, and g, satisfy the condition (2.11), and

¢(1p(n, Nf @), L,(n+ 1L, )f(2),,(n+2,)f(2),,(n+3,D)f(2),l,(n+ 41 f (2); z) < h(2), (2.13)

then
L(n,D)f(2) < q(2), (z e U).

Our next theorem yields the best dominant of the differential subordination (2.12).

Theorem 2.6. Let the function h be univalent in U. Also let ¢ : C° X U — C and suppose that the differential
equation

2q'(z) + Aq(2) z%q"(2) + QA+ 1)zq'(2) + 1%q(2)
p+A ’ (p + )2 ’

¢ (q(Z),

23q"(2) + BA+3)z2¢"(2) + B2+ 31+ 1)zq'(2) + 23q(2) z*q" (2) + (41 + 6)z3q" (2) +
»+ 213 ' » +D*

(422 + 12+ 7)z%q" (2) + (?;13:/1 ;1412 T4+ D2q' (@) + Fa@) Z) - h(z), (2.14)

has a solution q(z) with q(0) = 1 and satisfies the condition (2.1). If the function f € Z,, satisfies condition (2.12)
and

d(L,(n, Df (2), L, (n+ 1L, (2), L,(n + 2,)f (2),,(n + 3, Df (2),I,(n + 4, 1) f (2); 2)
is analytic in U, then I,(n,A)f(2) < q(2), and q(z) is the best dominant.

Proof. By using Theorem 2.2, that q(z) is a dominant of (2.12). Since q(z) satisfy (2.14), it is also a solution of
(2.12) and therefore q(z) will be dominated by all dominants. Hence q(z) is the best dominant.

In the special case q(z) = Mz, M > 0, and in view of Definition 2.1, the class of admissible functions ®;[(Q, q],
denoted by @,[€Q, M] is defined below.

Definition 2.7. LetQbe a set inC, and M > 0.The class of admissible functions ®,[{, M] consists of those
functions ¢ : C° X U — C that satisfy the admissibility condition:

2 i .
KA Ay e LHICAF Dt BIMeT (33 4 3)L + [(322 + 31 + D + ] Me®
¢ p+A1 ’ (p + 2)? ) @+ A

A+ (42 + 6)N + (422 + 124 + DL + [(423 + 42% + 41 + Dk + 14| Me'®
»+*
where p > -1,z € U, R(Le ) > (k — 1)kxM, R(Ne ) > 0 and R(4e ) >0 foralld € Rand k > 3.

;z> ¢, (2.15)

Corollary 2.8. Let ¢ € ®,[Q, M]. If the function f € X, satisfies the following conditions:

L+ 2,Df(@D)|<k*M  (k=3;M>0),
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and

oL, Df @), L,(n+ LDf(2), L, + 2,D)f (2),I,(n + 3, ) f (2),I,(n + 4, )f (2); z) € Q,
then

|Ip(n,l)f(z)| <M.
In the special case Q = q(U) = {w : |w| < M}, the class ®;[(Q, M] is simply denoted by ®;[M].

Corollary 2.9. Let k = 3,1 > —p and M > 0. If the function f € X, satisfies |1p(n + Z,A)f(z)| < k’M,

and
|+ D*L,(n+ 4,Df(2) — Alp + V3L, (n+ 3, Df (2)| < (123 + 22 + 32+ 1] + 2|2 + 91 + 7])3M,
then
|1p(n,/1)f(z)| < M.
Proof. Let
¢ v,x,y,9:2) =@+ D*g—Ap + )%, Q=hQ),
where

h(2)=(A2+22+31+1|+2|A2+91+ 7|)3Mz,M > 0.
Using Corollary 2.8, we need to show that ¢ € ®;,[Q, M]. Since

Mo + AMeie L+[(A+ 1)k + A2|Me®®

N+ B2+ 3)L + [(3A% + 31 + Dk + A3]Me'?
¢ '+ A

0 +4)? ’ (0 + 2)3

A+ (42 + 6)N + (422 + 122 + 7)L + [(423 + 422 + 42 + Dk + 21*]Me

(»+D*
=|[A+ B+ 6N+ (A2 +92+7)L + (2> + 22 + 31 + 1)xMe™ |

|Ae= + (31 + 6)Ne™ + (A2 + 91 + 7)Le~ + (A3 + 2% + 31 + 1)kM|

v

R(Ae ) + |31+ 6|R(Ne @) + 22 + 94+ 7|R(Le ) + |23 + A2 + 31 + 1|kM

I\

A2+ 22431+ 1|kM + |22+ 92+ 7|k(x — DM
> (A3 +22+31+1]+ 2|22 +91+ 7|)3M,

whenever z € U,R(Le ) > (x — 1)kM , R(Ne ) > 0 and R(4e™®) > 0forall 6 € R and k > 3.
The proofis complete.

3. Fourth-Order Differential Superordination with I,,(n, 1)

)

In this section, we obtain fourth-order differential superordination and sandwich-type results for multivalent
functions associated with the operator I,,(n, 1) defined by (1.2). For this aim, the class of admissible functions is

given in the following definition.
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Definition 3.1. Let Q be a set in C and g € H; with g’(z) # 0. The class of admissible functions ®;[(Q, q] consists
of those functions ¢ : C> x U — C that satisfy the following admissibility condition:

o, v,xy,9:{) €EQ,

whenever
B _2q'(2) + mq(2) (p + D*x — 2u 1 _(zq"(2)
u=4q@, - (pp+dHm SR{ p+Dv—Au }Sﬁm{q’(z) 1}'
@+ D%+ Dy — BA+3)x] + 22 +31)u 1 (22" ()
m{ o Dv—u +(3/12+6/1+2)} < WER{ 7@ }
and
{(p +D[P+13g—(pP+D?(421+6)y+ (p+21)(BA2 + 181+ 11)x
R
p+v—I2Au

—(82° + 1847 + 2214 + 6)v] + (32* + 64° + 114* + 6 )u 1 z°q" (2)
@+ v —Au - md q@ )’
wherez € U,{ € dU, 1 € C\{0,—1,-2,...},and m = 3.

Theorem 3.2. Let ¢ € ®;[Q, q]. If the functions f(z) € I, and I,(n,1)f(z) € Q; satisfy the following conditions:

2q"(2)
R (W> 20,

¢(1p(n, MDf @), L,(n+1,Df(2),,(n+2,)f(2),,(n + 3,)f (2),[,(n + 4,1)f (2); z)

1

L +2,Df@)| _ S -

q'(2)

is univalent, and

Qc{p(l, n, Df (@), I,(n+LDf(2),I,(n+ 2,)f(2), I,(n + 3, Df (2),I,(n + 4, )f (2);z):z € U}, (3.2)

then

q(2) < L,(n, Hf (2).

Proof. Let the functions p(z) and ¥ be defined by (2.3) and (2.9). Since ¢ € ®;[Q, q]. Thus from (2.10) and (3.2)
yield
Qc{Yp(2),2p'(2),2°p"(2) ,2°p" (2), 2*p™ (2); 2): 2 € U}.

In view from (2.8) that the admissible condition for ¢ € ®;[(Q, q] in Definition (3.1) is equivalent the admissible
condition for i as given in Definition 1.7 with n = 3. Hence ¢ € W4[Q, q], and by using (3.1) and Theorem 1.8, we
have

q(2) < p(2) = L,(n, Df (2).

Therefore, we completes the proof of Theorem 3.2.
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If Q # Cis a simply connected domain, and Q0 = h(U) for some conformal mapping h(z) of U onto (), in this case
the class ®;[h(U), q] is written as ®;[h, q]. The next Theorem is directly consequence of Theorem 3.2.

Theorem 3.3. Let ¢ € ®;[h, q]. Also, let the function h(z) be analytic in U. If the function f(z) € X, I,(n,A)f (2) €
Q, and q € H; satisfies the condition (3.1),

{¢(1p(n,/1)f(z), Ln+1,D)f(2),I,(n+2,)f(2),I,(n +3,)f (2),I,(n + 4, 1) f (2); z):z € U}
is univalent in U, and
h(z) < ¢(1p(n, MDf (@), L,(n+1,Df(2),l,(n+2,)f(2),,(n+3,)f(2),[,(n + 4,1)f (2); z), (3.3)

then

q(z) < I,(n, Af (2).
Theorem 3.4. Let the function h be analyticin U, and let ¢ : C° X U — C and 1 be given by (2.9). Suppose that

the differential equation
¥v(q(2),2q'(2) ,2%q"(2) ,2°q" (2),2*q"" (2);2) = h(2), (34)

has a solution q(z) € Q. If the functions f € X, I,(n,1)f(z) € Q, and q € H; with q'(2) # 0 satisfy the condition
(2.1) and satisfies the condition (3.1),

{¢(1p(n, Nf @), L,(n+1,D)f(2),L,(n+2,)f(2).,(n+3,)f (2),,(n + 4,1 f (2); z): z€U}

is univalent in U, and
h(z) < ¢(Ip(n, Nf (@), L,(n+1,Df(2),l,(n+2,)f(2),,(n + 3,)f (2),I,(n + 4,1)f (2); z)
then
q(2) < L,(n, Df (2),
and q(z) is the best subordinant of (3.3).

Proof. The proof is similar to that of Theorem 2.6 and it is being omitted here. By Combining Theorem 2.4 and
Theorem 3.3, we obtain the following sandwich type result.

Corollary 3.5. Let the functions h;(z),q,(z) be analytic in U and let the function h,(z) be univalent in
U, q,(z) € Q;with q;(0) = q,(0) =1 and ¢ € ®;[h,,q,] N Pj[hy,q4]. If the function f(z) € E,, L,(n,D)f(2) €

9 NH, {p(L,(n, Df (@), L,(n + 1L,Df(2), L, (n + 2, ) f (2),L,(n + 3,V f (2),I,(n + 4, ) f (2);z): z € U}
is univalent in U, and the conditions (2.1) and (3.1) are satisfied,

hy(2) < ¢(L, (I, Df(2), L, n + 1L,D)f(2),I,(n + 2,D)f (2),I,(n + 3,V f (2), L,(n + 4, D f (2); z) < hy(2),
then

¢1(2) < L,(n, Df (2) < q2(2).
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