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A B S T R A C T 

       The numerical solution of a Singularly Perturbed Delay Differential 

Equations (SPDDE) is defined as a very charged problematic of 

computational becouse to the non-local nature of this type of differential 

Equations. Prove that parallelism can be used to overawed these problems for 

this purpose we suggest the application of parallel processors as the best 

solution to overcome the difficulties of the perturbed that occurs in Perturbed 

Delay Differential Equations on a matching processer.  Allowing to several 

latest publications, this process has been effectively applied to a big number 

of SPDDE rising from a change of application fields. The exact quality of the 

conception of parallelism is argued in fact and several examples are presented 

to demonstrate the feasibility of our approach. 
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1 . Introduction 
 

 

      A SPDDE is an ordenary differntial equation in which the hieghest erivative is increased by a minor 

parameter and having delay term. Interest in studying this important topic has increased in recent times due 

to its great importance in numerical solutions . There are many uses for these important topics, for 

example, the mathematical modeling used in  [1], in the study of bistabl  plans [2], and variable problemes 

in controle theory [3] Which are the only realistic simulations . Lange and Miura [4] Those who studied in 

this paper studied the problems of pertuerbed boundary values.Kadalbajoo and Sharma [5, 6], They studied 

the numerical solutions of pertuerbed differential equations, which are of great importance to this topic .In 

[7], they authors studied the numerical solutions of pertuerbed differential equations of the second degree, 

with significant delay in the term interaction through the method of integrated characters using exponential 

functions and quadratic rules with weight and duration remaining in an integrated form. In [8], the authors 

Juegal Mohapeatra, Srinivasan Natesan Create a numerical method for a class of individually disturbed 
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pertuerbed differential equations with minimal delay. The numerical method consists of a finite difference 

factor in the direction of the wind on an adaptive network, 

Which is formed by distributing the observation function along the arc . In[9], the authors MK. 

Kiadalbajoo, Devndra Kumiar Treat the spread with a small delay parameter by presenting a numerical 

method to a pertuerbed differential equation . 

       The goal of this paper is to project feed for ward nueral network (FFNN) to solve SPDDE. Using a 

multe-layer with 7 hiden units (neurones) and one linear output unit, the sigmoed activatione function of 

each unit in hiden layer is tansign function, where the Levenberge – Marquardit treining algorethm is used 

to treining the network . 
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2. Layer on the left side 

 

    Consider SPDDE of the form 

 

𝜺𝜸′′(×) + ℏ(×)𝜸′(× −τ) + 𝓰(×)𝜸(× ) = 𝓕(×)  , 0 ≤×≤ 1                  (1) 

 

with boundary conditions  

 

            𝜸(𝟎) = 𝜶  , −τ ≤×≤ 0                                                              2(a) 

            𝜸(𝟏) = 𝜷                                                                                    2(b) 

 

where 𝜺 is small paramter, 0 < 𝜺 << 1 and τ is also small shifting paramter, 0 < τ << 1 ; ℏ(×), 

𝓰(×), 𝓕(×)  are bc functions in (0, 1) and 𝜶, 𝜷 are finite constants. More, we accept that ℏ(×) ≥ ℵ >
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0 in [0, 1],where ℵ is positive constant. This statement just suggests that the baoundary layer will be in 

the neighborhood of × = 0. 

 

3. Right - end boundary layer problem 

 

      We now accept that ℏ(×) ≤ ℵ < 1  in [0, 1],where ℵis negative constant. This supposition merely 

suggests that the baoundary layer will be in the neighborhood of × = 1. 

  

4. Neural Network [10]  

 

     Neural network of this starting It can be run by each and is distributed parallel It is a system that 

handles a large number of contacts and information with performance numbers with neurological 

and biological networks. Ann is regularly considered as only or multidimensional. In defining the 

total of covers, input Units are not totaled as a class, for they do not complete any design. Evenly, 

number Layers in a network can be definite as the total of covers of weighted links among neuronal 

plates. In a coated neural network, neurons are prepared into coats. We need at tiniest two covers: 

input and output. Covers between input and output cover (if any) They are called concealed covers, 

which in turn are called concealed bulges concealed units. Further concealed neurons upsurge the 

network's capability to excerpt high-level numbers from (Data Entry. Training is the process of 

adjusting contact weights and biases b. In the first step,Network output and the difference between 

actual (obtained) and required (target) outputs Outputs (ie, error) are intended for the weights and 

biases formed (arbitrary values). Through The second step, the initial weights are adjusted in all 

connectors and biases in all neurons Reduce the error by propagating the error backwards  

 

5. Description of the method   

 

        In this section illustrate how our approach can be used to the approximation solution of the 

SPDDE is defined in (1) with above boundary layers .The approximate solution can be defined 

according to the technique described in this paper                                                                            

       𝜸𝑡(×𝑖, 𝜌) = Λ(×) +  Γ(×, Θ(×, 𝜌))                                                ( 3 ) 

 

where Θ(×, 𝜌) is a singl-output FFNN with paramters 𝜌 and 𝑛 input units feed with the input vector ×. 

The term Λ(×) contians no adjust able paramters and contents the BCs. The next term Γ is created so 

as not to contribut to the BCs .And in general can define solution of SPDDE using FFNN.To illustrat 

the technique, we will reflect the 2nd-order SPDDE:                                                                          

 
𝑑2𝜸

𝑑×2 = Ω(×, 𝜸, 𝜸′, 𝜺, τ)                                                                          ( 4 )                                             

where × ∈ [𝑎,𝑏] and the BC: 𝜸 (𝑎) = 𝜶, 𝜸 (𝑏) = 𝜷 ; an approximation  solution can be written as                    

 

𝜸𝑡(×𝑖, 𝜌) =
(𝑏𝜶−𝑎𝜷)

(𝑏−𝑎)
+

(𝜷−𝜶)

𝑏−𝑎
× +(× −𝑎)(× −𝑏)Θ(×, 𝜌)                    (5)                                       

                                 

       The our goal in this paper is to design a FFNN Θ(×, 𝜌)such that 𝜸𝑡 Fit Informatics unknown 

function 𝜸(×) in any accuracy .Now rewrite (5) to be as following:- 

 

Θ(×, 𝜌) =
𝜸𝑡(×)−

×−𝑎

𝑏−𝑎
𝜷−

𝒃−×

𝒃−𝒂
 𝜶

(×−a)(×−b)
     ×≠ 𝑎, 𝑏                   (6)                                      

The error quantety to be minimizede is given by  
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𝐸(𝜌) = ∑ {
𝑑2𝜸𝑡(×𝑖,𝜌)

𝑑×2
𝑛
𝑖=1 − Ω(×𝑖, 𝜸𝑡(×𝑖, 𝜌),

𝑑𝑦𝑡(×𝑖,𝜌)

𝑑×
, 𝜺, τ)}2      where the ×𝑖 ∈ [𝑎, 𝑏]     ( 7 

)                            

Since                                                                                                                                             

 
𝑑𝜸𝑡(×,𝜌)

𝑑×
=

(𝜷−𝜶)

(𝑏−𝑎)
+ {(× −𝑎) + (× −𝑏)} Θ(×, 𝜌) + (× −𝑎)(× −𝑏)

𝑑Θ(×,𝜌)

𝑑×
                      

                 
𝑑2𝜸𝑡(×,𝜌)

𝑑×2
= 2Θ(×, 𝜌) + 2{(× −𝑎) + (× −𝑏)} 

𝑑Θ(×,𝜌)

𝑑×
 +(× −𝑎)(× −𝑏)

𝑑2Θ(×,𝜌)

𝑑×2
         (8)                      

 

 

 

6. Numerical Results and Discussion 

 

     To determine the effectiveness of the technique, In this section of the research, we examined four 

examples of all the different cases with respect to the border layers and different values of the 

parameters of the perturbed and delay. Some examples did not contain an analytical solution and 

compared with some numerical solutions and analytical solutions with numbers and graphs, which 

shows the superiority is clear in relation to the proposed method. 

 

 

Example 1 

 
      Study an example of SPDDE with" left layer":  

 

 

εΥ′′(×) + Υ′(× −τ) − Υ(× ) = 0  , 0 ≤×≤ 1                 

with boundary conditions  

 

            Υ(0) = 1                                                                 
            Υ(1) = 1        
 

"The exact solution is given by" γ(× ) =
((1−eξ2)eξ1×+(eξ2−1)eξ2×)

(eξ1−eξ2)
 

 

Where  ξ1 =
(−1−√1+4(ε−τ))

2(ε−τ)
    ,   ξ2 =

(−1+√1+4(ε−τ))

2(ε−τ)
 

 

  compared with results of paper [9].  
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Example 2 

  

 

Study an example of SPDDE with right-end boundary layer [12] 

 

εγ′′(×) − γ′(× −τ) − γ(× ) = 0  , 0 ≤×≤ 1   ,    −τ ≤×≤ 0 

with b.c            γ(0) = 1       ,             γ(1) = −1 

 

"The exact solution is given by" γ(× ) =
((1+eξ2)eξ1×−(eξ1+1)eξ2×)

(eξ2−eξ1)
 

 

Where  ξ1 =
(1−√1+4(ε+τ))

2(ε+τ)
    ,   ξ2 =

(1+√1+4(ε+τ))

2(ε+τ)
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Example 3 

 

       Study an example of nonlinear SPDDE [11] 

 

𝜀𝛾′′ + 𝛾(×)𝛾′(× −τ) − 𝛾(×) = 0   
          

 under the interval with B.C      𝛾(×) = 1  , −τ ≤×≤ 0 ,   𝛾(1) = 1  

The exact solution is not known. 

 

 

 

Example 4  
 

      Study an example of  nonlinear SPDDE [11] 

  

𝜀𝛾′′ + 2𝛾′(× −τ) + 𝑒𝛾(×) = 0   under the interval with b.c  𝛾(×) = 0  , −τ ≤×≤ 0 ,   𝛾(1) = 0 

 

"The exact solution is not known". 
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