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A B S T R A C T 

Multivariate analysis of covariance models are widely used in human societies, principally in 
health, ecology, environmental science and psychological perspective. As such, the 
researchers face the task of seeking for ways to improve the performance of these models to 
respond to the requirements which are treating. This paper proposes an extension of two way 
MANOVA to two way MANCOVA model under effect one covariate factor for heteroscedastic 
and unbalanced cell sizes. A type III sums squares of an influence is computed that adjusted 
for all other influences for suggested two way MANCOVA model, no matter in which order 
they are included. As classical tests could dangerously biased when homogeneity violates the 
assumption of cell covariance matrices, the suggested model implemented the modified tests 
obtained by Zhang & Xiao (2012) to test the hypothesis of model 
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1. INTRODUCTION 

Generally, the analysis of covariance (ANCOVA) utilizes when considering the variance in a response variable 
that is explained by one or more covariates as well as the differences in the response variable between groups. 
(Huitema, (2011)). Many scientific, health and environmental disciplines rely on ANCOVA models as a statistical 
tool to obtain accurate results (see the references: Cooper, et al., (2018); Mochizuki, Amagai & Tani, (2018); 
Focht, et al. (2018); Kononova, McAlister & Oh, (2019)). Addition to default assumptions such as; independence, 
equal variances, moderation, ANCOVA models include some additional assumptions. Additional assumptions are 
that (i) there is a linear relationship between the response variable and a covariate, (ii) intergroup parallel 
regression, (iii) at each value of covariate the variance at the response variables for each group is equal, (iv) 
evenness of covariate between the groups, and (v) an independent variable is considered as fixed- influence that 
calculated errors (Cangür, Sungur & Ankaral, (2018)). Violation of one of these conditions threatens the 
validation of the experimental output of the ANCOVA models (Rheinheimer & Penfield, (2001)). Although, 
ANCOVA models are utilized to check the differences for intergroup response variable, considering the 
heterogeneity in response variables that explains one or a group of common variables. ANCOVA model 
exemplifies a collection from an analysis of variance and the linear regression. Whereas, these models are 
generated incorporating regression conditions into ANOVA models. ANCOVA models consider both the 
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intergroup covariance and the regression variance as methodological components. Equation (1) below 
represents a one-way model for covariance:   

𝑌ij  = 𝜇 + 𝜏j + +𝛽 (𝑋ij − 𝑋..) + 𝜀ij  ,    i= 1,…, k   j = 1,…,𝑛i                                                   (1) 

 Where,  Yij represents the response of the ith individual variable in a  jth  level of factor, where  µ shows overall 
mean,  τj  represents  an   effect   of  a  jth factor,  β    represents a  coefficient vector  of the linear regression for 

the  variable Y over   the variable X,  Xij  shows  a value of the covariate for ith   in a factor level  jth  , 𝑋..  represents a  

grand   covariate mean addition to  εij which represents  the error term for ith  unit in  jth  level of factor (Naji, 
(2008); Al-mouel, (2004); Naji, (2014)). 
When all conditions are met, the analysis of covariance is a very useful statistical method in many scientific fields. 
All ANCOVA,s conditions are represented by the below points (Huitema, (2011)): 
1. The conditional distribution of response variable Y is normally distributed with zero expected and σ2 

variance, when the variable X is given. 
2. Within the group the slopes of the gradient must be homogeneous (𝛽group 1 = 𝛽group 2 = ⋯ = 𝛽group I). 
3. The conditional   variances are homogeneous𝜎𝑌1|𝑋

2 =  𝜎𝑌2|𝑋
2 = ⋯ =  𝜎𝑌𝑙|𝑋

2 . 

4. The errors in the model follow normal distributions with zero rate and variance σ2, (εij ~ N (0, σ2)). 
5. Between the response variable and the covariate there is a relationship that must be linear. 
6. Independence between the levels of the factor. 
7. The common variable must be a constant variable and is calculated without errors. 
8. Should be no robust relationship among the covariates if there is more than one covariate is utilized. 

On the other hand, a Multivariate Analysis of Variance (MANOVA) expansions for Analysis of Variance (ANOVA) 
when influences of factors assessed on a linear combination of several response variables. Wilks, (1932) was the 
first suggested the multivariate popularization of the ANOVA model, for the time being a MANOVA methodologies 
are well decided and vastly utilized in various fields of science, ranging from biology to psychology (Zhang & Xiao 
(2012)). A MANOVA models have different features compared to ANOVA models: 

 Using MANOVA models, the researcher can test the common hypotheses of all univariate ANOVA models 
and note the differences between factor levels (Where these models examine whether there are statistical 
differences between the levels of factors for response variables). 

 Reduces the probability of type I error by using a single MANOVA model replace several ANOVA models. 
(Anderson, (2003); Kim & Timm, (2006)). 

 Most ANOVA models do not consider the pattern of covariance between response variables. While the 
MANOVA model is sensitive to differences in the levels of factors also the difference between response 
variables. When the response variables are considered together, probably that these variables are 
associated with some extension and by performing several ANOVA analyze, this association will be lost. 

In the classical ANOVA, ANCOVA and MANCOVA models where the covariance matrices are equal, the Wilkes 
Probability Ratio (WLR), follows the Lawley Hotelling (LHT), Pillai Bartlett trace (PBT) as well as 
Roy's/largest/root/tests could be/utilized (Watanabe, Hyodo & Nakagawa, (2020)). However, these tests might be 
seriously biased on the equal assumption for the covariance matrices are break. For realistic data, the well-known 
Box's test M is used to check the homogeneity of the assumption of covariance matrices [4]. Such, this defaults are 
seriously violated, some new tests need to be developed and the above tests should not be used for a two-way 
MANOVA. Unbalanced agricultural empirical data was first published in 1930 by scientist Frank Yates (Herr, (1986); 
Nelder & Lane, (1995)). Subsequently, several explorations that discussed unbalanced data appeared in the field of 
computer software and how to visualize data (Langsrud, (2003)). Often the articles published focus on/the/type of 
square sums/used in the/ANOVA table as well as the assumptions they make. As the three kinds of sum of squares 
differ, it often leads to a different/interpretation/of the/statistical/significance of different/factors (Saber & Naji, 
(2010)). 

Presenting study extended the two-way MANOVA for two-way MANCOVA included one covariate. Additionally, the 
suggested model presented the following points: 

1. The present paper will develop a two-way MANCOVA model with un-equal cell sizes additionally un-equal 
cell of covariance matrices. 

2. The modified tests presented by Zhang & Xiao, (2012) will be used for heteroscedastic two-way MANCOVA. 
3. A type III sums squares of an influence is computed that adjusted for all other influences for the suggested 

two-way MANCOVA model, no matter in which order they are included. 
The remainder of this paper is organized as follows. Section 2 presented the methodologies of this study.  Section 3 
presented the suggested two-way MANCOVA model. Conclusion was presented in section 4. 
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2. METHODOLOGIES OF THIS STUDY  

2 .1. UNBALANCED TWO-WAY MANCOVA MODEL WITH INTERACTION 

        According to Zhang & Xiao (2012), imbalanced and non-homogeneous two-way MANCOVA model with 
interactions could be presented in this section. The notation and structure be expressed as follows:  

𝒀𝒊𝒋𝒌 = 𝝁 + 𝝑𝒊 + 𝝍𝒋 + (𝝑𝝍)𝒊𝒋 + (𝒁𝒊𝒋𝒌 − �̅�⋯)𝜼𝟏 + 𝒆𝒊𝒋𝒌                                                                                    (2) 

Table 1 below summarizes of symbols that are used in the imbalanced and non-homogeneous two-way MANCOVA 
model.  

Table 1 – summary of symbols that are used in the imbalanced and non-homogeneous two-way MANCOVA 
model. 

symbols Description  

µ Over all mean. 

i Experiment levels for factor A (indexed by a). 

j Experiment levels for factor B (indexed by b). 

k The index of experimental units to level (i, j) (indexed by nij).  

𝜗𝑖  The ith main influence of factor A. 

𝜓𝑗  The  jth main influence of factor B. 

𝜗𝜓𝑖𝑗  The/ (i, j )th interaction influence combine factor A and factor B. 

Z The value of covariate for unit i within groups (j, k). 
Z̅

 
The mean of covariate over all empirical units. 

𝜂 The slope corresponding to covariate Z. 
𝑒𝑖𝑗𝑘                                  Random error. 

 

For the parameterization to be of full rank, we impose the following set of conditions:                                                                              

∑ 𝜗𝑖

𝑎

𝑖=1

= 0 ; ∑ 𝜓𝑗 = 0

𝑏

𝑗=1

 ;  ∑ ∑ (𝜗𝜓)𝑖𝑗 = 0
𝑏

𝑗=1

𝑎

𝑖=1
 

∑ (𝜗𝜓)𝑖𝑗
𝑎
𝑖=1 = 0 ;  𝑗 =  1, … , 𝑏 − 1     ,    ∑ (𝜗𝜓)𝑖𝑗

𝑏
𝑗=1 = 0 ;  𝑖 =  1, … , 𝑎 − 1                  (3) 

∑ 𝒁𝒊𝒋𝒌 =  ∑ 𝒁𝒊𝒋𝒌 = 𝟎   ;    𝒆𝒊𝒋𝒌~𝑵𝑷 (𝟎, ∑𝒆)

𝒃

𝒋=𝟏

𝒂

𝒊=𝟏

 

 

 

 

3. THE TWO-WAY MANCOVA MODEL 

3.1. ESTIMATION IN THE TWO-WAY MANCOVA MODEL 

         According to the virtual balanced assumptions one may imposing restriction, as in the equation (1), on the 
over presented model (3) for obtaining decisions for  problem of normal equations and single values for the 
estimator: 𝜗�̂� , 𝜓�̂�, (𝜗𝜓)𝑖𝑗

̂  , 𝑍𝑖𝑗�̂� . These capabilities in the suggested model (3) can be written as follows: 
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𝜗�̂� = ∑ 𝑛𝑖𝑗(Y̅𝑖..
∗ − Y̅…

∗ )(Y̅𝑖..
∗ − Y̅…

∗ )′a
i=                                                                                         (4) 

𝜓�̂� = ∑ 𝑛𝑖𝑗(Y̅.𝑗.
∗ − Y̅…

∗ )(Y̅.𝑗.
∗ − Y̅…

∗ )
′b

j=1                                                                                     (5) 

(𝜗𝜓)𝑖𝑗
̂ = ∑ ∑ ∑ 𝑛𝑖𝑗  

𝑛𝑖𝑗

𝑘=1 
b
j=1 

a
i=1 (Y̅𝑖𝑗.

∗ − Y̅𝑖..
∗ − Y̅.𝑗.

∗ + Y̅…
∗ )(Y̅𝑖𝑗.

∗ − Y̅𝑖..
∗ − Y̅.𝑗.

∗ + Y̅…
∗ )

′
            (6) 

𝑍𝑖𝑗�̂�  = ∑ ∑ ∑
1 

η∗ [(Y̅ijk
∗ − Y̅jk

∗ )(Y̅ijk
∗ − Y̅jk

∗ )
′
 ]

nij

k=1 
b
j=1 

a
i= 1                                                      (7)  

As can be seen in equations (4 - 7), expectations are.weighted.by nij that leads to that produced estimates are 
different than for the balanced model. For instance, Y̅…   no longer equals the overall mean of the sample as when 
data is balanced. 

 

3.2. HYPOTHESIS TESTING  

       For an unbalanced two-way MANCOVA model by Types III (When a major factor (i.e. A and B), there is 
evaluated after all other factors (lines with interaction.) have been respected, are the following null hypotheses: 

For no main effect of factor A: 

𝐻01 = 𝜗1 = 𝜗2 = ⋯ = 𝜗𝑎 = 0 

For no main effect of factor B: 

𝐻02 = 𝜓1 = 𝜓2 = ⋯ = 𝜓𝑏 = 0 

For no effects of the factor A: 

𝐻03
(𝐴|𝐵)

= 𝜗1 + 𝜗1𝜓1 = ⋯ = 𝜗1 + 𝜗1𝜓𝑏 = 𝜗2+𝜗1𝜓1 = ⋯ = 𝜗2 + 𝜗2𝜓𝑏 = ⋯ = 𝜗𝑎 + 𝜗𝑎𝜓𝑏 = 0 

For no influences of the factor B: 

𝐻04
(𝐵|𝐴)

= 𝜓1 + 𝜗1𝜓1 = ⋯ = 𝜓1 + 𝜗𝑎𝜓1 = 𝜓2+𝜗1𝜓2 = ⋯ = 𝜓2 + 𝜗𝑎𝜓2 = ⋯ = 𝜓𝑏 + 𝜗𝑎𝜓𝑏 = 0 

For no mutual influences of factors  A and B.: 

𝐻05 = 𝜗1𝜓1 = 𝜗2𝜓1 = ⋯ = 𝜗𝑎𝜓1 = 𝜗1𝜓2 = 𝜗2𝜓2 = ⋯ = 𝜗2𝜓𝑏 = ⋯ = 𝜗𝑎𝜓𝑏 = 0 

For no covariate effects: 

𝐻06 = (𝑍𝑖1 − �̅�⋯) = (𝑍𝑖2 − �̅�⋯) = ⋯ = (Zab − Z̅⋯) = 0 

With cellular heterogeneity matrices, homogeneity assumption is violated, the basically statistical tests cannot be 
used to test the above hypotheses (Cooper, et al., (2018)). According to Zhang & Xiao, we define a sum square and 
cross product (SSCP) for the imbalanced two-way MANCOVA as the following: 

𝐻𝐴 =
1

𝑎−1
∑ ∑ (Y̅𝑖..

∗ − Y̅…
∗ )(Y̅𝑖..

∗ − Y̅…
∗ )′𝑏

𝑗=1
a
i=1                                                                             (8) 

𝐻𝐵 =
1

𝑏−1
∑ ∑ (Y̅.𝑗.

∗ − Y̅…
∗ )(Y̅.𝑗.

∗ − Y̅…
∗ )

′𝑏
𝑗=1

a
i=1                                                                             (9) 

𝐻𝐴𝐵 =
1

(𝑎−1)(𝑏−1)
∑ ∑ (Y̅𝑖𝑗.

∗ − Y̅𝑖..
∗ − Y̅.𝑗.

∗ + Y̅…
∗ )(Y̅𝑖𝑗.

∗ − Y̅𝑖..
∗ − Y̅.𝑗.

∗ + Y̅…
∗ )

′b
j=1

a
i=1                                        (10) 

𝐻(𝐴|𝐵) =
1

(𝑎−1)𝑏
∑ ∑ (Y̅𝑖𝑗.

∗ − Y̅…
.𝑗.

∗ ) (Y̅𝑖𝑗.
∗ − Y̅…

.𝑗.

∗ )
′

b
j=1

a
i=1                                                           (11) 

𝐻(𝐵|𝐴) =
1

𝑎(𝑏−1)
∑ ∑ (Y̅…

.𝑗.

∗ − Y̅…
∗ ) (Y̅…

.𝑗.

∗ − Y̅…
∗ )

′
b
j=1

a
i=1                                                             (12) 

𝐻𝑍  = ∑ ∑ (Y̅ijk
∗ − Y̅jk

∗ )(Y̅ijk
∗ − Y̅jk

∗ )
′b

j=1
a
i=1                                                                             (13) 

where H and G will be approximately Wishart distributed with unknown approximate/degrees of/freedom           
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(fH, fG)  following respectively/the distributions of H and G:  

H~ W (𝑓𝐻 ,
Σ

𝑓𝐻
) ,   

G~ W (𝑓𝐺 ,
Σ

𝑓𝐺

) 

Unlike to the standard statistical tests, the modified tests be based on the unknown quantities  Σ,  fH and  fG. 
According to (Zhang & Xiao, (2012)) to determine  fH and  fG  for  unbalanced two way MANCOVA model based on 
H and G respectively by replacing 

 ( Σ  by 𝐼𝑝  , Σ𝑖𝑗  𝑏𝑦 Σ−1 2 ⁄  Σ𝑖𝑗 Σ
− 1 2 ⁄  𝑎𝑛𝑑   Σ𝜗𝜓 𝑏𝑦 Σ−1 2 ⁄  Σ𝜗𝜓 Σ−1 2 ⁄  ) with  e𝑖𝑗𝑘~ N𝑝 (0,

Σ−1 2 ⁄  Σ𝑖𝑗 Σ
−1 2 ⁄

𝑛𝑖𝑗
)  then obtain: 

f𝐺 =  
𝑝 (𝑝 + 1 )

(𝑎𝑏)−2 ∑ (𝑛𝑖𝑗 − 1 )−1 
𝑖 ,𝑗 (𝑛𝑖𝑗)−2 { 𝑡𝑟 ([Σ𝑖𝑗 Σ

−1 ]
2 

+ 𝑡𝑟2 
[Σ𝑖𝑗 Σ

− 1])}
 

f𝐻 =  
𝑝 (𝑝 + 1 )

∑ ∑
𝑐𝑖𝑗,𝜗𝜓

 2

𝑛𝑖𝑗𝑛𝜗𝜓
𝛼 ,𝛽 𝑖 ,𝑗 { 𝑡𝑟 ([Σ𝑖𝑗 Σ

−1  Σ𝜗𝜓 Σ−1 ]
2 

+  𝑡𝑟 [Σ𝑖𝑗 Σ
−1 ]) 𝑡𝑟 [Σ𝜗𝜓 Σ

−1 ])}
 

where 𝑐𝑖𝑗,𝜗𝜓
 2 represented the  weights for the hypothesis tested, while  𝜗 = , 1 … , 𝑎   , 𝜓 = , 1 … , 𝑏  represented 

indices that used to convenience of calculation. 

4. CONCLUSION  

          Classical statistical tests of MANOVA models become ineffective if one of their basic conditions is violated, 
and it becomes difficult to deal with them by adding real conditions. To address this serious problem, Zhang 2012   
suggested the modified tests. The model differs from previous related work in that it takes into account the 
heterogeneity, unbalance of data as well as the influence of the covariance factor (MANCOVA). Also, this paper 
presented the two-way MANCOVA model under type III sums squares of an influence is computed that adjusted for 
all other influences for suggested two way MANCOVA model, no matter in which order they are included. The future 
work will be to solve our model by using real data that fits with the proposed model conditions. 
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