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A B S T R A C T 

 

The necessity for audio compression continues to be a critical issue., as it is associated with 
lowering the data capacity of one of the most widely distributed digital files transmitted 
between remote parties, audio compression remains a critical topic. The effectiveness of the 
two sound pressure units in this article has been tested. Because of this  industry's 
importance,, which is reflected in storage capacity and transportation needs, Over the last two 
decades, sound pressure has been the topic of intense investigation. The rapid expansion of 
the computer industry is leading to a growing demand for high- quality audio data; As a 
result, the development of sound compression methods, of which there are two types: lossy 
and lossless, is critical. The purpose of this study is to explore sound compression techniques 
and to highlight the suitability and applications of each approach. 

MSC.41A25; 41A35; 41A3 
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1. Introduction  

   Voice is the most essential form of communication between people, and as a result, speech data compression is a 
critical issue that is viewed as a problem, particularly given the rapid advancement of communication technologies 
[1]. Voice compression is the process of compressing human speech signals into a compact representation, with 
the result of the decoding process being the most precise replication of the original signal. [2].  Any compression 
technique is motivated by the need to minimize the amount of data necessary to represent the original data, 
resulting in quicker data transfer and lower storage costs [3]. For every type of data, there are two types of 
compression algorithms: lossless and lossy compression. The signal that was sent into the encoding unit was 
created using a lossless approach. [4]. The loss type is present when the returned signal does not match the signal 
supplied in this scenario. The lossless technique must be used for medical and satellite text and photos, but the 
lossy method can be used for audio, video, and other sorts of images [5]. In general, the lossy kind has a higher 
gain in compression ratio, [6] but the quality of the returned signal is unquestionably lower. The core of any 
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compression technique is to remove repetition in the input signal [7]. Compression is a crucial signal processing 
method that is important because enormous volumes of data are frequently exchanged via a network's 
communication channel. To employ data compression, several forms of information, such as audio, video, pictures, 
and text, are required [8]. Voice compression is a technique for modifying human voice in a coded frame such that 
it can be returned to its original state, hence decreasing duplication between close samples and frames. The goal of 
audio compression is to use less storage space in order to reduce transmission speed by encoding audio data. To 
accomplish this, many compression methods have been devised. The two methods of audio compression are 
lossless and lossy compression, which may be classed similarly to any other digital data compression.. The three 
functional classes of audio compression techniques are as follows [9]:  

1. Forms those are direct, 

2. Forms for extracting parameters, 

3. Types of transformation 

 

When the signal's samples are directly treated to provide compression, the direct form is used; when a signal is 
preprocessed to extract certain features that are then utilized to reconstruct the signal, the parameter extraction 
form is used. In the realm of audio signal processing, transformation types Discrete Fourier Transform (DFT), 
discrete Cosine Transform (DCT), and discrete Wavelet Transform (DWT) are examples of discrete wavelet 
transforms [10]. DCT is frequently employed for signal compression, particularly where there is a high correlation 
and the signal can be quickly rebuilt with minimal fidelity error [10]. Because of its localization property in time- 
frequency space, DWT is suitable for signal compression. Audio is an electronic form that may be used to represent 
sound. Sound that is audible to humans is referred to as audio. The human ear can distinguish between frequency 
ranges of 20 Hz and 20 kHz. There are two factors that contribute to the popularity of audio compression [11]. 

People's unwillingness to throwing anything away and their need to collect data; regardless of how large a storage 
device is, it will eventually overflow; data compression appears advantageous since it delays this eventuality. 

People despise having to wait a lengthy time for data to be sent. We consider anything more than a few seconds to 
be a long waiting time when waiting for a file to download or a web page to load [12].  

The primary objective for speech/audio compression systems development aims to lower the amount of bits 
required to represent an audio signal in order to save money on memory storage and bandwidth. The basic 
principle of audio compression is to remove redundant signals while keeping signal quality and clarity. [13]. 

 

 

2. Types of Audio Files 

  Digital audio data is stored in a variety of file forms, just like other digital media. When choosing a file type, 
keep in mind the file format's universality and hence its reading by a range of software programs. File formats 
that are proprietary and unlikely to be supported in the future should be avoided. Here are a few examples of 
well-known audio file types [14]: 

 2.1. WAV: Microsoft created this file format. It is widely used and can be read by most audio software 
products. The WAV file format has established itself as a standard and is highly recommended. Furthermore, the 
WAV file type is also available in a professional format (i.e., broadcast WAV, BWF) that allows information to be 
included in the file header. Despite the fact that not all audio software packages can currently read or write to 
the information header, the BWF format is quickly becoming the WAV file type of choice for archiving audio 
projects. [15] 

 2.2. MP3: This is the file extension's name, as well as the type of MPEG-audio layer3 file it is. Layer 3 is one of 
three coding algorithms for compressing audio streams. (Layer 1, layer 2, and layer 3). To remove any 
undesirable information, perceptual audio coding and psychoacoustic compression are used (especially 
redundant and irrelevant aspects of a sound source). Things that the human ear can't hear in the first place. It 
also has a filter bank with an MDCT (Modified Discrete Cosine Transform) that boosts frequency resolution by 
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18 times throughout layer 2. Layer 3 can shrink the original audio-data on a CD (With stereo music at a bit rate 
of 1411.2 kilobits per second) by a factor of 12 (i.e., down to 112/128 kbps) without sacrificing sound quality 
[16]. 

2.3.WMA : (Windows-MEdia-Audio) is a Microsoft-file format for encoding digital audio files that likes MP3 but 
has the potential to compress data more quickly. WMA files, which end in ".wma," may be any size and 
compressed to accommodate a wide range of connection speeds and bandwidths [14]. 

2.4.Real Audio (rm-ram-raThe streaming audio format is a one-of-a-kind audio format that allows you to 
listen to digital audio files in real time. RealPlayer is required to open this sort of file (for Windows or Mac) [14-
15]. 

 

3.  Digital Sound Representation. 

One of the first things to consider when establishing a data technique for sound waves, such as speech or music,this is 

how audio is represented digitally. The term "audio" signifies sound that is audible to humans (20Hz to 20 KHz) [17]. In 

nature, an audio signal is analog. Analog sound is made up of waves that are sensed by the human ear. Both in terms of 

time and amplitude, these waves continue. The height or (volumes) of the sound is represented by amplitude. The analog 

signal should be transformed to digital format so that it may be stored, processed, and were passed via computer networks. 

An A/D converter is required to convert analogue to digital signals. The sampling and quantization steps make up the A/D 

conversion process [18]. 

3.1. Sampling: Sampling is the process of taking periodic measurements of an analog signal and using the 
results (samples) rather than the original signal. Figure (2) shows a sampled wave example; Often, binary numbers 
are used to represent two samples, although They may also be saved in a variety of formats. Pulse Code Modulation 
is a well-known method of representing each sample with a series of pulses that encode the sample's binary code 
(PCM). There are other forms of modulation, but PCM is the most used in digital audio. Different modulation 
schemes are unimportant to a programmer. The consecutive binary values are simply recorded as integers in a 
computer's memory. For most programmers [19]. 

 

 

 

 

 

        

 

 

Fig (1): A typical example of Digital Sampled Wave [20] 

3.2. Quantization: The phrase "signal quantization" refers to the process of accurately calculating the signal 
value. The digital representation is finite due to the finiteness of computer capability. If an 8-bit or 16- bit integer is 
utilized, a discrete integer sample value of 256 (28) or 65,536 (216) can be produced, Despite the fact that the 
original samples are not integers. Quantization is the conversion of a precise sample value to a less precise number. 
The quality and resolution of digital audio are influenced by two factors[21]: 

A. The sampling rate is the number of times per second that the amplitude of the wave is sampled. 

B. The "bit depth," or the range of integers utilized to record each measurement. 
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The first value, the "sampling rate," is expressed in kilohertz, which translates to thousands of samples per 
second. The sampling rate is set at 44.1 kHz to record consumer audio CDs. That implies each second of audio is 
recorded by 44,100 individual amplitude measurements, as seen in figure (3), which depicts the wave flows [22]. 

 

 

 

 

 

 

 

Fig (2): The visual depiction of two different sampling rates [22]. 

 

4. Compression of data. 

The procedure of encoding information with fewer bits than the original representation is known as data compression, 

source coding, or bit-rate reduction in signal processing. The two types of compression are lossy and lossless 

compression[22]. 

By discovering and removing statistical redundancy, lossless compression decreases bits. When utilizing lossless 

compression, no data is lost. By removing unnecessary or less relevant material, lossy compression reduces the number of 

bits in a file. An encoder is a device that compresses data, whereas a decoder is a device that reverses the process 

(decompression) [23]. The phrase "data compression" refers to the process of shrinking a data set's size. Source coding is a 

document that is encoded at the source of the data before it is saved or delivered in the context of data transmission. Source 

coding is not to be confused with channel coding, which is used to detect and repair faults, and line coding, which is used to 

map information onto a signal [24]. Compression is advantageous since it reduces the amount of data storage and 

transmission necessary. The operations of compression and decompression use computer resources [25]. When 

compressing data, there is a trade-off between space and temporal complexity. A video compression approach, for example, 

may necessitate costly technology to decompress the ability to decompress the film in It may be inconvenient or demand 

extra storage if it's full before watching, thus it may be inconvenient or require additional storage to decompress the film in 

its entirety before watching it [26]. When building data compression systems, all aspects to consider include the 

compression level, while using lossy data compression, the amount of distortion produced, and the computational resources 

required to compress and de-compress the data [27]. 

5. DCT Transform 

A collection of points of data is represented as the sum of cosine-functions pulsating at different frequencies. Nasir 

Ahmed proposed the NDCT conversion method in 1972, and it is now widely utilized in signal processing and data 

reduction [28]. Digital photos (such as JPEG and HEIF, which ignore minor It's used in digital video (including H.26x  & 

MPEG), audio in digital format (including Dolby-Digital, MP3 & AAC), and television in digital format (such as Dolby 

Digital, MP3 & AAC) [29]. Examples include Standard Definition TeleVision (SDTV), High Definition TeleVision 

(HDTV), Video on Demand (VOD) , digital radio (e.g., AAC Plus, DAB Plus), and coding of speech (e.g, AAC- LD, 

Siren, Opus). Many additional applications in research and engineering rely on discrete cosine transformations, including 

processing of digital signals, communication devices, Network bandwidth reduction, & spectroscopic approaches for 

numerical resolution of PDE devices [30]. 

Compression requires the use of cosine rather than sine since it turns out (as shown below) that fewer cosine functions 

are necessary to attain the target. A typical sign, whereas the cosine conveys the sign in differential equations. A certain set 

of boundary conditions the DCT is a Fourier transform-related transformation that functions in the same way as the 
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Discrete Fourier Transform (DFT) but it only works with real numbers. The coefficients of periodic and symmetric 

extended Fourier series are often connected to DCT transformations, whereas the coefficients of periodic and symmetric 

extended Fourier series are generally related to DFT transformations [31]. DCTs are nearly twice as lengthy as DFTs and 

work with real data in a symmetrical manner (since the fourier transform of an even and real function is an even and real 

function), Certain transformation versions, on the other hand, offset the input or one or both by half a sample. There are 8 

DCT versions in all, four of which are often used [32]. The second type DCT, sometimes known as "dct," is the most 

frequent discrete cosine transform. Nasir Ahmed proposed the DCT for the first time in 1972. Its polar opposite, type III 

DCT, is commonly referred to as type III, and it, like type II, is referred to as "inverted DCT" or "IDCT." The Modified 

Discrete Cosine Transform (MDCT), it is based on overlapping data DCT, and the Discrete Sine Transform (DST) , which 

is analogous to a DFT of single and real functions, are 2 of the DCTs linked with it. MDDCTS (Multidimensional DCT) 

was created to expand the DCT idea to MD signaling. MDDCT may be calculated using a variety of methods [33]. 

To lower the computational complexity of DCT implementation, a number of quick methods have been devised. Integer 

DCT (int DCT) is an acceptable approximation of the DCT standard that is used in several international standards, 

including ISO/IEC and ITU-T. Data is compressed into groups of independent DCT blocks using DCTcompression, 

frequently referred to as Block Compression. DCT blocks come in a variety of sizes, ranging from 8x8 pixels for a basic 

DCT to 4x4 to 3232x pixels for a real DCT. DCT has a lot of "power compression," which means it can achieve good 

quality while compressing a lot of data. When significant DCT pressure is applied, however, compression artifact 

distortions might develop. To recover audio data from its transform representation, an Inverse Discrete Cosine Transform 

(IDCT) can be used. The DCT and IDCT may be described using the formulae below [34]: 

A. For Forward Transform:  

𝐷𝐶𝑇(𝑈) = 𝑎(𝑈) ∑ 𝑊𝑎𝑣(𝑡)𝑁−1
𝑡=0  𝑐𝑜𝑠(

𝜋(2𝑡+1)𝑈

2𝑁
),   𝑓𝑜𝑟 𝑈 = 0,1, . . . 𝑁 − 1           (1) 

 

B.    For Backward Transform 

𝑊𝑎𝑣(𝑡) = ∑ 𝛼(𝑈) 𝐷𝐶𝑇(𝑈) cos (
𝜋(2𝑡+1)𝑈

2𝑁
) ,    𝑓𝑜𝑟 𝑈 = 0,1, . . . 𝑁 − 1 𝑁−1

𝑈=0         (2) 

 

𝒘𝒉𝒆𝒓𝒆, 𝑎(0) = √
1

𝑁
;      𝑎(𝑈) = √

2

𝑁
      𝑓𝑜𝑟 𝑈 = 1. . 𝑁 − 1 

6. Wavelet Transform 

Wavelets are based on the principle of analyzing data according to scale. Indeed, some wavelet experts believe that 

exploiting wavelets requires a completely new attitude or viewpoint when it comes to data processing. Wavelets are 

mathematical functions that are used to represent data or other functions by satisfying specific mathematical conditions. 

This concept isn't new. Since the early 1800s, when Joseph Fourier found that he could superpose sines and cosines to 

represent other functions, approximation utilizing superposition of functions has been used [35]. However, in wavelet 

analysis, the size at which we examine data is critical. Wavelet algorithms are used to handle data at various sizes and 

resolutions. We would detect gross characteristics if we looked at a signal with a huge "window." Similarly, we would see 

little details if we looked at a signal with a narrow "window." The upshot of wavelet analysis is the ability to perceive both 

the forest and the trees. A little wave is referred to as a wavelet. The term "smallness" denotes the fact that this function has 

a limited length. The condition that this function is oscillatory is referred to as the wave. The term "mother" denotes that the 

function with several support regions employed in the transformation process is descended from a single basic function 

known as the mother wavelet. The discrete cosine transform is Fourier-based, but the wavelet transform is not, and as a 

result, it is better at managing data discontinuities [36]. There is a push to utilize wavelet in signal processing and analysis 

instead of (or in addition to) the Discrete Cosine Transform (DCT), and numerous techniques to employ wavelet for picture 

or audio processing have recently been suggested. Wavelet transformations can benefit from the same strategies that are 

now utilized with audio. Wavelets have a wide range of applications, and their applications in signal processing appear to 

be limitless. A consistent time and frequency resolution is determined by the window length. In order to capture the fleeting 

behavior of a signal, a shorter temporal windowing is utilized. In this instance, the frequency resolution is sacrificed. 

Because actual signals (such as sound, picture, and video signals) are non-periodic and transitory in nature, they are 

difficult to analyze using traditional transforms . To extract the appropriate time-amplitude information from a signal, an 

alternate mathematical method (such as the wavelet transform) must be chosen. The wavelet transform can concurrently 
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provide time and frequency information, resulting in a time-frequency representation of the signal. Stationary signals are 

those whose frequency content does not fluctuate over time [36]. To put it another way, the frequency content of stationary 

signals remains constant across time. It is not necessary to know when frequency components appear in this scenario 

because all frequency components present at all times. However, to evaluate non-stationary signals, the Wavelet Transform 

(WT) is required (i.e., whose frequency response varies in time). Because the Fourier Transform (FT) is ineffective when 

dealing with non-stationary data. Wavelet transforms have been shown to be extremely efficient and successful in the 

analysis of a wide range of signals and phenomena. The following are the qualities that contribute to the effectiveness: 

1. A more precise local description and separation of signal properties is possible with the wavelet expansion. 

Temporary events must be defined by phase characteristics that allow cancellation and reinforcement across long time 

periods, as a Fourier coefficient reflects components that endure indefinitely. The coefficients of wavelet expansion 

indicate a component that is both local and understandable. The wavelet expansion may allow signal components that 

overlap in time and frequency to be separated . 

2. Wavelets may be adjusted and adapted to different situations. Because there isn't just one wavelet, they may be 

customized to meet certain systems that can adapt to the signal . 

3. The wavelet coefficient generation is particularly suited to digital computers. There are no derivatives or integrals 

in the digital computer; just multiplications and additions are used . 

 

The four "lifting" phases and two "scaling" steps used to achieve bi-orthogonal (9/7) wavelet decomposition are 

described in the following equations: 

 𝑌(2𝑛 + 1) = 𝑥(2𝑛 + 1) + 𝑎[𝑥(2𝑛) + 𝑥(2𝑛 + 2)]                (3) 

 𝑌(2𝑛) = 𝑥(2𝑛) + 𝑏[𝑌(2𝑛 − 1) + 𝑌(2𝑛 + 1)]                       (4) 

 𝑌(2𝑛 + 1) = 𝑌(2𝑛 + 1) + 𝑐[𝑌(2𝑛) + 𝑌(2𝑛 + 2)]               (5) 

 𝑌(2𝑛) = 𝑌(2𝑛 + 1) + 𝑑[𝑌(2𝑛 − 1) + 𝑌(2𝑛 + 1)]              (6) 

 𝑌(2𝑛 + 1) = −𝑘𝑌(2𝑛 + 1)                                                       (7) 

 𝑌(2𝑛) =
1

𝑘
Y(2n)                                                                              (8) 

And this table shows the coefficient of determination a, b, c, d, and k: 

 

Table 1 - 9/7 biorthogonal analysis filter lifting coefficients 

Coefficients Values 

a -1.58613434 

𝑏 -0.0529801185 

𝑐 -0.8829110762 

𝑑 -0.4435068522 

𝑘 -0.4435068522 
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7. Literature review of audio compression. 

Previous techniques and algorithms are discussed in this section. Audio compression technologies are investigated and 

compared. This is an overview of the area. So far, it has been accomplished in this field. The table below show some 

comparisons between different approaches of audio compression  : 

 

Table 2 - REVIEW AND DISCUSSIONS 

 

8. CONCLUSION 

     In our study, we discussed generic audio compression algorithms. The (DWT and DCT ) transform approaches is 
the most widely used in studies and perform well when combined with other technologies to increase the 
compression ratio, taking into account achieving a balance between pressure gain and reconstructed signal quality. 
This means that we must use hybrid methods to achieve good results because it is difficult to use a single method for 

No. 

 

Methods Author’s Name Reference Description 

1 DCT and DWT M.V.Patil , 2013 . 
 

[37] With the DWT-based 
approach, the 

compression factor and 
signal-to-noise ratio have 
been improved. It's also 

been discovered that 
Varied wavelets have 

different impacts on the 
represented spoken 

signal. 

2 DCT and DWT 
 

Fatma zohra Chelali , 

2018. 
 

[38] PSNR=50 dB 

3 DCT with  TAM Ayodeji Salau , 2019.  
[39] 

The recommended 
method achieves a 4:1 

compression ratio (CR) of 
the original data. 

4 DWT and RLE 
Techniques 

Abebe Tsegaye ,2019. [40] With DWT and RLE based 
approach, the 

compression factor and 
signal to noise ratio of all 
daubechiles family (DB1, 

DB6, DB8, DB10) were 
enhanced. 

5 wav, mp3 and 

Speex speech 

compression techniques 

 , and 

MFCC and DWT 

parameters 
 

A. Pramod Reddy,2020. [41] It is noticed that a larger 
bit-rate has higher 

recognition Accuracy 
with less Distortion by 
using these approaches 

and parameters. 

6 bi-orthogonal 
(tab9/7),DCT transform 

and LZW coding 
technique 

Zainab.J.Ahmed,2021. [42] The compressive system 
minimized the size of 

audio files and eliminated 
the need for a lot of 

storage. 
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all types of audio files, Because of the difference in the compression ratio (in terms of sampling rate and sample 
accuracy). 
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