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1. Introduction

Modern society, the economy, and the environment stand to benefit greatly from self-driving automobiles' revolutionary capabilities in the twenty-first century. Various legal, technological, and computational challenges must be overcome before completely autonomous cars may be used (AVs). Industrial and academic research, for example, has been focusing on the...
incorporation of prior knowledge, a better understanding of the car’s surrounding context (such as traffic signs) as well as the decision-making process that results in driving policies for different environments and scenarios. [1]. It is feasible that conventional cars and vehicles with (consistently) developing autonomous capabilities may share the road in the future for a length of time, based on present studies. In order to ensure safe and efficient traffic flow, AV driving laws will be restricted in certain mixed traffic scenarios. It is our opinion that autonomous cars should be used to drive in an almost human-like way. First and foremost, human drivers must anticipate and predict the behaviors of their fellow road users since any unexpected conduct might spark a conflict or pose a danger to the safety of the whole road community. Second, although AV driving may save fuel or time, human passengers may be bothered by driving characteristics like as unexpected stops, reckless driving, or extreme caution. It’s because of this that machine-learning algorithms have to include human elements. Programming an AV system is a difficult undertaking. Sensor and map inputs, to mention a few uses, are employed in a full AV system, which is usually composed of numerous linked engineering stacks or layers [2]. A mix of data-driven and rule-based procedures has emerged in the last decade as machine learning approaches have been incorporated to these stacks [3].

Reinforcement learning in uncertain, large, and stochastic situations has been made possible via the use of deep reinforcement learning (DRL), a technique that blends deep learning with reinforcement learning (RL).

Deep learning architectures in autonomous driving (AD) systems have allowed several perception-level tasks to be performed with high accuracy. It’s no longer sufficient to use typical supervised learning approaches when it comes to autonomous driving systems. An autonomous driving agent’s behaviour is anticipated by the environment in which it operates, such as the job of calculating a city’s ideal driving speed. Supervisory signals such as time to collision (TTC) and lateral error relative to the agent’s ideal trajectory characterize the agent’s dynamics and the uncertainty of its surroundings. Defining the stochastic cost function that must be maximized is the first step in solving these kinds of problems. As the agent travels through its surroundings, it must pick up on new configurations and anticipate the best decision at any given moment [4]. A large combinatorial space exists here since there are so many different configurations in which the agent and environment might be monitored. This is a sequential issue that we’re aiming to solve in each of these examples.

It is a requirement of conventional Reinforcement Learning (RL) settings that the agent learn and represent its environment while also responding appropriately when each moment is supplied. It’s all about the policy when it comes to deciding what the best course of action is.

Here, we’ll look at how reinforcement learning may be used to improve driving behavior, perception, route planning, and low-level controller design, just to name a few areas where it’s a viable option.

Last but not least, we want to motivate users by emphasizing the significant computing challenges and risks involved with current RL approaches, such as imitation learning and deep Q learning. According to Figure 1, we can see that the use of reinforcement learning (RL) in the autonomous driving or self-driving sector is a relatively recent issue. RL/DRL algorithms have been more popular in recent years, however this has led to several implementation and deployment challenges in the actual world.
The following is a summary of this work's main contributions:

- It tells the little-known narrative of RL's history in the automobile sector.
- RL's usage in different autonomous driving tasks has been well analyzed in the literature.
- Real-world autonomous driving challenges and opportunities are discussed.

2. The Concepts Of Agent

An agent-based system, which is part of Artificial Intelligence, is a growing area for controlling and performing basic or complex issues.

2.1. Definition Of An Agent

An agent is a computer program that acts on behalf of its user or owner (an agent is mainly a particular software component). An agent must possess the following characteristics: (Autonomous, proactive, responsive, communicative, and so forth.) Agents have a number of characteristics that help them do a task. A self-contained agent may adapt to and learn from its environment. It may also respond to changes in its environment and make decisions in order to achieve its goals. The ability to work without the intervention of people or another model is widely agreed upon as the essential attribute of the agent. Furthermore, the significance of particular features is determined by the agent’s spatial location.

2.2. Characteristic Of Intelligent Software Agents

One of the reasons for the diverse definitions of the intelligent agent was the researchers’ differing interpretations of some of the qualities (what constitutes autonomy). What we've chosen from the qualities is the most essential focus of studies in defining the intelligent agent, either directly or indirectly. However, they are not the sole features that all researchers have adopted[6].

2.2.1. Autonomy and Intelligence

Researchers believe that performing autonomous behaviors is the most essential factor. In addition to his initiative in accomplishing his goals, an autonomous agent has the ability to govern his actions and behavior. It acts without the intervention of others (users or agents). Some researchers conflate autonomy and intellect. In other words, they see the agent’s ability to take initiative as a benefit of being an intelligent agent. Julia, according to Foner, is clever since it is autonomous and has initiative.

2.2.2. Learning

Intelligence is a noun with the property of being able to learn. Is it necessary for the agent to learn in order for it to be intelligent? While some studies believe that learning is a key characteristic of an agent, others never mention it. Because it is impossible to predict what an agent will confront in a dynamic environment, the agent stands out when it has the ability to adapt and learn from his surroundings.

2.2.3. Co-operation

Complex problems may necessitate the collaboration of multiple agents. The goals to be reached and fulfilled are agreed upon by the cooperating agents. The key differentiating feature of agents is their cooperation. Foner is concerned with issue resolution in which the agent and the user collaborate. Cooperation can take place on two levels: between the user and the agent, and between the agent and other agents. Tasks are broken down into smaller, distributed challenges...
for agents to solve through agent collaboration. This collaboration occurs when the helpers communicate with one another.

2.2.4. Lifelike

Agents are lifelike; it is the delusional style, therefore emotions and social interactions are within the agent’s capabilities. To generate convincing characters, a variety of techniques and procedures are necessary, including speech recognition and animation. It is vital to comprehend them in addition to psychological sociology and dialogue procedures. Agents having human traits, like emotion, that can be displayed as a realistic human face, are intriguing. According to some academics, presenting realistic features through an agent is a must. It’s a lifelike agent since it’s a spontaneous, not a mechanical, agent that acts in unpredictable ways.

2.2.5. Mobility

It refers to the transfer of data across a network, such as the Internet. Is the agent capable of performing this action? Moving the agent across the network, according to researchers, gives a novel mechanism for recovering data and transactions. The agent can switch between servers to determine the optimum route for you and provide you with the results. The negative is that the agent may present your computer with numerous options that waste time and force you to stay connected to the Internet.

3. component for AD system

With the pipeline from sensor stream to control actuation shown in Figure 2, AD systems are depicted in their most basic form A contemporary autonomous driving system’s sensor architecture includes a variety of cameras, radars, and laser range finders (LLDARs), as well as a GPS-GNSS system for precise location and inertial measurement units (IMUs) for capturing 3D poses of the vehicle in space [7]. Using this perception module, a decision-making system may create a mid-level picture of how the environment is now functioning (such as a bird’s-eye view map of all obstacles and agents). There are perceptual discrepancies all the way up the informational food chain. The utilization of several sources increases detection confidence, which is critical for public safety. This is achieved by a combination of several perception tasks like semantic segmentation [7], [8], "motion estimation" [9], "depth estimation" [10], "soiling detection" [11], "etc which can be efficiently unified into a multi-task model" [12], [13].

Fig. 2. “Standard components in a modern autonomous driving systems pipeline listing the various tasks. The key problems addressed by these modules are Scene Understanding, Decision and Planning”[7][8].

3.1. Scene Understanding
A link between the perception module's mid-level abstract representation of the perception state and the high-level action or decision-making module is established by this essential module. In terms of idea, there are three actions included in this module: Decision-making and planning are shown in Figure 2. Detection and localization algorithms are included into the first module, which aims to offer a deeper understanding of the scene.

3.2. Localization and Mapping

Mapping is a key component of automated driving[14]. One way to find out exactly where your car is right now is to map out a section of the region.

3.3. Planning and Driving policy

Trajectory planning is a key component in the development of self-driving vehicles. It is necessary to use this module in order to construct motion-level instructions that lead the agent given a route-level plan derived using HD or GPS-based maps. To move an agent from one position to another, the classical motion planning method uses just the two axes of translation and rotation[15].

3.4. Control

Based on pre-determined maps, such as Google Maps, or professional driving recordings of the same values at each waypoint, a controller decides the right speed, steering angle and braking actions at each waypoint. Trajectory tracking, on the other hand, employs a time-based model of the vehicle’s dynamics to follow the waypoints sequentially.

Modern vehicle control systems are based on classical optimum control theory, which asserts that the goal of optimal control is to minimize a cost function $x = f(x(t), u(t))$ across a set of states $x(t)$ and actions $u(t)(t)$. Predetermined control input is common in most circumstances.

$x_{\text{free}}[16]$ is constrained to a small time horizon in a viable state space $x$ Closed loop control methods like PID (proportional integral-derivative) controllers and MPC are used to regulate the velocity (Model predictive control). There are three terms in a PID's goal: present error (proportional term), the consequence of previous mistakes (integral term), and any future errors (proportional term) (derivative term). This class of methods is designed to stabilize the vehicle’s behavior while it follows a predetermined route [17].

4. REINFORCEMENT LEARNING

Software that uses machine learning (ML) to improve its performance on a particular task is known as "learning by doing" or "learning by doing well." supervised learning, unsupervised learning, and reinforcement learning are all examples of machine learning algorithms (RL)[18]. While in supervised learning methods, the model is often trained using labeled data in order to perform classification or regression, techniques like density estimation or clustering are widely used in unsupervised learning algorithms. Autonomous agents use the RL paradigm to improve their performance on specific tasks, on the other hand. Whatever may be considered as sensing and acting on its surroundings through sensors, according to Russell and Norvig [19]. The performance of RL agents isn't evaluated by an expert, but rather by a reward function $R$. Every time it encounters a situation, the agent may choose an action to do, and if that action is seen to be useful by its surroundings, it will be rewarded. The agent’s goal is to maximize the overall benefits it receives throughout the course of its life. The agent may progressively increase its long-term reward by using information obtained about the projected utility (i.e. discounted sum of expected future benefits) of different stateaction combinations. One of the most challenging elements of reinforcement learning is managing the trade-off between exploration and exploitation. To get the most out of its efforts, an agent must make use of the information it has gathered to choose actions that are known to provide high returns [19].
A MDP is a tuple consisting of a "set S of states, a set A of actions, a transition function T, and a reward function R" [20], i.e. a tuple < S, A, T, R >. When in any state s ∈ S, selecting an action a ∈ A will result in the environment entering a new state s0 ∈ S with a transition probability T(s, a, s0) ∈ (0,1), and give a reward R(s, a). This process is illustrated in Fig. 3. The stochastic policy π : S → Δ represents a mapping from the state space to a probability over the set of actions, and π(a|s) represents the probability of choosing action a at state s. The goal is to find the optimal policy π*, which results in the highest expected sum of discounted rewards" [21]:

\[
π* = \arg\max_π Eπ \left\{ \sum_{(k=0)}^{(H-1)} \mathbb{E}^{\gamma^k r_{(k+1)}} | s_0 = s \right\},
\]

"for all states s ∈ S, where rk = R(sk,ak) is the reward at time k and V π (s), the ‘value function’ at state s following a policy π, is the expected ‘return’ (or ‘utility’) when starting at s and following the policy π thereafter" [22]. "An important, related concept is the action-value function, a.k.a. 'Q-function' defined as:

\[
Qπ(s,a) = Eπ \left\{ \sum_{(k=0)}^{(H-1)} \mathbb{E}^{\gamma^k r_{(k+1)}} | s_0 = s , a_{(0 )}=a \right\}.
\]

Future incentives are discounted based on the discount factor γ ∈ [0,1]. Myopic behavior is encouraged by low values γ, which lead agents to focus only on short-term gains. Conversely, agents with high values are more long-term oriented and seek to maximize their long-term gains. When talking about the MDP's horizon, we're referring to the amount of time steps. While H has a limited value in episodic domains, H is limitless in infinite-horizon situations H = ∞. After a certain amount of time steps, or when an agent achieves a predetermined target state, episodic domains may be terminated. [22] An episodic domain's "terminal state" refers to the last state that may be reached. Smaller discount factors may be utilized in infinite-horizon or goal-oriented domains in order to create a balance between short- and long-term advantages. Discount factors of (close to) 1 can motivate agents to concentrate on accomplishing the goal. Any beginning state may be utilized to determine the largest predicted discounted sum of rewards if the optimal policy for an MDP is known.

4.1. Value-based methods

Q-learning is a well-known RL algorithm that's been around for a while. Rather than using any models, this TD approach teaches itself how to assess the utility of specific state-action pairs as a whole (Q-functions defined in Eqn. 2). It has been shown that Q-learning can converge to the optimal state-action values for an MDP with a probability of one when all actions in all states are sampled infinitely often and the state-action values are represented discretely[21]. Quantitative learning (Q-learning) may learn (almost) optimum values for state-action combinations provided enough samples are collected for each combination. If a Q-learning agent converges to the optimal Q values for an MDP and then chooses actions greedily, it will get the same anticipated sum of discounted rewards as the value function with π*. Q-learning requires agents to update their Q values in accordance with the following rule:

\[
Q(s,a) \leftarrow Q(s,a)+α[r +γ\max Q(s|a )−Q(s,a)],
\]

where Q(s,a) is an estimate of the utility of selecting action a in state s, α ∈ [0,1] is the learning rate which controls the degree to which Q values are updated at each time step, and γ ∈ [0,1] is the same discount factor used in Eqn. 1. The theoretical guarantees of Q-learning hold with any arbitrary initial Q values" [21]; As a result, it is possible to learn the optimum Q values for an MDP beginning with any initial estimate of the action value function. Each Q(s,a) delivers a maximum potential reward, or it may be pessimistic (minimum), or it can use knowledge of the issue to guarantee quicker convergence. If you're looking for a non-linear approximation of the Q
function across high-dimensional state spaces[23], you may utilize deep neural networks (DNNs) as an approximation of the Q function. Pixels in a frame of an Atari game, for instance. All behaviors are predicted by a neural network without the use of any explicit domain-specific data or features. In practice, for example, DQN employs replays of previous experiences to break the association between upcoming samples and to increase sampling speed. The parameters of the target network for DQN are fixed for a period of iterations while the parameters of the online network are modified [24] to increase the stability of the system.

4.2. Policy-based methods

"The distinction between value-based and policy-based methods boils down to who bears the responsibility of optimality. While both methods must propose actions and evaluate the resulting behavior, value-based methods focus on evaluating the optimal cumulative reward and ensuring that a policy follows the recommendations, policy-based methods aim to directly estimate the optimal policy, with the value being a secondary consideration if at all calculated. A neural network is commonly used to parameterize a policy πθ. Gradient descent is used in policy gradient methods to estimate the policy parameters that maximize the expected reward. The result can be either a stochastic or deterministic policy, with actions chosen by sampling"[25]. Continuous action spaces are common in real-world applications. Reinforcement learning in domains with continuous actions is enabled by deterministic policy gradient (DPG) techniques [25] [22]. The Reinforce [26] algorithm is a policy-based technique that is simple to use. The whole reward is discounted. 

\[ g_t = P H \sum_{k=0}^{t+1} \gamma^k r_k + t + 1 \]

No estimator is necessary for policy evaluation because by playing the, one time step is calculated the complete program. The parameters are updated in the performance gradient's direction:

\[ \theta \leftarrow \theta + \alpha g_t \nabla \log \pi_\theta (a|s), \]  

A steady incremental update has a learning rate of α. We favor state-action combinations that provide the greatest outcomes since that's what makes sense to us. trust region policy optimization [27] prohibits trust region policy. The risk of an inaccurate update is reduced since new regulations aren't allowed to deviate too much from old ones. TRPO’s surrogate objective function is based on this principle. The Kullback-Leibler (KL) divergence between existing and new proposed policies should be reduced for each policy gradient change. Using this method, policy performance steadily improves.

5. REINFORCEMENT LEARNING FOR AUTONOMOUS DRIVING TASKS

Path planning, trajectory optimization, motion planning, and dynamic path planning are some of the autonomous driving tasks, as are scenario-based policy learning for highways, intersections, merging/dividing, and intent prediction from expert data for traffic actors like pedestrians and vehicles. Other autonomous driving tasks include controller optimization, reward learning, and inverse reinforcement learning from expert data[28]. Let's take a look at the state space, action space, and incentive schemes in the context of "autonomous driving" before diving into DRL's applicability to AD tasks.

5.1. State Spaces, Action Spaces and Rewards

DRL may be used to autonomous driving tasks only if proper state spaces, action spaces, and function relevance are designed and rewarded. When it comes to autonomous driving, there are a variety of status and action representations that have been studied. It is usual for autonomous vehicles and any obstacles within their sensor view area to have the following state space properties: location, direction, and velocity. State space variance may be eliminated by constructing a Cartesian or Polar occupancy grid around the ego vehicle Lane numbers, route curvature, the ego-previous vehicle’s and future trajectory, longitudinal data such as Time-to-Collision (TTC), and scene data such as traffic laws and signal placements are all provided in the
Lane data section.

Condensed abstracted data reduces the complexity of the state space by removing finer contextual information from raw sensor data, such as camera images, LiDAR Light Detection And Ranging, and radar. As long as a 2D bird’s eye view (BEV) is used, it is independent of the sensor and close to the scene's physical layout. Top-down view of scene with grid of occupancy, historical and predicted trajectory and semantic data such as traffic signal placements is shown in Figure 3. This intermediate format retains the spatial organization of roadways when graph-based representations fail. Some simulations, such as Carla and Flow, provide this point of view. Vehicle policies must be capable of controlling a wide range of devices. Continuous-valued actuators for vehicle control include the steering angle, throttle, and brake. The alternative to discretization for actuators’ continuous values is to use DRL algorithms that develop a policy on the fly (e.g. DDPG). It is also possible for agents to leverage the Temporal abstractions choices framework [29] in order to speed up the process of picking actions. These sub-policies may be used to extend a basic action across a lengthy period of time. Designing incentive mechanisms for DRL agents for self-driving vehicles is still a work in progress. Distance traveled to a destination [30], ego vehicle speed [30]–[31], ego vehicle stop [32], collisions with other road users or scene objects [30], [33], infractions on sidewalks [30], keeping in lane, and maintaining comfort and stability while avoiding extreme acceleration, braking, or steering [31], [32], and following traffic rules [33] are some examples of criteria for AD tasks.

5.2. Simulator & Scenario generation tools

Supervised learning configuration with training sets containing picture, label pairings for diverse modalities is addressed in autonomous driving datasets. Reinforcement learning necessitates a setting in which state-action pairings can be retrieved while modeling the dynamics of the vehicle's state, environment, and stochasticity in the environment's and agent's movements and actions, respectively. Reinforcement learning algorithms are trained and validated using a variety of simulators. Various high-fidelity perception simulators capable of imitating cameras, LiDARs, and radar. Some simulators can also provide information on the vehicle’s status and dynamics. [34] provides readers with a comprehensive overview of the sensors and simulations used in the autonomous driving sector. Before moving on to costly evaluations in the real world, learned driving policies are stress tested in virtual scenarios. [35] proposes a multi-fidelity reinforcement learning (MFRL) system in which various simulators are available. In MFRL, a cascade of simulators with increasing realism is utilized to depict state dynamics (and hence computational cost) in order to train and validate RL algorithms while obtaining near-optimal policies for the real world with fewer expensive real-world samples using a remote-controlled car. CARLA Challenge [36], a Carla simulator-based AD competition with pre-crash situations described in a National Highway Traffic Safety Administration report [37], is a pre-crash AD competition based on the Carla simulator. The ego-vehicle loses control, the ego-vehicle reacts to an unseen obstruction, the ego-vehicle shifts lanes to avoid a sluggish
leading vehicle, and other scenarios are used to test the systems. The total distance traveled in various circuits is used to calculate agents’ scores, with total points deducted for infractions.

6. REAL WORLD CHALLENGES AND FUTURE PERSPECTIVES

This section presents and discusses the issues of conducting reinforcement learning for real-world autonomous driving, as well as the relevant research methodologies for tackling them.

6.1. Validating RL systems

Using a supervised learning method, an autonomous driving system was suggested in a paper by I. Lee [38]. Autonomous driving with minimum hardware dependencies was promoted using low-cost components to carry out artificial neural network learning. As opposed to just following the pre-programmed routes, our self-driving car was able to detect and avoid roadblocks based on pictures captured by the front-facing cameras. Researchers employed a server computer with a tiny embedded system and four GPUs in the experiment, along with an actual compact automobile simulator. An image-based neural network with cameras performed far better in real-world contexts than a single sensor at classifying images, even if a combination of many sensors beat a single sensor. This data was utilized to perform reinforcement learning exercises using images captured by the vehicles’ front-facing cameras.

Using a convolutional neural network, S. Park et al. [39] altered vehicle steering parameters. In this experiment, CNN inputs from a black box were used to regulate the steering settings of an autonomous driving automobile. Three layers, including convolutional and pooling layers, were included in the CNN framework, and an algorithm with two entirely connected layers was shown. Based on CNN’s photos, precise vanishing point coordinates were used to calculate steering angles. Although it is difficult to find stable vanishing points due to several circumstances, such as the driving environment and lane disappearances, the CNN acquired steering angle prediction errors within a permitted scope and offered significant results.

Autonomous driving in the actual world was made possible by X. Pan et al. [40] using virtual worlds and reinforcement learning. A simulated driving environment identical to actual roads was used for reinforcement learning training, and the results were compared to those obtained on real roads. Reinforcement learning techniques used in the research included the standard A3C [41], the reinforcement learning method presented therein, and the random domains approach. Reinforcement learning was utilized to teach autonomous driving in a simulated environment using three different tactics, and the results were compared for accuracy. According to the research, the study’s technique had a precision rate of 43.4%, which was greater than the precision rate of 28.33% obtained using virtual reinforcement training with no actual data.

Prior research has employed an end-to-end technique, but Li and his colleagues [42] suggest a steering system that uses a "recognition module" and a "control module" to review driving pictures. In order to use a multiple classification neural network to forecast driving direction, the "recognition module" was given inputs of images taken from the driver's point of view. In order to make choices, the "control module" used reinforcement learning. The development of this self-driving car model included the use of a prototype agent, reinforcement learning, and deep learning. Based on the findings of the performance assessment in the virtual environment, a recognition module was used to predict lane characteristics in a steady and accurate way. A unique AI algorithm was employed for reinforcement learning training on this control module, which worked effectively in a variety of driving scenarios.

For the study of autonomous driving, H. Yi et al. [43] used a multi-agent method, with 16 agents learning at the same time, employing DDPG instead of DQN. Performance was assessed by averaging the compensation values achieved throughout the learning period. The negative
readings at the start of the experiment meant that little progress could be made. However, as the number of training sessions grew, compensation also increased, showing that autonomous driving was becoming more and more common. Despite the fact that wages rose at the same rate, compensation did not follow up. There were also periods of negative compensation values, despite strong learning, which was connected to inaccurate compensation value assessments for brake values. This issue is being addressed by a collision prevention model in the present research.

7. CONCLUSION

Reinforcement learning is still a problem that is now being debated in the field of autonomous driving in the real world. Despite a few successful commercial implementations, there is very little literature or large-scale public datasets available. So, we came up with the idea of organizing RL applications for autonomous vehicles. Situations in which a vehicle is driven autonomously need the negotiating and dynamic decision-making skills that RL is known for. The development of mature solutions is, however, hampered by a number of challenges, which we explore in full. There is a theoretical foundation for reinforcement learning and a complete literature review on employing reinforcement learning in autonomous driving tasks in this study.

Because of the sensitivity of the results to hyper-parameter choices, reinforcement learning discoveries are famously difficult to reproduce. Researchers and practitioners alike need a strong starting point from which well-known reinforcement learning algorithms may be implemented, documented, and properly evaluated for their own benefit.

Future challenges in autonomous driving include the development of multi-agent reinforcement learning systems, which have received little attention so far.

Furthermore, the implementation of RL algorithms is a challenge for both academics and practitioners. We provide examples of widely known and actively used open-source RLJ systems that enable for the assessment of RL approaches as well as the development and expansion of new RLJ systems. Finally, it is our goal that this overview article will serve as a springboard for further investigation and development.

REFERENCES


