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1. Introduction

The soft set theory was first introduced by
Russian researcher Molodtsov [1]. Maji, K., Biswas,
R. and Roy, R.in [12] introduced many of new
concepts of this as an inclusion relation between the
soft set, Cagman N. and Enginoglu S. in [3]
introduced a new study of a Soft set theory and uni-
int decision making European J. Oper. Researcher,
The application of the soft sets provided a natural
framework for generalizing many concepts of
topology which is called the soft topological space
as initiated by [4] and [11].

Banach Algebra is an important field of
functional analysis; therefore Banach algebra
structure of soft background was introduced by
Thakur R. and Smanta S. in [9]. After that Petroudi
S., Sadati S. and Yaghobi A., in [10] obtained a
series of new results on Soft banach algebra.

In this paper, concepts of soft character, soft
division algebra, soft ideal, soft maximal ideals are
introduced .Soft Spectral Radius Formula are
introduced and proved, some properties of Soft
gelfand algebra are proved.

2. Preliminaries

Definition (2.1) [1]:

LetX be a universe set and E be a set of
parameters, P(X) the power set of X and

A C E. A pair (F, A)is called soft set over X with
respect to A and F is a mapping given by F: 4 —»
P(X),

(F,A) ={F(e) e P(X):e € A}.

Definition (2.2) [2]:

(i) A soft set (F,A) over X is called null soft set,
denoted by @, , if for alle € A, we have F(e) =
0.
(i) A soft set (F, A) over X is called absolute soft
set and it's denoted by X, , if for all

e € A, wehave F(e) = X.

Definition (2.3) [2, 3]:

Let (F,A) and (G, B) be two soft sets overX, we
say that (F, A) is a soft subset of (G, B) and
denoted by (F,A) € (G,B) , if:

(i)ACB.

(ii) F(e) = G(e) ,Ve€EA.

Also, we say that (F, A) and (G, B) are soft equal is
denoted by (F,A) = (G,B) , if (F,A) € (G,B) and
(G,B) € (F,A).

It is clear that:

(a) @, is a soft subset of any soft set (F, A).

(b) Any soft set (F, A) is a soft subset of X,.
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Definition (2.4) [2, 4]:
(i) The intersection of two soft sets (F,A)
and (G,B) over a universe X is the soft
set (H,C) = (F,A)N(G,B), where C = ANB and
for alle € C, write (H,C) = (F,A)N(G,B) such
that
H(e) = F(e)NG(e) .
(i) The union of two soft sets (F,A) and (G, B)
over X is the soft set (G, B) , where ¢ = AUB and
Ve€A wewrite
(H,C) = (F,A)U(G,B) Such that
F(e) , ife€A\B

H(e) =< G(e) ,ife € B\A

F(e)UG(e) ,ife € ANB
(iii) The difference of two soft sets (F, A)
and (G, A) over X , denoted by
(H,C) = (F,A\(G, A) is defined as
H(e) = F(e)\G(e),forall e € A.
Definition (2.5) [2, 5]:
The soft complement of a soft set (F,A) over a
universe X is denoted by (F,A)¢ and it is defined
by (F,A)¢ = (F¢,A) , where F°a mapping is given
by F€: A - P(X),
F¢(e) = X\F(e), forall e € A.
i.e. (F,A)¢ = {(e,X\F(e)): Ve€eA }
Itisclearthat @, = X, X,° =0,.
Definition (2.6) [6]:
Let X be non-empty set and E be non- empty
parameter set. Then a function €: E — X is said to
be a soft element of X. A soft element ¢ of X is said
to belong to soft set A of X, which is denoted
by e € 4, if e(e) € A(e),
Ve € E. Thus for a soft set A of X with respect to
the index set E, we have
A(e) ={e(e):e(e) € A}, e € E}.
Definition (2.7) [7]:
Let C be the set of all complex numbers and (C)
be the collection of all non-empty bounded subset
of C and E be a set of parameters.
Then a mapping F:E — (C) is called a soft
complex set.
It is denoted by (F, E). If in particular (F,E) is a
singleton soft set then after identifying (F, E) with
the corresponding soft element, it well be called a
soft complex number. The soft complex numbers is
denoted by C(E).
Definition (2.8) [7]:
The inverse of any soft complex number 7, denoted
by #~1 and defined as
771(e) = (F(e))™1,foralle € A.
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Definition (2.9) [8]:

Let X be the absolute soft vector space i.e., X(1) =
X,V € E. Then a mapping

II.1l : SE(X) » R(E)" is said to be soft norm on the
soft vector space X if ||.|| satisfies the following
conditions:

(0 ||®¢]| = 0,forall ¢ € X.

(ii) ||%¢|| = 0 if and only if ¢ = ©°.

(iiQ) ||A%¢|| = | 1|lIz®]|, for all ¢ € Xand

for every soft scalar /.

() lIze + el < =il + el

for all %¢,¥° € X.

The soft vector space X with a soft norm ||. || on X
is said to be a soft normed linear space and is
denoted by (X, || -

Definition (2.10) [4]:

A sequence of soft elements {¥¢,,} in a soft normed
linear space (X, ||.||). is said to be convergent and
converges to a soft element x¢ if ||%¢, —%¢| - 0
as n — oo This means for every €= 0, chosen
arbitrary, there exists a natural number = N(e),
such that 0 < ||x¢, — ¢ || < €, whenever n > N.
We denote this by X¢, - X®asn > o0 or
lim,,_,, X¢,, = X¢. X° is said to be the limit of the
sequence x¢, asn — oo.

Definition (2.11) [9]:

Let T:SE(X) —» SE(Y) be an operator. Then T is
said to be soft linear if

T(1.% + 1,%¢,) = 1, T(%%)) + 2,T(%¢,)

for every soft scalar 1 and ¥¢,, ¢, € X.

Definition (2.12) [11]:

Let (F, E), (G, E) are soft sets in S(X) g, a soft
mapping

f: (F,E) = (G,E) is said to be (soft injective )if each
soft element in (F,E) is related to a different in
(G,E).

More formally f (%;) = f (%,) implies X; = %,.
Definition (2.13) [11]:

Let (F, E), (G, E) are soft sets in S(X) g, a soft
mapping

f: (F,E) = (G,E) is said to be (soft surjective) if for
every soft element § in (G,E), there is a soft
element X in (F,E) such that f(X) = ¥,

[i.e. when the soft range equals to the soft image
f((F.E)) = (GE)].

Definition (2.14 [9]:

Let VV be algebra over a scalar field Rand let E be
the parameter set and F be a soft set over V. Now,
Fg is called soft algebra (in short SA) of V over
K(E) if F(e) isasub algebraof V foralle € E. It
is very easy to see that in SA.the soft elements
satisfy the properties:

(i) (%°5°)2¢ = %°(5°2°).

(i) x°(y°Fz°) = x°y°Fxez°
yexeFzexe.

(F°F29)x° =
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(iii) a(x¢y®) = (ax°)y° = x¢(ay®) , where for
all x¢,9¢,2¢ € F; and for any soft scalara. If Fy is
also soft Banach space w.r.t. a soft norm that
satisfies the inequality [|Z¢y¢|| < ||x¢|||l¥€]l and
Fg is contains the unitary element i® such that
Xe1i® = ii°x%°¢ = ¥¢ with ||©i°]| = 1, then is called
soft Banach algebra (in short SBA).

Definition (2.15) [10]:

Let A be a (SBA) with 1i® and X® € A. Then the
soft set 8(%°) = {1 € R(E) : (X*=1ii®)

is soft singular} is called soft spectrum of ¢ € 2 .
Definition (2.16): [10]

We denote the soft spectral radius of %€ by r(X¢)
and define it by

r(%®) = Sup {|a|: @ € §(%°)}.

3. Results

Theorem (3.1):

Let A be (SBA) with identity element (1) and
%° € ¥, then §(x¢") = (8(%°))".

Proof:
Let@ & §(%°), then( % — & 1) € Sg
Consider

R —E= (R — 0y 1), e, (R — 0, 1)
Where &,, @, ... ..., &, are roots of %" —&.1

Let® € §(%e"), i.e. X" — @ 1€ S

then there is at least one i such that

(¢ —@.1) € Sg,hence & € 8(%°)

So ™ € (8(%¢))",then & € (5(%°))"
Hence 8(%°") € (8 )™ wve v eee e (1)
Let & € (8(%°))", where & € 8(X°).

Note that (k¢ — @. 1) is soft factor of

ge" —a".1,hence( X°—a.1) € Sg

ge" — 1. T € Sp So o™ € §(xM).

Then (8(%¢ ) € 8" ) .. v oo (2)

by (1) and (2),we have §(&x¢" ) = (8(%°))".
Theorem (3.2):

Let A be (SBA) with identity element (1) and
% € ¥, thenr(x®™) = (r( %)™

Proof:

Since r(%®) = Sup {|@|: @ € §(x°)}.

Then (r(x°))" = (Sup {[a@: T &€ 8&°)H™.
Hence (r(x°))" = Sup {|&|™ & € 8(%°)}.
Now

r(%") = Sup {|a|: @ € §(x°")}

= Sup {|a]: T € (8(X° )"}

= Sup {|B"|: B € 8(x°)}, for some
BESE®)

= (sup {|Bl: B & 8x*))"

= c®)", as [B"| = [B|", B & C(B).
Theorem (3.3) [10]:

Let U be a (SBA) with #°.

Then every x¢ €U for ||i°=x¢|| <1 is soft
regular and x¢~" = ¥, (i€ =x°)™.
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Theorem (3.4): (Soft Spectral Radius Formula)

Let A be (SBA) with soft identity element and

% €Y, then hmn_,oolre"lln exists and r(%®) =
1

1M oo IRE" |7

Proof:

Let g(%®) = hmn_,mlre“lln .For
€ > 0 then there is k Such that

1
[5]F 2 gEDTF € v v e ()
for any n € N we have
n=ak+p,0 < p< k,k<n,qBeZt
I=ax+L as k< n=250,£50 as
n n n n

a = o4 1
no>ow=ok- > 1=5- 5=,
n n

k
Now
%" |[7 = ||(xek) @ geP ||
< ||<x‘*“)°‘||“* i3 || < ||x‘*“||“ © e
1

Since ||>~<ek|| - ||xek||k and [|%°[[% > T
= Ixe"Iv 2 ||xek||‘<
1
> lim [[x*" || 2 [|ze]|¥
n—oo
Then from (*),we have
1
IX¢"|n < g(%®)F € ,Vn
1
Note that ¢(%°) < ||%¢"|[n , V¥ n
~ 1 ~
=g(&%) Zx"|n < g(X)F e
1
= limp_,, [[X" [l = g(%)
Hence the limit exists.

Now to show that r(x®) = limn_,ooll)”(enlli , since
r(x®) = Sup {|al: @€ §(%°)} and |&| < [Iz°|l,
for @ € 5(x°) = |a"| < |1z

= & < ||~en|| by (8(x°")) = (8(x* )"

= [a] < ||~en||n Vn

1
~ Sup {[@l: T € §(x°)} L IX°"ln, v n

=1(%) S gE)rreeenn. (1).
Let @ € C(E) with |&| = ||g°] .
ie aé 8(x°) = ~| 21

e~ XT;)“ <1 and by theorem (3.3), we

e sey—1
get (@°= =) is soft regular and (ﬁei %) =
se\ N
o (%)
a=xe o  (XE\"
=>( @ ) _2“20(5)
= (Xe~ ~) 1= —Zﬁwzom .......... (*)
= X¢(®). This series (x) is convergent because it is
absolutely convergent.

Now, let f € A*= set of all soft bounded linear
functional

S F(RS(@) ) =xo, 18 D and again Yo, L&) D s

~n+1 ~n+1
also soft convergent for |&| = |IX®|| = r(x®) =

= <€yn .
N aci] 2y MEIE 5hd since soft bounded

n=0 an+1 gnt+i1
. - ~ e f&e"
l.e. |ff(Xen)| < BI %6 = Z;o=0 | an+l |
B™ |Ig8|™

g Z?:O an+i

We know that for all soft bounded linear functional
= f(x°(®)) is analytic for

& = r(%®)

~ It has a series representation

S FE@)) = 120 B ayists

gn+1

f(xe™) f(ze™)
an+1—>9a5n—>oo ie {0 &
n — oo,
the soft set E= {~n+1} is soft bounded =i.e
" || ~ < - ~ T o~
|| K.,vn =k £ K Tojat
— L, TN
=K:[al fa® = ey 2 (RS lahe C
1 _ 1 i
= limy L6 [|%%" |0 < lim (KT |&@D)n 7 |a =
n—oo

1
lim, . [|%¢"|]n < |&| where |&] = r(%®), hence
r®) S g(®%) ........... (2)
From (1) and (2)

1

We get r(%°) = lim,,_, ||X"||n.
Definition (3.5):
Let A be (S.B.A) over K(E). A soft character (in
short S.char ) of 2 is a nontrivial
Soft algebra soft homomorphism
§: % - K(E), which means that:
(i) § is soft linear.
(ii) 3 is soft multiplicative.
Remark (3.6):
If A has @i, then the fact that S is a nontrivial
force the equality J(ii®) = 1. we then define
S.char (A) = {%: A - K(E): T soft character}.
Definition (3.7) [9]: Let U is a (SBA) with @°.
Then %€ € U is said to be soft regular, if x°is
invertible (i.e. there a soft element %¢™ called the
inverse of ¢, such that x¢(%¢)~! = (x¢)!
ae).
Definition (3.8)
A soft algebra 2 is said to be soft division algebra
if ¢ € A and ¢ # OFis soft regular.
Theorem (3.9) (Soft gelfand algebra):
Every SBA and commutative with @i®over C(E)
which is soft division algebra is soft isomorphic
with C(E).
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Definition (3.10):

(i) A soft set I(E) of soft elements of U (S.BA) is
called soft left ideal if it is no null soft set and has
the following properties:

(a)If ¢, 7° € I(E) then k¢ F§° € I(E);

(b)If ¢ € 1(E) and @ € C(E ) then G~ X® € I(E);
(c) If%® € I(E) and ¢ € A then ¥ 7 %® € I(E);
(ii) A soft set I(E) of soft elements of & (SBA) is
called soft right ideal if it is no null soft set and has
the following properties:

(a)If %¢,7° € I1(E) thenk® F§° € I(E);

(b) Ifx® € I(E)and @ € C(E ) then k7@ € 1(E);
(o)Ifx® € I(E) and ¥® € A then x® TT° € I(E);
(iii) I(E) is called soft two sided ideal in 2 if I(E)
is both soft left ideal and soft right ideal .
Definition (3.11):

A soft ideal I(E) of & (SBA) is said to be proper if
I(E) # 2.

Definition(3.12):

Let U isa (S.B.A), asoft proper ideal M (E) of &
is said to be soft maximal left (or right, or two
sided) ideal if there is no soft left (or right, or two
sided) ideal 7(E) in A with M'(E) € J(E) € A
Definition (3.13):

The soft set of all soft maximal ideals M of given
soft commutative banach algebra 21 with G€ by 9t .
Every soft ideal M € I generates a soft
homomorphism of 2 onto C(E), we denote the
soft number corresponding to the soft element
%® € A under this soft homomorphism by %¢(M).
For fixed X® €A we obtain in this way soft
function X¢(M) on the soft set M. Consequently,
we obtain a correspondence %€ = X¢(M) between
the soft element X€of A and soft functions x¢(M)
on the soft set 9t.

I.e. the natural soft homomorphism

9:9 » — = C(E ) Defined by

9(%®) = X*FM assign to each X®E ¥, a soft
complex number %€ (M) defined by

ge(M) = R°FM.

Theorem (3.14):

The correspondence ¢ = (M) has the following
properties:

() X+ M = (M)F§e(M).

(i)For @ € C(E) , then

(@x)(M) = q(xe(M)).

(i) (RE§OM = g (M) §e(M).

(iv) ¢ (M) = T°.

(v) 8(M) =0 ¢ifand only if X € M.

(wi) |8 (M)] < ||%8]|, for all X© € .

Proof:

@ .

EEFFOM = X°FyeFM =

EEFM)FFEFM) = E(M)Fye(M) .

(ii) -fora € C(E), (ax®)(M) = ax*FM
=aReFM) = a(xe(M)).

Noori .F / Hayder .K

(iii) E=yOM = RE§)FM

= (REFMY (§°FM) = B (M) §e(M).

(iv) (M) =i FM =1GE.

(v) X*(M) = 0 Ciffx°FM = M iff ¢ € M.
(vi) |x¢(M)| = |X®FM| = inf{||ReFM]| : X©
EAYZ ||, forall x® € A

Definition (3.15):

Let A be Soft gelfand algebra and M be the soft set
of all soft maximal ideals of 2. Now for all X¢
€ U, define X&: M — C(E) by X8(M) = @ for all
M € M where

(M) =%°(M) = %*FM = & also

CE) =~ = (RFM: X EW

={a:® € C(E)}. Denoted A = {X°:%° € A}.
Theorem (3.16):

Let A be (S.B.A) with @i®and let f,,f, be two soft
multiplicative functions on €and kerf; = kerf,
then f, = f,.

Proof:

Suppose that kerf; = kerff, = M.

Since f,, f,are soft multiplicative

=>f #0%f,#0°=>3%°, €A Such that
f1(X% ) #06°

= %°, & kerf, = M. Now for all k¢ € 2.

ie — e~ EZ(XQ) ~~e 7 EZ(Xe) ~~e
f2(%%) eo f(x8) " 0" .
e~ ffz(f( ) ~ e Se :fz(i )
Now, £,(x L) - X o) F,(X%) L&)
’:’ﬂ:z(f(eo) = @ e .
o BREE) . o
ED S T X% € kerf, = M
fz(xzo)
ge~ &%) © e _
=X ey - X0 =M, for some
ce _ (&%)« e
me M =X —m+ﬁ2(ie0). 0~e
= X® = mFB7X, where B = L&) f,(x°) =
~ £(x%)
ff; (m) +Bf, (X% )
=0 eF 28D~ (ge )
f2(x8) " 1 0
f1(X%p)

€Y — g€ —
= (%) = a’f,(X°) wherea = L)

Two show that a = i€, consider
o (F,(%8 )% = o, (%8 ) M, (%%)
= o0 f,(%¢%) = fy(%¢%)

= (Ch,G))" = o (F,(3°))?
= o (F(%%))? = o (£,(%°))*
= (= a)T (f(&%)2=0°
s>a?lZaq=0°¢ as FHLE*)#0¢= a=0°or
a=10%ifa=0°¢
>fE)=0°
This is contradiction, then o = G€.
Theorem (3.17):
There is a soft bijective corresponding between the
soft set of all soft maximal ideals of U and the soft
set of all soft characters of L.
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Proof:
Let Mbe soft set of all maximal ideals of 2 and
C be soft set of all soft characters of 2. Define
Q: M - Chy QM) = ff, such that f,,(X¢) =
Xe(M) =°F M. LetM; = M,,
M,andM, € M
=S XFM, =X°F M, = °(M) =x°(M3,) =
far, = far,
=> QM) = Q(M,) = Q is well define
Let QM) = QM) = fa, =Ty, =
Xe(My) = X°8(M3)
S XFM, =X°F M, > M; =M, > Q is soft
injective.
To show that Q is soft Surjective, for f € C, to
show ff = f 5., for some M, € M .Let
M, = kerf = {X° € UA: £(X*) = O ¢}, now M, is
soft proper ideal ofA. If not = G°* € M, =
f(0®) = O © this contradiction
To show that M, is soft maximal.
Let My, & 7 to show that7 =, now 7 € A and
letX® € ¥, since M, & 7
= 3%%, € Jand k¢, € M, , now X°

e~ FX®) ._e ~M~~e

X T ) i) X O
e~ f(x® )~~

= ﬁ( (%) )
— ey~ f&° )" %€ )=0°¢

= f(x)= )" (%) =6
= 5o ‘f(("e L1%¢ Ekerf = My

we
= ez fﬁ(;xeo)) “%%, = m,for some m € M,
= %° = m¥ %%, where a € C(E) and
%€
- ﬁ“(;’;o)). Now %€, € Jand a € C€

= X E Jalsom€& My, =% € J

= J=UA=> M, is soft maximal.

To show that ker f = ker ff

ker f o, = {X° € W5 (%) = 0 ¢} =
(X E A::x8(M,) = 0°¢}

={X° € WwXF M, = My}

={X*€ WX € My} = kerf

= f =, (by theorem3) = Q is soft surjective
and hence Q is a soft bijective.

Theorem (3.18):

Let U be Soft gelfand algebra then for all X € A

@ [%2] = 1<)
(@) rx°) = [Ix°]l .
(i) [R5 = lzell
Proof:
() = (i)
Suppose that [|z%?|| = IIx¢]12, for all % € A then

in general we have
Ik = %1 k= 01,2, .. .

Noori .F / Hayder .K

1
Since r(%®) = lim,_,.||%®"||n (soft spectral radius

formula), and { ||¢*¥|| = [I%¢||2*} is sub sequence
1
of the sequence {llienllﬁ} , we have
1 1
(%) = limo [R5 = lim (Iz°)129)2x =
k—>oo
[1%€]]-
(i) = ()

Suppose that r(X°) = [|X¢||

= r(x®%) = ||x¢?||, and by theorem (3.2)
r(xe?) = (r(%4)? = (r( %%)2 = ||x¢?|| and
also r(X°) = [Ix°]l = (r( %°))? = [IX°I*.

(ii) & (iii)

Suppose that r(X¢) = ||X¢||, iff

r(x®) = Sup{|d|: @ € §(X° )}

= Sup{ [R*(M) |: M E M} = ||&®|| .
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1. Introduction

Let # be the Linear space of all analytic If f € Wisgivenby (1.1) and g € W given by

functions in U. For a positive integer number n and
a € C, we let

Hlan] ={f €H:f(z) = a+ apz"+ap 12" +
An42Z2™2 4 -1

For two functions f and g analytic in U .We say

that the function g is subordinate to f inU and
write g(z) < f(z), if there exists a Schwarz
function w, which is analytic in U with w(0) =0
and |w(2)|<1(z€eU), such that g(z)=
flw(@),(z € ).

If the function f(z) is if the function f is univalent
in U, then we have

9(2) < f(2) & g(0) =f(0)and g(U) c

f,

f@

+ Z a,z® , (1.1D)

k=0

which are analytic and meromorphic univalent

N |-

function in the punctured open unit disk U* =
{zzzeCand0 < |z| < 1}

Letp,h € H,and @(r,s,t;2):C3 X U - C.

If p and @(p(2),zp'(2),2z%p"'(2);z) are univalent
functions in U and if p satisfies the second- order

superordination

h(z) < 0(p(2),2p'(2),z*p"(2); 2), (z€ V), (1.2)

then p is called a solution of the differential
superordination (1.2) , (if f subordinate to g, then g
is superordinate to f).

An analytic function q is called a subordinate of the
differential superordination if g <p for all p
satisfying (1.2). A univalent subordinate § that
satisfies g < @ for all subordinates g of (1.2)is said
to be the best subordinate. Recently Miller and
Mocnu [3] obtained sufficient conditions on the
functions h,pand @ for which the following
implication holds :

h(z) < 8(p(2), zp'(2),2%p" (2);2) = q(2) < p(2),(z € V).

(1.2)

1 [oe]
gz)=—+ Z byz*.
Z =

The Hadamard product (or convolution) of fand g is
defined by

1 (o]
(F 9@ ==+ ) aba* =g+ ).
k=0

Using the results, Bulboaca [4] considered certain
classes of first order differential superordinations as
well as superordination preserving integral operator
[1]. Ali et al. [5], have used the results of Bulboaca
[4] to obtain sufficient conditions for normalized
analytic functions to satisfy:
0:(2) < fo(—g) < q2(2),
where gq;and g, are given univalent functions in
U with ¢;(0) = ¢,(0) = 1. Also, Tuneski [6]
obtained a sufficient conditions for starlikeness of
f in terms of the quantity
f'(@)f(2)
f'@n* -
Recently, Shanmugam et al. [7,8] and Goyal et al.
[9] also obtained sandwich results for certain classes
of analytic functions.
Ali et al. [10] introduced and investigated the linear
operator
L)W ->W
which is defined as follows:

W Df() =+ i (E24) aat,
k=0

(zeU*,A>1). (14)
The general Hurwitz- lerch zeta function

e k
Z
q)(Z,S,T) ZZ m , T € (C\ZE,S eC
k=0

when 0 < |z]| < 1.
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Definition 1.1. Let fe W,ze U",r € C\Zg;,

seCand A>1, define the

Js,r,l(n: A)f(z) W — W, where

we operator

®(z,s,1)
Jsra(m D f(2) = e * [[(n,)f(2)
1 O T NSk
=;+Z(1+k+r) (,1_1) akzk (1.5)

k=0
We note from (1.5) that, we have

2 3sraDf @) = 2( Jora N @) —
(A=1) Jora(n +

1,D)f(2), (1.6)

Jora(,Df(2) = L(n,Df (2)

and Jor1(0,)f (2) = f(2).

The main object of this idea is to find sufficient

conditions for certain normalized analytic
functions f to satisfy:
q:(2) <

(1-B) 2J5ra MA@ +B2 Isra (+LDF )\
( ﬁ+1 ) < qZ(Z);
and

4@ < (20,02 (L DF D) < 022,

where q,(z) and gq,(z) are given uninvent
functions in U with q,(0) = q,(0) = 1.

2. Preliminaries

In order to prove our subordinations and
superordinations results, we need the following

definition and lemmas.

Definition 2.1.[2]: Denote by Q the set of all

functions q that are analytic and injective on
U\ E(q), where U = U U{z € U}, and

E(q) = {( € 0U:limq(2) = oo} 1.7)

and are such that q'({) # 0 for { € QU\E(q).
Further, let the subclass of Q for which q(0) = a

be denoted by Q(a), Q(0) = Q, and Q(1) = Q,.

10
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Lemma 2.1.[5] Let q(z) be convex univalent
function in U, leta € C, B € C\{0} and suppose
that

Re <1 + Zj:é?) > max {0, —Re (%)}

If p(z) is analytic in U and

ap(z) + Bzp'(2) < aq(2) + Bzq'(2),

then p(z) < q(z) and q is the best dominant.
Lemma 2.2.[1]

Let g be univalent in U and let @ and 6 be

analytic in the domain D containing q(U) with
@(w) #= 0, whenw € q(U). Set

Q@) = 2q'(DB(q(2))and h(z) = 8(q(2)) + Q(2),
suppose that

1 — Q is starlike univalent in U,

z_R<M)>o cu
Now )7 25"

If p is analytic in U with p(0) = q(0), p(U) S D
and

o(p(2)) + 20" (2 0(p(2))

< 0(q(2) + 2q'(2)8(q(2)),
then p < q, and q is the best dominant.
Lemma 2. 3. [3] Let g(z) be convex univalent in
the unit disk U and let 6 and ¢ be analytic in a
domain D containing q(U). Suppose that
1—Re {M
¢(q(2))

2—2q'(2)¢(q(2)) is starlike univalent in z €
U.
If peH[q(0),1]nQ, withpU) < D,
8(p(2)) + zp' (2)¢(p(2))is univalent in U, and
0(q(2)) +zq' @D p(q(2)) <
0(p(2) + zp'(2)¢p(p(2)), (1.8)
then g < p,and q is the best subordinant

} > O0forz € U,

and

Lemma 2.4.[3]: Let g(z) be convex univalent in
U and q(0) = 1. Let B €C, that Re{f} > 0. If
p(z) € #[q(0),1]1nQ and p(2) + Bzp'(2)is
univalent in U, then
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q(z) + fzq'(2) < p(2) + Bzp'(2),

which implies that q(z) < p(z) and q(z) is the
best subordinant.

3. Subordination Results

Theorem 3.1. Let q(z) be convex univalent in U
with q(0) = 1,1, 8 € C\{0}. Suppose that

2q" (2) o
Re(1+— > max {O, Re <—)} (3.1)
q'(2) n
If f € W is satisfies the Subordination
G(2)
n_,
< 4@ +5 2q'@), (32)
where

- s
G(Z) — ((1 B) ZJs,r,l(nvA)f(;l"’lﬁZJs,r,l(n"'l-l)f(z)) x (1 +

n X

((li’l—)»+ 1-B)Jsra A f(2)+A-1-24B+28)Js,r,1 (n+ 1L f(2)+(BA-B)Tsr1(n+2,0)f (2)

(1=B)Isr 1 f (2)+BIsr 1 (n+1,0)f (2)
(3.3)
then

((1—3) 2057 A (A f (D) +B2 Jsra(nt mf(z))‘S -
B+1

q(2), (34)
and q(z) is the best dominant.

Proof. Define a function gz by g(2)=
(1=B) 2051 (MAF @) +BZ Jsra (A+LAF (2))°
( Y. e

then  the function g(z) is analytic inU and
q(0)=1,therefore, differentiating (3.5) logarithmically
with respect to z and using the identity (1.6) in the

resulting equation,

8
G(z) = ((1 =B 235,21 (M Df (2) + Bz Jsrn(n + 1.l)f(Z)> < (1

pg+1
+n X

((ﬁ’l—M- 1-B)Jsra (A f(2)+(A=1-24B+28)Js,r,1 M+ 1) [ (2)+(BA-B)Tsr1(n+2,0)f (2)

(A=B)Isra A @+BIsra(n+LAf (2)
n_.,

=9(@) +5 29 (.

Thus the subordination (3.2) is equivalent to

9()+3 29'(D) < () +3 20 ().

Waggas .G / Rajaa .A

n

An application of Lemma (2.1) with g = 3 and a =
1, we obtain (3.4).
Taking q(z) = =2 (-1 < B <A< 1), in

Theorem (3.1), we obtain the following Corollary.
Corollary3.2. Let n,6§ € C\{0} and ( =1 <B <
A < 1). Suppose that

Re(552) > max{o,—re )}
e 11 B2 max {0, —Re )t

If feW is satisfy the following Subordination

condition :
1+4z n (A—-B)z
(D= 1355 AxBo?

where G(z) given by (3.3), then

(1= B) 2Jsy1 (D (@) + Bz Jsra(n + LD ()’
B+1

)), - 1+ Az

1+Bz’

and 1:—/; is best dominant .

Taking A =1and B = —1 in Corollary (3.2), we
get following result.

Corollary 3.3. Letn,6 € C\{0} and suppose that

e (22)> mafo ()

If f € W issatisfy the following Subordination
1+z 17 2z
6@ < 1—z+§ (1-2)2’

where G(z) given by (3.3), then

((1—ﬁ) zas,r,1<n.1)f<z)+ﬁzJs,r,l(n+1,z)f(z))5 -
L+1
14z

1-z "’

and 22 is best dominant .

) Theorem 3.4. Let g(z) be convex univalent in unit

disk U with q(0) = 1,let¢n, 8 € C\{0},a, t, 1, T €
C,f e W and suppose that f and q satisfy the

following conditions  Re {%q(z) + ZTT“ q%(z) +

'@ _ 4@
14252 zq(z)}>o, (3.6)
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and

2Jsr,1 (M, Df (2) # 0. (3.7)
If
r(z) < t+ pq(2) + taq?(2) + gzq’(z) (3.8)

q(2)

where
(@) = (2Jsra (, DF (@) )’ x (
+ 1 ((ZJS,T,I(nI A)f(Z) )8) +

Js,r,l(n + 1,A)f(Z) _
t+¢5(4 1)( Js,r,l(n' DF @) 1) , (3.9
then
(2dra (L DF(2))° < q(z), andq(z) is best
dominant.

Proof . Define analytic function g(z) by

s
9@ = (2Jera (L DF @) . (3.10)

Then the function g(z) is analytic in U and
g(0) =1, differentiating (3.10) logarithmically

with respect to z, we get

Zg’(Z) _ _ Js,r,l(n + 1,l)f(Z)
o - O ”( Jor i Df D)
—1). (3.11)

By setting(w) =t + uw + taw? and @(w) =
%, it can be easily observed that 6(w) is analytic in

C,@(w)is analytic inC\{0}and that @(w) #

0,w € C\{0}.

Also, if we let

0@) = 2¢O = ¢ 2 and h(z) =
6(a(») + Q)

zq'(2)
q(2)’

is starlike univalent inU ,we

=t+uq(z) +1aq*@) + ¢———

we find that Q(2)

have
, q'(2) q"(2)
h'(2) = puq'(2) + 21aq(2)q'(2) + G—— @ + Gz q(z)
4@,
“C@

12
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and

zh'(z) u 2 q"(Z) q'(2)

2 -= - 1 —z—=,
@ cq(z) RACREREe S

hence that

Re(—zgé(?) e(ta) + g2 @) + 1+ 74 (())
q'(z)

z q(z)) > 0.

By using (3.11), we obtain

ug(2) +rag?(z) + ;’ @

= (ZJsrl(n ﬂ.)f(Z)) X

(u +7a (2052 (0, Df (2)) ) +t4go(a— 1) (LA
1).

By using (3.8), we have

1g(2) + tag?(z) + ngg(—iz)) < uq(2) +1aq*(2) + SZZ(S)
and by wusing Lemma (2.2),we deduce that

subordination (3.8) implies that g(z) < q(z) and the

function q(z) is the best dominant.

1+Az

Taking the function q(z) = ( 1<B<A<

1), in Theorem (3.4),the condition (3.6) becoms

ul+Az | 2ta (1+Az (A-B)z 2Bz
Re (E 1+Bz + T (1+Bz) (1+Bz)(1+Az) - 1+Bz)
> 0(s € C\{0}), (3.12)

hence, we have the following Corollary.

Corollary 3.5. Let ( —-1<B<A<1),s56 €
C\{0}, a,t, 7, € C. Assume that (3.12) holds.

If feWw and

1+ Az 1+ Az
r(z)<t+u1+B +Ta(1+Bz) +¢
where r(z) is defined in (3.9), then

(ZJsrl(n A)f(Z) ) <

dominant.

(A-B)z
(1+Bz)(1+A4z) "’

1+Az 1+Az
and
1+Bz

is best

Taking the function q(z) = (1+2) (0<p<1),in
Theorem (3.4),the condition(3.6) becoms
uf 1+z p 2ta [ 1+2\ %P
Re {z(z) +E(E) 7 +5

=)o
(c € C\{o}),

hence, we have the following Corollary.

(3.13)
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Corollary 3. 6. Let
0<p<1g68 €C\{0},qatt,u€C.AsSume that

(3.13) holds.

If f € Wand

@<+ <1+z>"+ <1+Z)2p+ 2pz
r 12 M\1=2 S1—z2

where r(z) is defined in (3.9), then

(2d5r i DF(2))° < (g)p ,and (g)p is best
dominant.

4 . Superordination Results

Theorem 4.1. Let q(z) be convex univalent in U
with q(0) =1,,6 e C\{0} Re{n}>0, iffew,
such that

(1= B) 2,1 (0, D) (2) + Bz T n(n+ 1, 1) f (2)
%0
f+1

and

Waggas .G / Rajaa .A

A simple computation and using (1.6), from (4.5) ,we

get

(=B 2Ts s M F @) +B7 Js ra (AL F @)\ S
G = ( o~ ) X (+7

((ﬁA—M 1-B)Jsra (A f(@)+(A— 1—ZAB+25)Js,r,1<n+u)f(z)+</3/1—/3)as,r,1(n+2./nf<z)))
=B Isr1 (A f (@) +BIsr1(n+1,0)f (2) ’

= 9@ +3 29'(),

now, by using Lemma(2.4), we get the desired result .

1+Az
1+Bz

Taking q(z) = (-1<B<A<1),in
Theorem (4.1), we get the following Corollary.
Corollary 4.2. Let Re{n}>0,6 € C\{0} and
—1< B <A <1,suchthat

(1= B) 2Jsr 1 M ADF (@) + Bz Jsri(n + L@\ .
B+1

H[q(0),1]nQ .
If the function G(z) given by (3.3) is univalent in

Uand f € W satisfies the following superordination

((1 = B) 2Jsr (0 Df (2) + Bz Jsra(n + L,DS (Z))‘S condition :

p+1
€ H[q(0),1]nQ. (4.1)
If the function G (z) defined by (3.3) is univalent and
the following superordination condition:
n_.
q(z) + 5 zq'(z) < G(2), (4.2)

holds, then

— )
Q(Z) < ((1 B) ZJs,r,1(n.7L)f(;1";l3’Z Js,r,1(n+1ﬂ)f(z)) (43)

and q(z) is the best subordinant .

Proof . Define a function g(z) by

(=B 2Jsr 1 MAf (D) +BZ Jsra (n+ LD f(2)\O
9(2) = e :

(4.4)
Differentiating  (4.4) with  respect to z

logarithmically ,we get

z9'(z) _
9(2)

5 ((1—3)Z(Js,r,1(nr/1)f(Z)),+BZ((75,r,1(n+1ra)f(z))’ ) (4 5)
1-B)Isr1(MDf(2)+BIsyr1(n+1,2)f (2) T

1+4z n (A—B)z

158275 A+Bnz 0@
then
1+ Az
1+ Bz
. ((1 ~ B) 2J5a (D @) + B2 Jorn(n +1, l)f(2)>5
B+1 ’

and the function —2Z is the best subordinant.

1+Bz
Theorem 4.3. Let q(z) be convex univalent in unit
disk U, letg, & € C\{O}a,t,u, T €C,,q(z) # 0, and

few. Suppose that Re { 4@ (2taq(z) +

s
wla@ >0,
and satisfies the next conditions
(2dsr2 (. Df @)’ € Hq(0),110 0, (4.6)
and
2dsra(A)f(2) #0,
If the function r(z) is given by (3.9) is univalentin U,

t+ uq(2) + taq?(2) + gw <71(2) 4.7)
q(2) '

13
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implies
4(2) < (2J5, 1, DF(2))°, andq(z) is the best
subordinant.
Proof . Let the function g(z) defined on U by
(3.14) . Then a computation show that

Zg'(Z) Js,r,l(n + 1,A)f(Z)
g(2) JS,T,l(nr Nf(2)

By setting 8(w) = t + uw + Taw? and @(w) = %. it

=5(A— 1)( - 1), (4.8)

can be easily observed that&(w) is analytic in

C,@d(w)is analytic inC\{0}and that @(w) #
0 (w € C\{0}). Also, we get
0@ =20 D0(a@) = s L2,

it observed that Q(z) is starlike univalent in U.
Since q(z) is convex , it follows that

26'@@)\ _ . (4@
Re( 6@ @) ) = Re{ S 2taq(2) + )

} q'(z)
> 0.

By making use of (4.8) the hypothesis (4.7) can be

equivalently written as

0(q(2) +zq'(2)0(q(2)))

6(9(2) +z9'(2)0(9(2))),

by applying Lemma (2.3), the proof is

thus,
completed .
5. Sandwich Results
Combining Theorem (3.1) with Theorem (4.1), we
obtain the following sandwich theorem .
Theorem 5.1. Let g, and g,be convex univalent in
U with q,(0) = q,(0) =1 and g, satisfies (3.1) .
Suppose that Re{n } > 0, n,6 € C\{0} .

If f € W, such that

((1—6) 2Jsr1 (A f (2)+Bz Js,r,l(n+1,A)f(z))5 c
B+1

H[q(0),1] nQ,
and the function G(z) defined by (3.3) is univalent

and satisfies
n '
q:1(2) + 5 zq1(z) <G(2)

<e@+3za@, G

14
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then

(1-B) 2571 A (D) +BZ Jsra R+ LA F(2)) O
a1(2) < (FRERn AR AR TE) < 4,(2),

where g,and g,
and the best dominant of (5.1).
Combining Theorem (3.4) with Theorem (4.3), we

are, respectively ,the subordinant

obtain the following sandwich theorem .

Theorem 5.2. Let g; be two convex univalent
functions in Usuch that ¢q;(0) =1, ¢;(0)+#
0(i =1,2) .Suppose thatg;and g, satisfies
(4.8) and (3.8), respectively.

If feWand suppose that f satisfies the next
conditions :

(205r2 (. Df(2))” € 3[q(0),11n Q ,

and

ZJs,r,l(nx A)f(Z) * 0 ]
and r(z) is univalent in U, then

2q1(2)

t+uq(2) +taq?(z) + S < r(z) < t+
1(z
uaq(z) +
ta qi(z) + 241 (2) (5.2)
0:(2) "’

implies
8
q1(2) < (ZJs,r,l(n: MDf(2) ) < qy(2),
and q; and g,are the best subordinant and the best

dominant respectively and r(z) is given by (3.9).
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Abstract

The stronger (binary) Goldbach conjecture expresses that *"every even integer greater
than or equal to 4 can be written as a sum of two odd prime numbers™. The introduce
paper demonstrates this conjecture by proven that there exists a positive integer a for each
integer number n > 4, such that n — a and n + a are simultaneously primes.
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1.Introduction.

The issue under thought had its beginning in a letter
composed by Goldbach to Euler in 1742 [1]. He
expounded on his thought to the celebrated
mathematician Euler, who at initially addressed the
letter with some neglect, viewing the outcome as
minor. That wasnt very wise of Euler:
the "Goldbach conjecture”, as it's turned out to be
known, remains unproven 'til today which has been
verified and it is currently known to be align to 4-
10 (see [2]). This guess suggests the guess that "all
odd numbers greater than 7 are the sum of three odd
primes", which is alluded to today differently as the
odd Goldbach guess, or the ternary Goldbach guess.
While the feeble Goldbach guess seems to have
been at last demonstrated in 2013 by Helfgott [3],

[4].

We should attempt with a few cases, for instance:

4=2+2,

6=3+3,

10=3+7,
12=5+7,
14=7+7,
16 =3+ 13,
18 =7+ 11

See that the cases are not one of a kind, for
example 14 =34+11=7+7.

2.The proof of stronger Goldbach
conjecture.

The proof is very simple after we prove the
following theorem :

Theorem (2.1) Foreach n€Zn =>4, 3a €
Z*, such that (n — a) and (n + a) are
simultaneously primes.

Example (2.2) We first verify that there exists
such a positive integer number a,for4 <n <71,
and the results were recorded as table 1.

17
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n a n a

4 |1 38 | 9,15,21,23,33,35

5 12 39 | 2,8,20,22,28,32,34

6 |1 40 | 3,21,27,33

7 |4 41| 12,18,30,38

8 |35 42 | 1,5,11,19,25,29,31,37

9 |24 43 | 24,30,36,40

10 | 3,7 44 | 3,15,27,39

11| 6,8 45| 2,8,14,16,22,26,28, 34,38

12 | 1,57 46 | 15,33,43

13 | 6,10 47 | 6,24,36,42

141 39 48 | 5,11,19,25,31,35,41

151248 49 | 12,18,30

16 | 3,13 50 | 3,9,21,33,39,47

17 | 6,12,14 51 8,10,20,22,28,32,38, 46

18 | 1,5,11,13 52 | 9,15,21,45,49

19| 12 53 | 6,30,36,48,50

20 | 3,9,17 54| 7,13,17,25,35,43,47,51

21| 2,8,10,16 55 | 12,18,24,42,48,52

22 | 9,15,19 56 | 3,15,27,33,45,51,53

23 | 6,18 57 | 4,10,14,16,26,40,44,46,
50,52

24 | 5,7,13,17,19 58 | 15,21,39,45,51,55

251 6,12,18,22 59 | 12,30,42,48,54

26 | 3,15 60 | 1,7,13,19,23,29,37,41,43,
47,49,53

27 | 4,10,14,16,20 61 | 18,42,48

28 | 9,15,25 62 | 9,21,39,45,51

29 | 12,18,24 63 | 10,16,20,26,34,40,44,46,
50

30| 1,7,11,13,17,23 64 | 3,33,45

31| 12,28 65 | 6,18,24,36,42,48

32 | 9,15,21,27,29 66 | 5,7,13,23,35,37,43,47,61

33 | 4,10,14,20,26,28 67 | 6,30,36,60,64

34 | 3,27 68 | 15,21,39,45,63

35| 6,12,18,24,32 69 | 2,10,28,32,38,40,58,62

36 | 5,7,11,17,23,25,31 | 70 | 3,9,27,33,39,57,67

37 | 6,24,30,34 71| 12,18,30,42,60,66,68

Tablel. Checking conjecture 1,4 <n <71.




Journal of AL-Qadisiyah for computer science and mathematics
ISSN (Online): 2521 — 3504

ISSN (Print): 2074 — 0204

Vol.10 No.3 Year 2018

Remark (2.3) From table 1, we observe that
notes:
i If n s even (odd) then a is odd

(even). This is always true since we

want n + a odd prime number.

ii. Since we want n —a prime number,
we have n —a > 0. Therefor, always
we have a < n.

iii. For every even integer no. n:

a can takes the values n — 1,

n—-3n-5.,n—(n-1).

Also for every odd integer no. n:

a can takes the values n — 1,

n—3,n-5,..,n—(n-2).

iv. we get for every integer n >4, a =
n—p, where p is prime number,
3<p<(n-1)whenniseven, and
3<p<(m-2) when nis odd,
n—a=n—((n-p)=np.

V. LetS ={1,3,5,7,..,n—1}.

And T = {2,468, ..,n—1}.

It is easy to show that two cases:

1. Leta € S. For every positive even
integer n, n+a is odd number
such that 2n—-(m—1) <n+
a<2n-—1.

2. Let a €T. For every positive odd
integer n, n + a is odd number
Such that

2n—(n—-2)<n+a<2n-
1, in both
cases there exists a such that
n+ a is prime.

Vi. From the above notes, we observe that
for every integer n > 4, there exists
positive integers a such that n + a is
prime and n — a is prime.

Now we are looking for an integer a

makesn+aandn —a are

Simultaneously primes.

If n—a = pthen

n+a=n+n—p=2n—p, wherep

is prime number such that 3 <p <

(n—1), if nis even and 3<p <

(n—2),if nisodd.

Therefor we want to show that 2n — p

is prime for some p.

18
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Example (2.4)
Consider the following example, when n odd
number. We define a function f(x): A - B, such
that

A=1{135,..,n—2},
B={2n—-12n-3,2n->5,..,n+ 2} by

f(x) = 2n — x one to one and onto function, see
for example when n = 19,

194+2=21 & 19-2=17
194+4=23 & 19-4=15
194+46=25 & 19-6=13
19+8=27 & 19-8=11
194+10=29 & 19-10=9
19+12=31 & 19-12=7
19+14=33 & 19—-14=5
19+16=35 & 19-16=3
19+18=37 & 19-18=1

A=1{135,..,17}, B =1{37,35,33,..,21},
f:A — B defined by f(x) = 2n — x.

Ifa=12then19+ 12 and 19 — 12 are
simultaneously primes . Similarly when n even
number, we can define the one to one and onto
function from the set
¢ ={1,3,5,...,n — 1} to the set
D={2n-12n-32n-5,..,n+ 1} by
flx) =2n—x.

Proof of theorem (2.1)
For every even integer n > 4, there exists a positive
integer a = n — p where p is a prime number such
that 3 < p < (n — 1), makes n — a is prime for all
p, as well
n+a=n+n-—p=2n-—p. We want to show
that 2n — p is prime for some p, such that 3 <p <
(n —1). Now let

¢ ={1,3,5,...,n — 1}, the set of all possible n — a ,
D={2n—-12n-32n-75,..,n+ 1}, the set of
all possiblen+a, and f:C - D defined by
f(x) =2n —x. In the both sets C and D, there are
primes numbers, we show by contradiction that
2n — x can be prime number for some
prime no. x. Assume that 2n —x is not prime
number Vx =p. Thatis 2n—p #p, V(p prime
number in the set D).

Therefor f~1(2n —p) # f~1(p), vp.
So that p#2n—p , vp. Similarly for odd
integer . m
Theorem (2.5)

The necessary and sufficient condition of stronger
Goldbach conjecture is theorem (2.1).
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Proof.

Let n>2,2n=p+ q (pand q are prime
numbers).
We want to show that: 3a € Z*, s.t,(n—a) and
(n+a) are simultaneously primes. We have
2n —p = q,there  exists a positive integer
a=n—psuchthat n—a=pand n+a=gq.
Conversely, 2n = n + n, (if n is prime number then
a = 0). Then by theorem (2.1), 3a € Z*, s.t,
(n — a) and (n + a) are simultaneously primes.
Therefore

2n=n+n=m-a)+(n+a).m

Wildan .\W
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1. Introduction

Let 7¢ be the class of the functions of the form :

f(2) =Z+Z az , (z€eU), (1.1)
=2

which are analytic in the open unit disk U = {z:z €
Cand |z| < 1}. Also, let S denoted the class of all
functions in 7 which are univalent and normalized by
the conditions f(0)=0=f'(0)—1inU[1]. It is
univalent function f has

well known that every

inverse f~1 satisfying:

@)=z (zew),

and

fUETTW) = w (wl <7 (f); 70(f) Zi).
where

f1w) = gw) = w — a,w?+(2a5 —a 3;)w’ —
(5 a3—5aya; + a,))w* + . (1.2)
A function f € H is said to be bi-univalent in U if
both f(z) and f~1(z) are univalent in U . Let Y denote
the class of bi-univalent functions defined in the unit
disk U given by (1.1). For a brief history and interesting
example in the class), (see[2]). However , the
familiar Koebe function is not bi-univalent. The class
Y of bi-univalent functions was first inverstigated by
Lewin [3] and it was shown that |a,| < 1.51. Brannan
result and

and Clunie [4] improved Lewin's

conjectured that |a,| <2 . Later , Netanyahu [5],

4

showed that if f € ), then max|a,| = S

Recently, Srivastava et al.[6], Frasin and Aouf
[7], BansaL and Sokol [8] and Srivastava and BansaL
[2] are also introduced and investigated the various
subclasses of bi- univalent functions and obtained
bounds for the initial coefficients |a,| and |a;] .

The coefficient estimate problem involving the bound
of la,| (n € N\{1,2}; N ={1,2,3,..}) for eachf e}

given by (1.1) is still an open problem.
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The object of this work is to find estimates on the

Taylor —Maclaurin  coefficients |a,| and |a;]  for
functions in this
subclasses Sy (t,v,d; a) and Sy, (z,v,5; ) of the

functions class ). . Several related classes are also
considered and connections to earlier known results are
made.

In order to prove in our main results, we require the
following lemma.
1.1.[1]1If
each k , where p is the family of all functions h analytic
in U for which Re(h(2)) >0

Lemma hep the |cx| < 2 for

h(z) =14+ cz+cy z2+c3z3 + . forzeU
2. Coefficient Bounds  for Function class
Sy (1,7, 6, a)

To prove our main results , we need to introduce the
following definition .

Definition 2.1. A function f(z) given by (1.1) is said
to be in the class Sy (7,7,6;a)(tr € C\{0},0 <y <

1,0 <6 <1,0 < a <) if the following conditions are

satisfied :
fe
1 2 @Dy 2 (D) ~
% |arg( L+7 [yz(f'(z)+6zf"(z))+(1—y)(5zf'(z)+(1—5)f(z))
1))|
< "‘7” (zel) (2.1)
and

w(g'W)+yw g" (w)) _ 1])'
wy(g' W)+8g" (W) +(1-y)(Swg' W) +(1-8) g(w))

(2.2)

g EZ,|arg(1+%[

<an
2

wel

where the function g(w) is given by (1.2).
Theorem 2.2. Let f(z) given by (1.1)be in the
class Sy (7,y,6;a)(t €C\{0},0<y<10<6 <

1,0 < a <1).Then

lay| <

2al 7|

\/|2‘mt((2—26+4—y—4—6y)—(1+2y+y2—262}/—62—6272))+(1—a)(1—6+y—6y)2|

(2.3)
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and

4|t|?a?
(1-8+y—6y)?"

2|t
6+4y—46y)|

las| < 55 (2.4)

Proof: Let f(z) € Sy, (1,7,8; @).Then

141 [ z(f' @+vzf" (@) _ 1] _

t lyz(f'(2)+62f " (2)+(1-v) (6zf ' (2)+(1-8)f (2))
[r(2)]* (2.5)
and

1[ w(g'W)+yw g" (W) _ 1] _
7 lwy (g’ W)+8g" (W) +(1-y)(Swg’ W) +(1-8) g(w))

[R(w)]". (2.6)

Where r(z) and h(w) are inp and have the following

series representations :

r(2)=14+1rz+122+1r23+ - 2.7)
and
h(w) =1+ hyw+h,w?+hzw3 + -, (2.8)

Since

n 1[ z(f'@D+yzf" (@)
© lyz(f' @ +8zf " (2)+(1-y) 8zf ' (2)+(1-6)f (2))

1+-(1=8+y = 8Y)az +=((2 - 26 + 4y — 46Y)a;

1] =

_(1 + 2)/ + ]/2 _ 252)/ _ 52—62]/2) a%ZZ +
., (2.9)
and

1 [ w(g' W)+yw g’ (w)) _
T lwy (g’ W)+8g" W) +(1-y)(bwg' W) +(1-8) gw))

=1-201-6+y—8naw+:(2-25+4y -

46y)

(2a% —az) — (1 + 2y +y? — 28%y — 62—-6%y2)azw? + ---.
(2.10)

Now , equating the coefficients in (2.5) and (2.6), we get

1
- 1-6+y—-68y)a, =ar, (2.11)

1
;((2—26+4y—46y)a3—(1+2y+y2—262y—62

ala—1)

—8%yad) =ar, + 13 5 (2.12)

1
—;(1 —-8+y—-96y)a, =ah,, (2.13)

and
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1
;((2 — 25 +4y —46y)(2a3 —az) — (1 + 2y +y% — 26%y

—8%2-8%y?H)a3 = ah, + h? @ : (2.14)
From (2.11) and (2.13) , we find

ry=—h (2.15)
and

2

= (1—-8+y—8y)%az = a?(rf+h?). (2.16)

Also, from (2.12), (2.14) and (2.16), we find that
2((2— 26 + 4y — 48y)aj —

1+ 2y +y% —26%y =6%-8%y®)a2) = a( r, + hy) +

a(a (e-1)

2_1) (rf+h) =a(r+h) +- 5 1-8+y—
8y)? d3.
(2.17)
Therefore ,we obtain
az =
a?t2(ry+hy)

2at((2-28+4y—48y)—(1+2y +y2-28%y—82-82y2))+(1-a) (1-8+y—56y)?
Applying Lemma (1.1) for the coefficientsr, and
h,, we readily get
lay| <

2a| 7|

\/|2wc((2—26+4y—45y)—(1+2y+y2—282}/—52 -82y2))+(1-a)(1-8+y—6y)?|

The last inequality gives the desired estimate on |a,]|
givenin (2.3).

Next, in order to find the bound on [a;|, by subtracting
(2.12) and (2.14), we get

1 -1
;(2 — 26 + 4y — 46y)(2az—2a3) = (ary+rf a(a2 )
-1
—(ahy +h2 a(a2 ) (2.18)
It follows from (2.15) , (2.16) and (2.18), that
at(r, —hy)

%= 22— 26 + 4y — 46y)
a?e?(rf — hi)
+2(1—6+y—6y)2 '

Applying Lemma (1.1) once again for the coefficients

1,7y, hy and h, , we immediately
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2a|t|
(2 — 28 + 4y — 46y)
4|7 a?
(1-6+y—-6n*
This complete the proof of Theorem (2.2) .
3. Coefficient
S5 (1,7, 8; B)
To prove our main results , we need to introduce

las| < |

Bounds for Function class

the following definition .

Definition 3. 1. A function f(z) given by (1.1) is said
to be in the class Sy (7,y,6;5)(r € C\{0} ,0 <y <
1,0<6<1,0< B <1)if the following conditions

are satisfied :

fe

1 2(F' @+yz " (@) _
2 Re (1 tI [VZ(f’(Z)+5Zf”(2))+(1—y)(52f’(Z)+(1—5)f(Z))
1)
>pB (zel) (3.1
and
g€

1 w(g' W) +yw g"’' w)) _
2, Re (1 T [wy(g'(w)wg”(w))+(1—y)(5wg'(w)+(1—5) gw))

1]) >B (weUl),

where the function g(w) is given by (1.2).
Theorem 3.2. Let f(z) given by (1.1) be in the class
Sy (1,y,6;8) (€ C\{0},0Ssy<10<6<10<
B < 1). Then

(3.2)

2|7|(1-p)

la,| = \/|(1+2y—y2—26—46y+262y+62+62y2)| (3:3)
and

|t|(1 = pB) 4)t|? (1 - p)?
o< g A=

[1—6+2y =28y |(1=6+y—6y)?|
Proof : Let f(z) € Sy, (7,v,6; ). Then

+ 1[ 2 @D+y 2 @) _ 1]
t lyz(f7 @) +62f " (@) +(1-7) (B2f '@ +(1-8) (2))

=B+Q1-pr(2) (3.5)
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and

1+ 1[ w(g' W)+yw g"' w)) _ 1]
7 lwy (g’ W)+8g" W) +(1-y)(dwg’ W)+(1-8) g(w))

=p+ 1 —-p)rw), (3.6)
where g(w) = f~1(w),r(z) and h(w) have form
(2.7)and (2.8), respectively.

Now, equating the coefficients in (3.5) and (3.6) , we

get

1

~(1=8+y=bp)a; = (1-P)rs, 37)

%((2 — 2544y —46y)as — (1 + 2y +y2 — 26%y —

82— 68%yHa3) =1 -Pry, (3.8)
1

—;(1—54')/—5)/)(12 =A-pht , (3.9

and

%((2 —25+4y —46Y)(2a2 —a3) — (1 + 2y +

y?—268% —62=6%y?)at) = (1 - Ph,.  (3.10)
From (3.7) and (3.9), we obtain
rn=—h (3.11)
and

2

= (1-6+y—6y)a’

= (1 - B)*(r{+hi). (3.12)

Also , from (3.8) and (3.10) , we have

2

;((2—25+4y—45y)—(1+2y+y2 —28%y —6?
- 8%y*))a;

=(1=-B)(r+hy).

Therefore , we get

2 = ©(1-B)(ry+ha)
2 7 2((2-28+4y—-48y)-(1+2y+y2—-282y—-562-562y2))

(3.13)

(3.14)
Applying Lemma (1.1) for coefficients r, and h,, we

obtain

< 2|tl(1-p)
lazl < {325y 2=20-aoy+267y167467y2)]

(3.15)

This gives the bound on |a,| as asserted in (3.3).
Next in order to find the bound on |as| , by

subtracting (3.8 ) and (3.10) , we thus get
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(2~ 26+ 4y~ 457)(2a; ~ 2a) = (1= ) (ra — )
(3.16)

or, equivalently,

= T(1=B)( —hy) b2
3T 41 =642y -26y) Z

It follows from (3.12) and (3.17) , that

T =P —hy) TP - B +hD)
BT A —6+2y-26p) " 20-b6+y -6y

(3.17)

Applying Lemma (1.1)once again for the
coefficients r, , 1, , hy and h, , we obtain
IzI(1 - B) 4lr)*(1 - B)®

las| < TR
[(A=6+2y—-26y)| |(A=6+y—6y)?

This completes the prove of Theorem (3.2) .

4. Corollaries and Consequence

This section is devoted to the presentation of some

special cases of the main results .

These results are given in the form of corollaries :

If we set =1 and =0 in Theorems (2.2) and (3.2) ,

then ,we get following

Raja[9]:

Corollary 4.1. Let f(z) given by (1.1) be in the

class By (y;a)(0 <y <1,0<a <1).Then

results due to Keerthi and

2a
laz| =
JV04a(1+2y) + (1 - 30)(y + 1)?]
and
4 a
|a3| <

(1+y)2+1+2y'
Corollary 4.2.Let f(z)given by (1.1)be in the
class By (y;8)(0<y<1,0<p<1). Then

21-p4)
laz| < w/Il +2y —y?|

and
41-p)?* 1-B
|a3| S 2 .
1+y) 142y
The classes By (y; a) and By, (v ;) are

respectively defined as follows:
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Definition 4. 3. A function f(z) given by (1.1) is said
to be in the class By (y;a) (0 <y <10<a<1)if

the following conditions are satisfied:

(' @+yzf' @) \| an
rex arg<(1 D@ +VZf’(Z))‘ <7 €0
and

w(g'W)+ywg" (w))
vex (R )| < T wew

where the function g(w) is given by (1.2) .
Definition 4.4. A function f(z) given by (1.1) is said

to be in the class

By(B;v)(0<y=<10<p<Dif the following
conditions are satisfied:
z(zf'(2)+yzf"(2))
fE€L Re <(1 @ + VZf’(Z)) >8 EeD)
and
w(g'w) +ywg" (w))
g€ 2.Re <(1 -y)gw) + VZQ'(W))

>pB, (w ev)
where the function g(w) is given by (1.2).

If we set t=1 and y =0 in Theorems (2.2) and

(3.2), then the classes Sy (1,7,6;a) and
Sy (t,v,8; B) reduce to the classes
Gy (6; @) and Gy (6; ) investigated by

Murugusundaramoorthy et al. [10] ,which are defined
as follows :

Definition 4. 5. A function f(z) given by (1.1) is said
to be inthe class Gy (5;0)(0<a<1,0<6<1)if

the following conditions are satisfied:

2f'(@)
J €L |are ((1 —5f @ + 5f’(2)>

aTm

< - (zeU)
and
wg'(w)
g€ L |arg <(1 —)gw) + 6g'(w>>|
aTm
< 7, weun)

where the function g(w) is given by (1.2).
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Definition 4. 6. A function f(z) given by (1.1) is said
to be in the class G5 (6;8)(0<p<1,0<5<1)if

the following conditions are satisfied:

fEZ,Re( 2/ (2) >>ﬁ (z€eU)
1-8)f@ +6f' (@)
where and
wg'(w)
g€ Z'Re<(1 ~5)gw) + ag'(w)>
>B, (wel

the function g(w) isis given by (1.2).
In this case .Theorems (2.2) and (3.2) reduce to the
following:
Corollary 4.7. Let f(z) given by (1.1)be in the
class Gy (6;a)(0 <a <1,0<6 < 1).Then
PR P—

(1-8J@+D
and
4q? a
las| < a=sy + -3
Corollary 4.8. Let f(z)given by (1.1) be in the
class Gy (6;a)(0 < B <1,0<6 <1).Then

20-p)
lay| < a=0)
and
41-p)* 1-p
el < s Ty

Letting 7 = 1 and y = 1 in Theorems (2.2) and (3.2)
gives the following corollaries:

Corollary 4.9. Let f(z)given by (1.1) be in the
class Dy (§;a)(0 < a <1,0<6 <1).Then

laz|
2a

<
J|2a(6 —68) — (4 —469)) + (1 —a)(2 — 26)?|

and

0!2

las] < ¢ + .
3(1-6) (1-96)2

25

Waggas .G / Rajaa .A

Corollary 4.10. Let f(z) given by (1.1) be in the
class Dy (6;8)(0 < <1,0 <6 <1).Then

a-5

< [ 7
a2l < =35 257

and

(1-p)°
taTer

Dy (8; a)and Dy, (z,6; ) are

1-p)
lasl < =35

The

classes given
explicitly in the next definitions .

Definition 4.11. A function f(z) given by (1.1) is
said to be inthe class Dy (§5;a) (0<a<10<6<

1) if the following conditions are satisfied :

f'@) +2f"(2) amn
rex (i) <5 ¢ev
and
g'w) +wg"(w)
x| peon )
amn U
<7, (weun)

where the function g(w) is given by (1.2).
Definition 4.12. A function f(z) given by (1.1)is
said to be in the class Dy (6;8)(0 < <1,0<6<

1) if the following conditions are satisfied :

f'(2) +z2f"(z)
fEZ,Re<m>>ﬁ (ZEU)
and

9' W) +wg"(w)
g€ Re <g'(w) ¥3g" g(w)) >F wel)

where the function g(w) is given by (1.2).
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Abstract

In this paper we recall the definition of fuzzy norm then basic properties of fuzzy
normed space is recalled after that we introduced the definition of compact fuzzy
normed space. Then basic properties of compact fuzzy normed space is proved.
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continuous operator, Compact fuzzy normed Space.
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1.Introduction

. . . . the corresponding fuzzy metric is of Kaleva and
Through his studying the notion of fuzzy topological P g y

. . Seikkala type. Another type of fuzzy metric space
vector spaces Katsaras in 1984 [1], was the first P yp y P

. . was introduced by Kramosil and Michalek in [4].
researcher who introduced the notion of fuzzy norm y [41

. . The notion fuzzy norm on a linear space was
on a linear vector space. A fuzzy metric space was
introduced by Kaleva and Seikkala in 1984 [2]. The

notion of fuzzy norm on a linear space was

introduce by Cheng and Mordeson in 1994 [5] so
that the corresponding fuzzy metric is of Kramosil
. - . d Michalek type.

introduced by Felbin in 1992 [3] in such a way that and Miichalek type
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A finite dimensional fuzzy normed linear spaces
was studied by Bag and Samanta [6] in 2003. Some
results on fuzzy complete fuzzy normed spaces was
studied by Saadati and Vaezpour in 2005 [7]. Fuzzy
bounded linear operators on a fuzzy normed space
was studied by Bag and Samanta in 2005 [8]. The
fixed point theorems on fuzzy normed linear spaces
of Cheng and Mordeson type was proved by Bag
and Samanta in 2006, 2007 [9], [10]. The fuzzy
normed linear space and its fuzzy topological
structure of Cheng and Mordeson type was studied
by Sadeqi and Kia in 2009 [11]. Properties of fuzzy
continuous mapping on a fuzzy normed linear
spaces of Cheng and Mordeson type was studied by
Nadaban in 2015 [12].

2. Properties of Fuzzy normed space
In this section we recall basic properties of fuzzy

normed space

Definition 2.1:[1]

Suppose that U is any set, a fuzzy set Ain U is
equipped with a membership function, p;(u): U—
[0,1]. Then Ais represented by A ={(u,u  (w)):
ueU, 0 < ps(u) <1}

Definition 2.2: [7]

Let *: [0,1] x [0,1] - [0, 1] be a binary operation
then x is called a continuous t -norm (or
triangular norm) if forall a,B,y,8 €[0,1]it

has the following properties

DaxB = P*a, Qoa*1=aqa, 3)(a *
Byxy = a«(Bxv)
MIfa < Band y < Sthen a*xy < B*8

Remark 2.3:[8]

(DIf x > B then thereisy suchthat axy = B
(2)There is 6 that
§+8 =owherea,B,y,8,0 €[0,1]

such
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Definition 2.4 : [8]

The triple (V,L,*)is said to be a fuzzy normed
space if V is a vector space over the field F, « is a t-
norm and L:V x [0, ) —[0,1] is a fuzzy set has
the following properties for all a, be Vand o, >
0.

1-L(a,) > 0

2-L(a,0) =1 © a=0

3-L(ca,a) = L(a,%) forallc # 0 €F

4-L(a,a) xL(b,B) < L(a+ b,a+p)
5-L(a,.):[0,00) — [0,1] is continuous function of
a.

6-limy_, L(a,a) =1

Remark 2.5 : [13]

Assume that (V,L,+)is a fuzzy normed space and
leta eV,t>0,0<qg<1.If

L(a,t) > (1 —q) then there is s with 0<s<
t such that L(a,s) > (1 — q).

Definition 2.6:[6]

Suppose that (V, L,*) is a fuzzy normed space. Put
FB(a,p,t) ={b€eX:L(a—b,t) > (1 —p)}
FB[a,p,t] ={beX:L(a—b,t) = (1 -p)}

Then FB(a, p,t) and FBJa,p,t] is called open and
closed fuzzy ball with the center a €Vand radius p,
with p>0.

Lemma 2.7 :[7]

Suppose that (V,L,*) is a fuzzy normed space then
Lx—y,t) =Ly—xt)forallx,y eVandt> 0
Definition 2.8: [6]

Assume that (V,L,x)is a fuzzy normed space. W
CV is called fuzzy bounded if we can find t>
0Oand 0< g < 1such that L(w,t) > (1—q) for

eachw € W.
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Definition 2.9 :[6]

A sequence (v,) in a fuzzy normed space (V, L,*) is
called converges tov € V if foreachq > 0and t >
0 we can find N with L[v, —v,t] > (1 — q) for all
n = N. Or in other word lim,_, v, = Vv or simply
represented by v, —-v, v is known the limit of (v,)
or lim,_, Llv, —v,t] = 1.

Definition 2.10 :[8]

A sequence (v,) in a fuzzy normed space (V, L,*) is
said to be a Cauchy sequence if for all 0 < g <
1 ,t > Othere is a number N with L[v,, — v,,t] >
(1 —q) forall

m,n > N.

Definition 2.11:[4]

Suppose that (V,L,*) is a fuzzy normed space and
let W be a subset of V. Then the closure of W is
written by W or CL(W) and which is W= N{WCcB:
B is closed in V}.

Lemma 2.12:[13]

Assume that (V,L,*) is a fuzzy normed space and
suppose that W is a subset of V. Theny € W if and
only if there is a sequence (w,) in W with (w,)
converges to y.

Definition 2.13:[13]

Suppose that (V, L,*) is a fuzzy normed space and W

C V. Then W is called dense in V when W = V.
Theorem 2.14:[13]

Suppose that (V,L,*) is a fuzzy normed space and
assume that W is a subset of V. Then W is dense in
V if and only if for every x € V there is w € W such
that

Lix—w,t]>(1—¢) for some0<e<1 and

t> 0.

29

Jehad .R / Noor .A

Definition 2.15:[10]

A fuzzy normed space (V, L, *) is said to be
complete if every Cauchy sequence in V converges
to a pointin V.

Definition 2.16: [8]

Suppose that (V, Ly,*) and (W, Ly,*) are two fuzzy
normed spaces .The operator S: V —» W is said to be
fuzzy continuous at vy € Vif for all t > 0 and for
all 0 <a < 1there is s[dependsont,aandv,]
and there is B [depends on t, aandv,] with,
Ly[v —vg,s] > (1 —p) have Ly [S(v) —
S(vo),t] > (1 — ) forall v eVvV.

Theorem 2.17:[13]

Suppose that (V,Ly,*) and (U, Ly,*) are two fuzzy

we

normed spaces.The operator T:V - U is fuzzy
continuous at a € X if and only if a, —»a in V
implies T(a,) = T(a) in U.

Definition 2.18:[13]

Suppose that (V, Ly,*) and (W, Ly,*) are two fuzzy
normed spaces. Let S:V — W be an operator S is
said to be uniformly fuzzy continuous if fort >
0 and for every 0 < a < 1 there exists B [depends
on t and o] and there exists s > 0 [ depends on t and
that Ly [S(X) — S(y),t] > (1 — a)
whenever Ly[x —y,s] > (1 —B) forallx,y € V

o] such

3. Compact fuzzy normed space

Definition 3.1:

Suppose that (V, L,*) is a fuzzy normed space and W
is a subset of V. Assume that ¥ = { A c V: Ais
open sets in V } where W € Upeyw A. Then W is said
to be an open cover or open covering of W. If ¥ =
{A,A,, ..., A} with W= UK A, then W is known

as a finite sub covering of W.
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Definition 3.2:

A fuzzy normed space (V,L,*) is called compact if
V =Uaew A Where W is an open covering then we
can find {A;, A,, ..., A} € ¥ with V= UK, A,.
Example 3.3:

The interval (0, 1) in the fuzzy normed space

t
t+ Ix |

(R,L . ,*) where L, (x,t) = and axb=a-

bfor alla,b €[0,1] is not compact since the
collection An={(0,%) : n=2, 3. ...} form an open
covering for (0, 1) but has no finite sub covering for
(0,2).

Remark 3.4:

When W is a finite subset of the fuzzy normed space
(V,L,*) then W is compact

Definition 3.5:

Suppose that (V,L,*) is a fuzzy normed space and
W c V then it is said to be totally fuzzy bounded if

for any o€ (0, 1), t>O0we can find
W,={a,,a,,...,a,}in W with any v € V there is
some a; € {aq,ay,...,a} Wwith L(v—a;t) >

(1 — o). Then W is called o -fuzzy net.
Proposition 3.6:

Let (V,L,x) be a fuzzy normed space if V is totally
fuzzy bounded then V is fuzzy bounded.

Proof:
Suppose that V is a totally fuzzy bounded and let

0 < & <1 so we can find a finite g-fuzzy net for V
say S. Now put L [s, %] = min {L (a, g) ‘a € S}. Let
ve V so we can find a € S with L[v—a,t] > (1 —

€). Now we can find ¢ € (0, 1) with

(1 —¢) *L[s,t] > (1 — o), it follows that
Llv,t]=Llv—a+at] > L[v—a,g] * L[a,%]
> (1—a)*L[s,§]>(1—o).

Hence V is fuzzy bounded.
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Theorem 3.7:

Suppose that (V,L,*) is a fuzzy normed space and
assume that W < V. Then W is totally fuzzy
bounded if and only if every sequence in W contains
a Cauchy subsequence.

Proof:

Let W be totally fuzzy bounded. Suppose that (w,)
€ W. Choose a finite 0.5- fuzzy net in W then we
can find a fuzzy open ball of radius 0.5 its center in
the 0.5- fuzzy net contains infinite members of
(wyp). Let (w, D) denote this subsequence. Choose
finite 0.25- fuzzy net in W. So we can find a fuzzy

balls of radius 0.25- where its center in the finite
0.25 fuzzy net contains infinite members of (w,®).
Let (w,®) denote this subsequence. Continue in
this process we get a sequence of sequences each is

a subsequence of proceeding one, so that (wn(j))
lies in the fuzzy ball of radius % with center in the %
fuzzy net. Now (w,™) ©  (w,).Now when 0 <

e<1begivenandt>O,Iet(l—%)*(l—i)*

2j+1
1 ,
*(1—2](—_1) > (1 —¢). then for all k>j=N
where N is positive number, we have L[w;® —
wi®,t] > L [Wjo) — Wj+1(]+1)’k_—j] «L [Wj+1(]+1) —

Wj+2(i+2),kL_j] N [Wk—1(k_1) w80, ] >

k—jl =
(1—%)*(1—2].%)* . *(1—%) > (1—c¢).
Hence (w;®) is a Cauchy.

Conversely, suppose that every sequence in W has a
Cauchy subsequence. Let 0 < e < 1 be given and
t>0.Letw; € W.if W—FB(wy,¢gt) = 0, we find
an e- fuzzy net, namely {w;} otherwise choose
w, € W —FB(wy, & t). if W — [FB(wy, & t) U
FB(w,, £,t)] = @. we found an & -fuzzy net namely

{w,, w,}. After finite steps this process will stops.
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If it does not stop, we will get (w,) € W with
Liw, —wp,,t] < (1 —¢),n# m. That is (w,) has
no Cauchy subsequence, which is contradiction.
Proposition 3.8:

If the fuzzy normed space (V, L,*) is compact then it
is totally fuzzy bounded.

Proof:

For any given 0 < ¢ < 1 and t > 0 the collection of
all fuzzy balls FB(v, ¢, t) is an open cover for V. But
V is compact hence this cover contains a finite sub
cover say {FB(vy,¢t),FB(vy,¢€t), ..., FB(vy, € 1)}
thus the finite set {v,, v,, ..., vi} is e-fuzzy net for V.
Hence V is totally fuzzy bounded.

Proposition 3.9:

If (V,L,*) is compact fuzzy normed space then it is

complete.

Proof:

Suppose that (V,L,x) is not complete then there
exists a Cauchy sequence (v,) in V has no limit in
V. Let v € V and since (v,) is not converge to v so
we can find o € (0, 1), t > O0with L[v, —v,t] <
(1 — o) for infinite members. But (v,,) is Cauchy so
we can find N € N with L[v, — v, t] > (1 — o) for
all n,m > N. Choose m = N for which L[v, —
v,t] > (1 — o) so the open fuzzy ball FB(v,o,t)
contains finite members of v,,. In this manner, so for
any veVlV we can find a fuzzy open ball
FB(v,0(v),t), with a(v) € (0, 1) depends on v and
an open fuzzy ball FB(v,a(v),t) which contains
finite of v,. Now V= U,eyFB(v,0(v),t) that is
{FB(v,0(v),t):v € V} is an open covering for V
using V is compact we have
V= UK, FB(v®,o(v®),t) but any
FB(v®, 0 (v®),t) contains finite of v,. This means
that V must contain finite of v,. But this is

impossible hence V must be complete.
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Lemma 3.10:
Suppose that (V,L,*)
and W c V. If V is totally fuzzy bounded then so is
W.

is fuzzy normed space

Proof:

LetS = {v,,v,, ..., vii} be € -fuzzy net for V then for
anyvev

Llv—v,t]>(1—¢) for t>0 and somev;€S.
now letS; ={e;, e, ..,en} € W. ThenL[e; —
v t] > (1 —¢)foreach1 < j<m

and for some v, € S. Now

L[V— e]-,t] = L[v— vy + v, — e]-,t]

= L[V - VH,E] * L, [Vn — e-,E]
2 2
>21-9*x1-e>10-1)
For some0 <r <1 hence W is totally fuzzy
bounded
Theorem 3.11:

If (V,Lx) is totally fuzzy bounded and complete
fuzzy normed space then V is compact.

Proof:

Suppose V is not compact then V= U;c, G, and
V#U[L; G;. But V is totally fuzzy bounded it is
fuzzy bounded by proposition (3.6), hence for some
o€ (0, 1) and some veV,t>0, we have VCc
FB(v,o0,t) which implies that V= FB(v,o,t).
lete, = 2% since V is totally fuzzy bounded so it
can be covered by finite many fuzzy balls of radius
g, but by our assumption there is FB(vy, €, t)
#U[L; G;. But FB(vy,g,t) is it self totally fuzzy
bounded by Lemma (3.10), so we can find v, €
FB(vy, €4, t) such that FB(v,, €,,t) #UiL; G;. Thus
there is a sequence (v,) € V with FB(v,, &,,t) #
UL, G; Since
FB(vy, €4, t) it follows that

and vy, € FB(vp, &p, ). Vpt €

L[v, — Vpee, t] > (1 —€y), let0 < e < 1 be given
with
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(1 —&n) * (1 —gny) * ..

Hence for m>n Llv,—vyt] = L[vn—

*(1—gp) >0 —¢).

t
vV, —] *
n+1'm—n

t t
L|v -V —]*...*L[V_ -V, —]
n+1 n+2'rn_n m-—1 mvm_n

>(1l—-eg)*(A—gppp)*x(l—gy) >0 —¢)
So (v,) is a Cauchy sequence in V but V is
complete so v,, = y since y € V there is A, € A such
that y € Gy, . since G, is open it contains FB(y, 5, t)
for some 0 < § < 1. Choose a positive number N
such that L[v, —y,t] > (1 —6) for all n =N and
(1-¢e)>(1-96)

then for any v eV with

L [v — vn,ﬂ > (1—¢,).So

Llv—yt] =L [v - Vn,ﬂ *L [Vn - y,g]
> (1-8)*x1-86)>10-r)

So that

FB(y,r,t). Therefore FB(v,, €,,t) has a finite sub

for some 0<r<1. FB(vy, &, 1) S
covering namely the set G, . This contradicts that
V+# UL, G;.

Proposition 3.12:

Suppose that (V, L,*) is a fuzzy normed space. Then
for any set S={v, : 1<n< oo} in V has at least one
limit point v in V if and only if every (v,) in V
contains (vy, ) with v, -v.

Proof:

Let (v,) € V when S={v,,v,,..vi} then choose
v; € S. Thus (vj,vj,...) € (v,) and converges to vj.
Suppose that the set S is infinite. Then by our
assumption it has at least one limit point v € V.
Letn; € N with

L[vnl -V, t] > 0. let ny,, € N with ny,; > n and

1
(k+1)

L[Vnk+1 -V, t] > (1 - ) Then v, -v.

Conversely let S={v, : 1<n< oo} c V. Then we
can find (v,) € V with v; # v; so by our

assumption (v,,) has a subsequence (v, ) of distinct
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with v, —v € V. Thus any FB(v,0,t) contains an
infinite members of (v, ). Hence any FB(v,o.t)

contains infinite members of S. This means that v €

V is a limit point of S.

Theorem 3.13:

The fuzzy normed space (V,L,*) is compact if
and only if for any (v,) in V contains (vy,)
with v, -v.

Proof:

Let VV be compact then V is totally fuzzy bounded
and complete by proposition (3.8) and proposition
(3.9). Suppose that (v,) € V since V is totally fuzzy
bounded using theorem (3.7) we have (v,) contains
a Cauchy (vp). So v, -V €V since V is
complete. Hence every (vy,) in V contains (v, ) with
Vi =V

To prove the converse let every (v,) in V contains
(Vn, ) With vy, —Vv.

Now by using theorem (3.7) we have V is totally
fuzzy bounded. To prove that V is complete.
Let (v,) be a Cauchy sequence in V so (v,)
contains (vy,, ) with v, —v €V. We now prove
thatv, - v. Let0 <e <1 be given andt > 0 by
remark (2.3) there is0 < r < 1 such that (1 —r) *
(I1-r)>(1—¢). Nowv, —v there isN; such

that L [vnk — v%] > (1 —-r) for allng > N,. But

(vyp) is Cauchy there is N, with L[vn —vm,ﬂ >

(1 —-r) for any m,n > N,. Now letN=N; AN,

then for alln = N,L[v, —v,t] =L [vn — Vnké] *
t

L[vnk—v,g] >S1-rN+«1-r>0-¢)

hence (v,) convergestov € V.
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Corollary 3.14:

Suppose that (V,L,x) a compact fuzzy
normed space and W c V. If W is closed
then W is compact

Proof:
Assume that (w,) € W then (w,) € V so (w,) has
a subsequence (wy, ) converges tow € W. Then w
€ W since W is closed. Hence W is compact by
theorem (3.13)

Proposition 3.15:

Suppose that (V,L,*) a fuzzy normed space and W
c V. If W is compact then W is closed

Proof:

Assume that v € V be a limit point of W then there
is (w,) € W with w, - v so(w,) is Cauchy
sequence in W. Since W is complete by proposition
(3.9) so(wy,) converges tow € W. Therefore
v=w € W this implies that W has all it limit points.
Hence W is closed.

Theorem 3.16:

Suppose that (V,Ly,*) and (U, Ly,*) are two fuzzy
normed spaces and T:V — U be fuzzy continuous
operator. If V is compact then T(V) is compact
Proof:

Assume that (T(v,)) € T(V) then(v,) € V. So
vp, = v since V is compact. Hence by Theorem
2.17 Tv,, —T(v) € T(V) since T is continuous.
Thus by Theorem 3.13 T(V) is compact.

Theorem 3.17:

Suppose that (V, Ly,*) is a compact fuzzy normed
space and assume that (U, Ly,*) is a fuzzy normed
space. Suppose that T:V — U is a fuzzy continuous
operator. Then T is uniformly fuzzy continuous that
is for each0 < e <1 andt > 0 there exists §,0 <
§<1

and s > 0 [6 depending on € only]  such

that T(FB(v,8,s)) < FB(T(v),&,t) forallv e V.
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Proof:

Leto € (0, 1) with (1 —0)*(1—0) > (1 —¢) for
some0 <& <1 andt> 0. then the collection of
fuzzy balls {FB(u, 0,t):u € U} from an open cover
for U.
set {T~*[FB(u, o,t):u € U]} from an open cover for
\% but \% is the

set

since T is fuzzy continuous then the

compact SO

{T~[FB(u,, 61, )], T [FB(uy, 05, 0)], ..., T [FB(uy, o, )]}

cover V that isV = Uj, T™*[FB(uj0jt). Now
let0 <5 <1 bed>o; for somel<j<k. Thus
for eachve V the fuzzy ball FB(v,8,s) lies
in T-![FB(uj,0;,t)] so0 T[FB(v,8,s)] S FB(u,0,t)
for someu € U. Since T(v) € FB(u,r,t) we can
find z € B(v, §, s) with

Ly[T(z) = T(V), ]

>Ly [T(z) —u, %]

* Ly [u — T(V),%]
>(1-0)x(1Q-0)>1-¢)
Thus T[FB(v, §,s)] € FB(T(v), &, t)
Conclusion
The principle goal of this research is to continue the
study of fuzzy normed space and introduce more
notions or results. In this paper the notion compact

fuzzy normed is introduced and basic results

properties of this space is proved.
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Abstract:
In this paper, we deal with the basic concepts in topology on fuzzy normed algebra, such as the balls open and

balls closed. Next, we study their properties. Furthermore, the concept of derived and closure are discussed.
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1. Introduction spaces was defined first by S.Nanda [11] and

redefined by R.Biswas [12] . Also introduced the

The Theory of Fuzzy sets is introduced
y y apprehensible of fuzzy algebra over fuzzy field was

by Lotfi Zadeh [1], and the fuzzy topology defined first S,Nanda [13] and redefined by Gu and
is defined by Chang [2]. Many Lu [14]. Gu Wenxiang and Lu Tu [15] introduced
mathematicians have tried to extend to the notions of fuzzy vector spaces. In this papers, we

fuzzy set theory the main notations of will present new definitions in topology is called a

topoloai laeb d 3 fuzzy normed algebra over fuzzy field. Moreover,
opologies, algebras and groups see ([3; some of their characteristics are given in this work.
[4]) and others as in ([5]-[6]-[7]-[8]-[9]-[10]) .

The apprehensible of fuzzy fields and fuzzy vector
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2. Preliminaries:

In this section, we will recall some

definitions which are needed in this work.
Definition (2.1): [15]
Let Fbe a field . A fuzzy set S of F is called a
fuzzy field of F. If the subsequent prerequisites are
gratifying :
(1) S(a+ b) = min{S(a),S(b)},
Va,b € F.
(2) S(—a) =S(a),Ya€EF.
(3) S(ab) = min{S(a),S(b)},
Va,b € F .
4) S(a™) =S(a),va(+0) €F.
We dented by (S, F).
Definition (2.2): [15]
Let (S, F) be a fuzzy field in F. A fuzzy set A in a
vector space X over F is called fuzzy vector space in
X and denoted by (4,X).
properties gratifying :
(1) A(a+ b) = min{A(a),A(b)},
Va,b € X.
(2) A(—a) = A(a),Va€eX.
(3) A(aa) = min{S(a),A(a)},
Va€eX,anda € F.

If the subsequent

If S is an usual field then prerequisite (3) above will
be fungible by the subsequent axiom :
A(aa) = A(a),Va E FandVa € X .
Definition (2.3): [14]
Let (S,F) be a fuzzy field in F. A fuzzy set A in
algebra Xover F is called a fuzzy algebra (4, X)over
fuzzy field (S,F). If the subsequent prerequisites
materialized :

(1) A(a + b) = min{A(a), A(b)},

Va,b e X.
(2) A(aa) =min{S(a),A(a)},Va € F
a€X.

and
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(3) A(ab) = min{A(a), A(b)},

VYa,b e X.
(4) S(1) = A(a),Ya€EX.

Definition (2.4): [16]

Let (S,F) be a fuzzy field in F,X be vector space
over F,and let (4,X) be a fuzzy vector space over
(S,F). A norm on (4,X) is a function, [l X —
F gratifying the subsequent prerequisites:

@ SWral)=A(a) foralla€e X .

@2 llall=0 forallae X .

B lla ll=0 ifandonlyifa=0.

@laal=|alllal foralla € F
ande X .

G lla+bl<lal+Ibl

forall a,b € X.

The tuple (4, X, II-1) is called a fuzzy

normed vector space .

3. Fuzzy Normed Algebra

In this section, we will introduced and study the
concept of fuzzy normed algebra

Definition (3.1):

Let(S, F) be a fuzzy field in F,and let A be a fuzzy
set in algebra X over F.(A4,X,|I-Il) is said to be a
fuzzy normed algebra over fuzzy field (S, F) if:

(1) (A4,X) isafuzzy algebra .

(2) IMllisanormon (4, X) .

@ Mabli<lalllblforallabeX.
Definition (3.2):

Let (4,X,1I-l) be a fuzzy normed algebra and for
the open ball 8.(a,) inX of

radius r and amidst at a, is defined by

eacha, €X,0< 1.

Br(ap) ={a€X:lla— aol<T,
Slla— ay 1=z min{A(a),A(ay)}
and closed ball 8, (a,) in X of radius r and amidst at

X, is defined by
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B (ay) ={a€X:la—agl<T,
Slla— ay 1= min{A(a),A(ay)}
Theorem (3.3):
Every open and closed balls in fuzzy normed space
are convex .
Proof:
Let (4, X, I-II) be a fuzzy normed algebra .
(1) Leta,b € B (ap)and0<a <1
Slla—qgyll<r, Ib—agli<r.
We must to prove
aa+ (1—a)b e B.(ay)
aa+ (1 —a)b— a,
=ala— a)) + (1 —a)(b— ay)
laa+ (1 —a)b— agll
=l ala— ag) + (1 —a)(b— ay)
<lallla=—ag Il +1—alllb— agll
<ar+(1-a)r=r.
Inasmuch|l —a|=1—-a,|a] = «a because
a,l—a=>0.
AndSllaa+ (1 —a)b— ag
>A(aa+ (1 —a)b— ay)
= A(ea+ (1 —a)b + (—ay))
> min{A(aa + (1 — a)b), A(— ay)}
> min{A(aa + (1 — a)b),A(ay)}
(since A(—ay) = A(ay))
= aa+ (1 —-a)beB.(ay)
= Br(a,) is aconvex.
(2) Now to prove 5, ( a,) is a convex .
Leta,b € B,(ap)and0 <a <1
Slla—agylI<r, Ib—qgylIST.
We must to prove
aa+ (1 —a)b € B.(ay)
aa+ (1 —a)b—a,
=a(a—ap) + (1 —a)(b—ap)
Il ea(1 —a)b —aq
=lad—ay) +(1—a)(b—ay)ll

<lallla—ag I +|1—a| I b—aqy |
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<ar+(1—-a)r=r.
Inasmuch |1 —a|=1—a,a| =« because
,(1—a>0.
AndS llaa+ (1 —a)b—ag
=>A(aa+ (1 —a)b—ay)
= A(aa+ (1 —a)b + (— ay))
> min{A(aa + (1 — a)b), A(— ay)}
= min{A(aa + (1 — a)b),A(ay)}
(since A(—ay) = A(ay))
= aa+ (1 —a)b € f,(ay)
= B,(a,) is aconvex .
Definition (3.4):
Let (4, X, 1) be a fuzzy normed algebra and B ©
X. B is said to be an open set in X if for any a € B
there exists r > 0 such that B.(a) € B. And B is
called a closed set in X if B€ is an open setin X .
Theorem (3.5):
(1) Each open ball will be an open set.
(2) Each closed ball will be a closed set.
Proof:
()Let (A, X, lI-Il) be a fuzzy normed algebra and let
a, € X, r>0 (1) We must to prove B,(ay) is an
open set .
Leta € Br(ag)=lla—ag lI< T
=r—lla—aylI>0.
Butry =r—lla—ayll=nr, >0,
we must to prove g, (ao )< Br(ag ) -
Letb € B, (ap) =l b—all<n
=lb-al<r—lla—agl
=Slb-al+la—al<r.
Inasmuch Il b —aq |l
SIb—al+lla—agll
=lb—ayll<r.
And Sl h—ay =AM —ay)
= min{A(b), A(ay)}
= b € Br(a,)
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B-(ay) is an open set .
(2) We must to prove S, (a,) is a closed set . And let
B = (B, (a0))*
Inasmuch
Brlay) ={a€X:lla—ayl<T,
Slla—ay 1= min{A(a), A(ay)}}
=B={a€X:lla—ayl>r,
Slla—agll< min{A(a),A(ay)}}
letaeB=lla—ayll>r.
Butr, =lla—agll -r=r, >0,
we must to prove g, (a,) € B.
Letb € B,,(ap) =l b—al<mr
>lb—al<lla—ayll -1
Sla-a ll-llb—al>r.
Inasmuch Il a — aq I
<la—=bll+Ib—ayl
=lla—ayll—=llb—all<llb—ayl
=lb—a,ll>r.
And S|l b—aq 1= A —ay)
= min{A(b), A(ay)}.

= b €B = B,(a) cB
= B isan open set .
Hence B¢ = B,.(a,) is a closed set.
Theorem (3.6):
In any a fuzzy normed algebra (4,X,|-I) each
single set is a closed and hence finite set is a closed .
proof:
Let B be asingle set.
Suppose B = {b}, we must to prove B is a closed.
Leta€eB = a+b

=lb—-al>0.
But r=||b—al=1r>0.
Sincellb—al=r
=bepf.(a) = B(@NB=0
= B,.(a) € B = B isan open set
= Bisaclosed set .

Now to prove each finite set is a closed .
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Let C be a finite subset of X if C = @ the proof
ends .

Eitherif = @ .
Suppose € = {c;, ¢y, -, Cp }

inasmuch {c;} is a closed for each

i=1,2,..,n

= C = U~ {c}isaclosedsetinX .

Definition (3.7):

Let (4, X, II-ll) be a fuzzy normed algebraand € X .
(1) The pointa € X is called a limit point to set B if
for every r > 0 there exists

b € B such thata # b and if

la=bl<T,

Slla—>bll=min{A(a),A(b)} . Set all limit point
of set B is called (Derived) of set B and denotes by
B’

B'={a€eX:vr>0,3beB 3b+a,ifla—-D>l
<r,

Slla—>b = min{A(a), A(b)}}.

(2)The point x € X is called a closure point to set
B if for all r > 0 there exist
b€ Bsuchthatlla—-bl<T,
Slla—>b = min{A(a),A(b)}.

elements all point closure of set B is called

The set whose

(Closure) of set B and denotes by B
B={a€X:Vvr>0,3beB
Sla—-bli<r,

Sl a—b lI= min{4(a), A(b)}}.
Theorem (3.8):

Let (A4, X, ) a fuzzy normed algebra and let
B cX.

()B' cB.

(2B=BUB'.
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Proof :
(1)Let a € B' =for all r > 0 there exists
b € B such that b # a and
la=bl<r,Sla->bl=A(a—D>b)
> min{A(a), A(b)}
=for all » > 0 there exists b € B such that b # a
andlla—=»bl<r,
Slla-bll=A(a—b)
> min{A(a), A(b)}
=a€B=PB cB
(2) From (1) we consider that B’ < B. This implies
that U B’ € BuU B. But
BU B =B (since B c B) and hence BU B’ c B.
Conversely, suppose a €B there are two
possibilities
@HfaeB=a€BUB
= B cBUP'
(b) If a & B inasmuch a € B = for all r > 0 there
exists b € B such that b # a and
la-bl<r,Sla->bl=A(a—-b)
> min{A(a),A(b)}
inasmuchb € B=b+a=a€B’
=a€BUB = BcBUB'

Hence B=BUB'.
Theorem (3.9):

Let B convex set in fuzzy normed algebra (4, X, Il

), then B convex set .

Proof :
Let,beB,0<a<1.
We must to prove that
aa+ (1 —a)b € B.
Inasmuch a,b € B = a € B
there exists sequence {a,} in B such that
a, — a

and b € B there exists sequence {b,}
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in B such that b, — b.
Letz, = aa, + (1 — )b, .
Inasmuch a,,, b,, € M for all n
=aa,+(1—a)b, €M
anda, —»a,b, — b
= aa, +(1—a)b, m aa+ (1 —a)b
=aa+(1—-a)b€B
= B is a convex set .
Theorem (3.10):
Let M subalgebra of fuzzy normed algebra (4, X, lIIl
), then M subalgebra in (4, X).
Proof:
Let,bEM andu,B EF .
We must to prove that ua + b € M .
Inasmuch a, b € M = a € M there exists
sequence {a,}in M such that
a, — aand b € M there exists
Sequence {b,,} in MSuch that
b, —b.
Let z, = pa, + Bb, .
Inasmuch a,,, b,, € M for all n
= ua, + fb, €M
anda, — a,b, — b
= pa, + b, — pa+pb.
Hence a + Bb € M, then M subalgebra
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Abstract
Space-time fractional differential equation with integral term (S-TFDE) has been considered.

The finite difference method (implicit and explicit) combined with the trapezoidal integration formula has been
used to

find special formula to solve this equation. The stability and convergence have been discussed. The effect of
adding an

integral term to the common classical equation has been considered. Graphical representation of the calculate
solutions

(obtained by the explicit and the implicit methods) for three numerical examples with their exact solution, are
considered. All the calculations and graphs are designed with the help of MATLAB.
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1 — Introduction

Fractional order differential equations have excited,
in recent years, a considerable interest both in
mathematics and in applications. They were used in
modeling of many physical, chemical processes and
engineering. A physical mathematical approach to
anomalous partial differential equations (PDE), may
be based on generalized (PDE) containing
derivatives of fractional order in one only (space or
time), or in together space and time. It is well known
that the differential equations represent local
interactions in the mathematical models, while the
representation of integral equation represent the
global interactions of the phenomenon, see for
examples [1, 2,3, 4and 5]. Many researchers used
different methods to solve different models of the
fractional order equations. Meerschaert and Tadiran
[6] used the finite difference method to solve the
space-fractional advection dispersion. R. Gorenflo,
F. Mainardi [7] used Laplace transform to solve
Fractional Order linear Integral and Differential
Equations. J.P. Roop, [8], considered boundary
value problems in R2 with the finite element
method. Our main objective is studying the

following fractional order equation:
a*u(xt) _ 8’ u(xt)

+ [u(x,s)ds +q(x,t) 1

P 7 J (M)

where: 0 < a < 1; 1<B§2,0§x§1,0§t§T

with initial and boundary conditions given
respectively:
u(x,0) = f(x) 0<x<l

u(0,t)=u(l,t)=0
Corresponding to the classical integro-differential
parabolic form:

ouxt) o U(x t)
ot ox?
Considered by [9]. The effect of the integral term
will be studied in both, implicit and explicit

methods, when solving the class of initial boundary
value space-time fractional equation (1).

+[u(x s)ds +q(x,t)

2-material and method

The numerical treatment of fractional order partial
differential equations has its importance because the
limited use of the analytical methods In many cases
there is no analytical treatment for different reasons
concerning the domain under consideration or the
regularity of the boundary or even the equation
itself. Many authors have considered the numerical
treatment of space or time fractional partial
differential equations. Zhuang and Liu [10], implicit
difference approximation for the time fractional
diffusion equation has been considered.
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Also they analyzed the stability and convergence. S.
Shen and F. Liu [11] proposed an explicit difference
approximation for the space fractional diffusion
equation and gave an error analysis. M. Meerschaert
and C. Tadjeran [12] proposed finite difference
approximation for fractional advection dispersion
flow equations. Mainardi [13] the fundamental
solution of the space-time fractional diffusion
equation was discussed, he deals with the Cauchy
problem for the space-time fractional diffusion
equation. Gorenflo [14], a discrete random walk
model for space-time fractional diffusion was
proposed .Diego A. Murio[15],developed an implicit
unconditionally stable finite difference scheme to
solve the linear one-dimensional diffusion equation
with fractional time derivatives. F. Liu, S. Shen, V.
Anh and I. Turner[18], an explicit finite difference
scheme for time fractional differential equation is
presented. Discrete models of a non-Markovian
random walk are generated for simulating random
processes whose spatial probability density evolves
in time according to this fractional diffusion
equation. In this work proposed fractional order
implicit and explicit finite difference approximation
for space-time fractional heat equation with integral
term (1), (S-T FDE). Riemann-Liouvill fractional
derivative of order 1< S <, Caputo fractional
derivative of order 0< ¢ <I, are using, trapezoidal
method has been used to approximate the integral
term, studying of stability and convergence of both
methods, that will be given through studying of
different examples.

3-Theory and basic definitions

Riemann, Caputo and Grunewald, fractional
integral and fractional derivatives that be used for
approximating derivatives, will be given. Also,
trapezoidal rule will be used to approximate integral
term, For more detail, see [15,16,17].

3-1 Riemann-Liouville

fractional Integral of order B > 0 given by the form
[1-18],

B-1
W)= F(ﬂ)j(t s)” ~f(s)ds
R=1

)38 3¢=3¢ 1f=3¢"PWherea>0B>0 (3)
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3-2 Riemann-Liouville fractional derivative of
order

let m denotes a positive integer such that m-1<B<m,
then fractional order derivative Riemann-Liouville
of order 3 will be given by the form:

R B
D =DM JM™Pf(t) This mean
t
R B
D f(t)=
t
d" 1t mp
—| ———](t-s f(s)ds|m-1<f<m (4)
a| Ty /
4"t fm
dt™
DM Jf=1, B>0 wherepf=1 ®)

3-3 Caputo fractional derivate

Let m denotes a positive integerm-1< o <m, then the
Caputo’s fractional derivative of order a given by:

C

a m
= _a 1 .
D t J{n Dt f(t) This mean:
C a
D f(t)=
t
t
L J(t=s)™ ™ (5)ds|m-1<a<m (6)

F(m—a) 0

10
—f(t
dt™
Some properties of fractional derivatives:
r'k+1) th-a

DEt =1T(k—a +1)
0 k<a

a=m

k>a

o k
Since et = Y (at)
Eo T(k+1)

with the linearity of operator Df , then
Dtaeat —a¥ OZO: (at)k_a
k=0 I'(k—a+1)

these infinite series equal zero if (k < a ), let s= k- a
then:

and using first property,

, and since all terms of

Dtae—t —a“% E: (at)S

:aae—t — aaEgt — el/zu Egt
s=0 F(S+l)

>

where a= -1; for a=1then DZe' = €' by the same way

D¢ sin(bt) = (b)* sin(bt + aTH) .where b is constant.
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3-4 Griinwald formula

The fractional derivative can be written with the
help of Griinwald formula as:

dﬂ F( . 1 m
——f(x)= lim—= X9, f(x—kh) 7
dx? m-s h” k:ogk @
Where the normalized Griinwald’s weights
function will be defined as:

Note: that these normalized weights depend only on
the order f and the index k.

M.M. Meerschaert, J. Mortensen and H.P, Scheffler,
[18] developed an extension of the Griinwald
formula for vector fractional derivatives. And use
this result for numerical solution of fractional partial

90=1,0,=-8:9y=

differential equations where the space variable is a
vector.

3-5 The trapezoidal rule

To approximate the integral term appear in equation
(1), trapezoidal rule will be used as.

?f(x)dx;T(f,a,b)JrET(f,a,b),

Where, T(f,a,b) =@(f(a)+ f (b))

3£ (2
£ (f.ab)=00TPE) o)

12
To preserve the accuracy of the overall
approximation of the finite difference representation
of equations (1) we use the composite form of the
trapezoidal rule, suppose that the interval [a,b] is
subdivided into m subintervals

[%_4, %1, 1=12,---,mof widthh:b_Ta; so that

X; =a+ih, the composite rule takes the form

b
JEFx)dx=T(f,h)+E;(f,h)
a
Where:

h m-1
T =2 @+ T0)+h X F(x),

i=1

E; (f,h)=0(h?) :_%hz' Now

for u(x, t); t e [0,T], divide [0,T],

subintervals [ty_;, t ] of width z = T—EO ,lett=k 1

into m
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then
}u(x ,8)ds = %[u(x,O) +u(x,T)]+ rnilu(x,tk) +0(79)

0 k=1

©)

where (k=0,1,2,...,n), neN",

4- Numerical Solution:

Consider equation (1) with the initial and boundary
conditions, where the time fractional derivative is
understood in the sense of Caputo and the space
derivative appearing in the right hand side is
understood in the sense of Riemann-Liouville.

Let yk=u(x ,ty) forall i, k, let X; =ih, h :land
m

ty =kT;r:Tthere i=012,---,m
k=012--,n

Replace  the terms in equation (1) by its
approximation to obtain an algebraic relations which
are satisfied some accuracy at each point. in these
algebraic equations, The approximation will classify
as explicit or implicit according to the appearance of
the unknowns in each equation. The algebraic
system or the approximation is termed explicit, if
the system can be arranged , where that every
equation contains only one unknown otherwise it is
implicit.

Let u*=u(x,t); (i=0,1,....,m; k=0,1,...,n) be the
exact solution of equation (1) at the mesh points
(Xitw)-

Let U be the numerical approximation to exact
solution at the same mesh points (x;,ty) .

4-1 Explicit Method

Explicit finite difference method will be used in this
section, to find approximation-solution of equation

(D).
Using the following approximations:
The approximation of Caputo’s fractional derivative
of order a given as:
“Ulxirtksd) _ 1
ot I'd-a)
K U(xiotje) —U(xi, t) U7 gz
z a
(tk +1 7 Z)

+0(7)

j=0 T jr
(10)

Let s=(tx.1—Z) then equation (10) becomes:

O%U(Xistksd) o 7
ot T(l-a)
(j+)r

Z[U(Xlitk j+l) u(xi,tk— j)] I
(11)

)
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“Ulxitks) o

Lo - I(2-a)
_zo[u(xi,tk,jﬂ)—u(xi,tk,,-)][(j+1>“—(j)l‘“]+o(r)
f

(12)

Lethj =[(j+D)%~(j)"1:j=0, 1,2,... (13)
"Ulxistksd) o 7

) ot I'(2-a) 0<a<l
_Zobj[u(xiatk—j+1)_u(xivtk—j)]+o(7)

f

(14)

Now. Griinwald formula used to approximate
Riemann-Liouville fractional derivative of order 1<
p=2:

_a L%t b u(x 1)

ax

i+1

Zg u(xj— (@ -Dh,t,) +O(z +h)
(15)

Where fori=0, 1,2, ...; 0<B<2;

iPB-NB-2)..B-j+1)

9=L:g,=-4:9;=(-1) i

(16)

LetX; =ih, h——andtk_kz- T_I
m n

Wherei=012,---,m;k=012,---,n.

wzr“F(Z—a);r_hﬂ,c Tzw

Now putting equations (9, 14 and 15) in equation
(1), with some simple algebraic operations, the
general system of equations has been written as:

k k

k-j+1 k-j k+1
_Zobj(Ui I —Uj J):r_zog U|+J+1+
j= j=

k _ _
+ Y c(ul -yl + q:( +o(z+h)

j=0
a7
This system of equations (17) has the forms at (k=0
and k >1) respectively:

i+1
=(1-pr) U?"’ rjgoglu?,jﬂ

j#1

For k=0

(18)
k+1 (1+C ﬂr b1)u|+|’zg Ur+11+1+

J¢1 k=>1

0, & k-1
(L-b)u; + _21(20+bj—bj+1)uf
J:
(19)

+aq’
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By using matrix formula this system will be written
as:  U'=AU" where

UlZAUO
Ut = AUX+ (c+b U+ wGK +

k-1 -
+2(2c+bj—bj.)ui
=

ul=f theiniti alvalue

(20)

Where A =[A;j] is the matrix of coefficient, has
form:

r j=i+1
1-pr j=i=1
_Jl+c—pr—p j=i=23,..m

Aij = ra, j=i-1

r9iju j<i-2

0 otherwise
(21)

Uk=[Uf U5, st

Where f =[f (%), f (%), f(Xg),-o, f (Xpnt)]T

Q=[af.af,...ak 41"

4-2 Implicit Method:

By using the same approximation in section 4-1 to
approximate the fractional derivatives in implicit
formula one will get:

0% U(xi tys) _ 1

at” rl-a)
i U(Xiatj+1)T_U(Xivtj)(J}l)T dz 4 o(r)
=0 1z (tk_l_z)
(22)
Let s= (ty41— 2) we have:
0“UlXistkst) . T

a* T(l-a)

(j+)z dz

Z [u(xi, ti- j+l) U(Xi s tk— j)] I 7 +0(T)
(23)
O“Ulxistkst) o 77
oo I(2-a)
2 [UCi-tie ) ~Ulxi i I D = (5T +0(7)
j=
(24)
Lethj =[(j+D)“~(j) “1;j=0, 1,2,...
(25)

45

o"Ulxitkst) o 7
ot T T(2-a)

J-%)bj [u(xi»tk-js0) —U(xi te- )] +0(2)

(26)
Define this operator'

0<a<l

Z [u(xi, ti—js) —U(xi te- )1 (27)

a
u(xi,
Lh,r (XI tk+1) F(Z— )J—

Let ¢ and ¢, are two constants, then:

“ t
utxi, k1
w_l—ﬁ,ru(xi’tkﬂ) Nl _[ L@[SCr
a 0 (tk+1-5)
(28)

Now, shifted Griinwald formula used to
approximate Riemann-Liouville of order 1< < 2:
o* u(x t)

Dﬁu(xl i)
ax

Zg u(x;j = (i =Dh,ty,0) + Oz + h)

(29)
Where for i=0,1,2,...; 0<p<2
- -0(B-2)...(6-j+1

to=Lty=—p 0= (W=Dl i)
(30)
Put equations (9, 26 and 29) in equation (1), yield

T k—j+1_  k—j __ k+1 +
T(2- a) E: bj (ui Ul ) Z OjUicju
k .

(I -yl ) gl +0(T+h)
_12
(1)

_ «a oy @ _TO .
Letwo=7*T(2—a);r hﬂ,c > then:

i+1 )
(uk+l )_rz_:lg U:HJlH. zc(uk j+l_ k—j)_
Zb kI —uk ) + g+ o(z + h)
(32)

L+ pr-c)ui* ng ufthy = @+ boui + (c+bul

j¢l

kil k+1
+ X (2 +bj-bp)ul + g

=

(33)
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Where i1=1,2,...,m-1; k=1,2,....n-1 further, the
system of equations(33) written at k=0, k=1and k >1
respectively:

(1+,b’r—c)ul—ri§g.u-l =0+’ +oq
i sy jYi—j+1 Ui ql
]:
j#1
(34)
1 —-2—”1_.2.:12_ 1
(+ﬂr C)U| rZOgJu|—J+1 ( +cC b1)U|+
J=
j#1

(c+byul+od
(35)

i+1

L+ pr—c)uft=r ¥ gjuff =@+ 2c-byuf +
j=0
j#1

k-1
Y (2c+bj—bj)ult
i=1

(C"‘bk)UiO"'wqi

(36)

System of equations (34, 35 and 36) will be written
by matrix formula as: AU = U*
Aul=(1+c)U’+ G k=0
AU?=(1+2c—b)Ut+(C+b)U°+ G2 k=1
AU = (L+20~p)U*+(C+b) U+ 0GFH+

ko

ZI(20+b,-—bj+1)Uk+1 k>2
j=1

(37

Where A= [Aj] is the matrix of coefficient, it has the
form:

—r j=i+1

l-c+pr j=i
Aij =410, j=i-1

“rdi_jn j<i-1

0 otherwise
(38)

Uk=[Us U5, . Us 1

Where f =[f (%), f (%), f (Xa)seens F X"
Qu=[ar.a5,... a5 41"

(39)

5-Stability and Convergence:

There are three fundamental properties (consistency,
convergence and stability), that every approximation
of partial differential equations by finite differences,
should possess it. The (Peter Lax theory), below,
Will be shown the relation between these three
properties.

consistency

implies that the finite difference equation is a good
approximation of the partial differential equation,
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convergence
implies that the solution of the difference equation
approaches the solution of the partial differential
equation as the computational mesh is refined.
Stability

implies that the solution of the difference equation
is not too sensitive to small perturbations ( say,
initial data), These properties are often difficult to
verify for realistic problems, but they can be
explained and illustrated quite easily using
difference schemes for some simple model
problems. Peter Lax, has made major contributions
in areas including mathematical physics, in areas of
numerical analysis. He gaves important theory, in
this theory, to prove convergence one can work with
the discrete scheme alone, providing it is consistent.

5-1 Stability and Convergence of explicit finite
differe-nce method, equation (19).

Theorem! (Lax Equivalence Theorem)

If the finite difference method U™ = BU" + kf" is
stable, then”Un —un||§ CTm ?axn 1"Tm” for all n

such that

nk=T. Where:

1- U, ,u, denotes the vector of approximate and
exact solutions(xj, t,) at mesh points(xj, t,)
respectively, T,, dented a vector of local truncation
errors T(Xj, ty).

2- So provided the method is consistent, the
convergence rate is determined by how quickly the
maximum over all local truncation errors (up to t =
T) approaches 0 as

k—0. So “consistency + stability==
convergence”’. For more detail of proof, see
[20,12].

Theorem2 (Gerschgorin’s Theorem):

Let A be a coefficients matrix A=(a;j), and let x =(x;,
X,...,Xp), be an eigenvector of A corresponding to
the Eigen value A. Then for some i we have | x; | > |
xj| for all j#i, and since x is an eigen-value, then

| X = 0 and Ax = Ax or (Al — A) x=0, Which
represents n simultaneous equations for the i"
equation as:

(Z-aj)xi— Xaijxj=0 Then 2 =g; - Zaijﬁ=0
j#i i Xi

These eigenvalue lies in one circles |4 —ail < Taj

j=i
This means there are n circles corresponding to
i=1,2,...n.
Suppose that B(r), 0 <r < I is the (n by n) matrix
given by b = a;; then byj =ra;; ;i# j then eigenvalues
of b(r) lie in the circles |'[ - aii| <t Z|aij| )

j=i
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Since in this method a Grunewald formula is using
to approximate Riemann fractional derivative and
approximate Caputo fractional derivative, then the
consistency proof for this case are facilitated by
assuming zero Dirichlet boundary conditions, So
that the solution may be zero-extended beyond the
interval 0 < x < L. thus the Riemann,Griinwald and
Caputo definitions for the discratization have been
shown to be O (Ax) for 1< <2 and O (At) for 0< a
<1. See[14-15-16].

In view of Lax’s equivalence theorem these
methods converge if and only if these are stable.
Since the system ofequation of explicit written by

the matrix form as: U k+l— AU Kiw = K Where

SPE [THNTATIAY LI A AL A S L
and

f=f (X,t,u,g) at k time step this mean the term of
function add to the stander heatequation, A is the
matrix of coefficients, and is the sum of a lower
triangular matrix and super-diagonal matrix. The
matrix entries A;; for i=1,2,...,m-1 ; and j=1,2,...,m-
1,defined by :

0 if j2i+2
A=<1+0, if j=i
r9i_jn otherwise

While Ago=1, Ag;=0 for j=1,2,....m A, =1 and
Ani=0 for j=0,1,2,...,m-1 with notes(a,b,c and d)
at(2-1) ,and by the Greschgorin theorem the
eigenvalue of matrix A lie in the union of the circles
centered at A; with radius R; > Ajj we have A;

J=i
=+ r g =1 -1 B and for R; we have:
m i+1 m
Ri=2Z Aj=2 Aj=r2 g;<rg=1-A;
i=0 i=0 =0
J=i j=i

Therefore A;+ R; < 1. We have Aii-R;=1—r1  — R;
> 1- 2rB. So that we have for spectral radius of the
matrix A to be at most one, it suffices to have (1-
2r) > -1.which yields the following condition of T,

N
h? g
Under this condition on r the spectral radius of
matrix A is bounded by one ,with spectral radius so
bounded, the numerical error do not grow , and the
explicit method defined above is conditionally
stable. Moreover the explicit method defined above
is consistent with order O(At") + O(Ah™)” where n,m
are integer numbers with (n-1<a<n)and (m-1<f
< m ).This mean explicit method consistent and
conditionally stable then it is converging, the one of
special case is;

if =1 and B=2 the condition become r < 1/2, this
condition of classical parabolic of PDE.

47

Madeha .S/Ahmed .M/Eman .H/Raghad .K

5-2 Stability and Convergence of implicit finite
difference approximate equation (33):
5-2-1 Stability:
the following lemma will be proved for the
system of equations, which are using to
approximate solution of eq(1) by using implicit
way, the coefficients by and g; where (k=0,1,2,...);
(j=1,2,...) satisfy the following:
= b by, forall j=1,2,...
"  by=1;b>0forallj=0,1,2,...

"~ g=-Big>0forallj£ 1 ¥ g, =0
j=0

= for any positive integer n; Zn: g.<0
=’

Suppose that Jik ; 1=0, 1...
approximate solutions of equation (33). Define error

as: Ef = JF —uf for all i; k, the error satisfies system

m; k=0,1,...n is

equations then:

i+1
(l+ﬁr_c)€il_rzogj€%,j+1= (2+3C—b1)5?
};1
(40)
@+ pr—c)eft—r i_izgje%(fjlu: (L+2c—b) ek +
j=
J#1

k=1 . k-l
+(C+b)el +2¢ _lelj + _Zl(bj —bja) ek
i= i=

(41)
Equations (33 and 34) written by using matrix form
as:

AE'=(2+3c—h)E°
AE*! = (1+2c—b) EX+(c+b ) EO+
k=i . ke
2cYE+X(bj—bj.)E?
==
(42)
Where EX =[&f, &X,...eX 11";
Now we use mathematical induction to prove
HEkH SHEoH for all k=1, 2,...,s0 that the theorem
will be done then fractional implicit difference

method defined in equation (33) is unconditionally
stable.

Now when k=1 not that, and g 0, j# 1,then from
equation (40 and 41)

i+l
@+pr—c)et-r _Zogjé‘il—jﬂz (2+3c—bpe?
J:

J#1

i+1
Misi—M2 _Zogjé‘il—j+l: (2+3c—hy) &f
J:

J#1
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Where yp, - 4+ =¢) . = r ;
M= o o) M2 ™ 2r3c—1p

And since (2-3¢ - b;) > 0.

Let [, =], -
i+1

[, =l = pslell w2 2 ot

Jj=1

MAX ]

O<i<m-1

1 i+1 1
< Mifell =Mz 2 gjfel 1
J=
Jj#1

<

=[ <[=91.

, (true at k=1).

i+1
1 1
Migi—M2 2 g &i-j+
=0

1#1

So that we have HEJH - HEO‘

assume that it is true for k= j, this mean:
||E J” < ||EO|| for j=1,2,...,k, now

Ek+]+ EI(+]+

e bl s m—oht Kol

1#1

for k+1 we have, <

o0

= MAX

oo 0<i<m-1

k+]*
&

<@+ pr —C)|8%<+J1 - r;i 9 j‘grjil”l

j#1

k+l_ ot K+
S(l—!—ﬁr—c)gi —rzogjgi
J:

Jj=1
k o k—1 .
A+2c—byeif(C+b)ef+2c> &
= j=1

k—1
+ El(bj —bjD) et
<@+2c—by) HEKHOO (c+bw HEOHOO N
] o -nolek
<@ 2e-b]e9] e boe?] +
e, Hoi-o10fe,
= “EOHQO so thatHE k+1”w = HEO”OO

5-2-2Convergence:

Let U* be the numerical solution of equation (33) at
mesh-points (x;, ty), where i=1,2,...,m; k=1,2,...,n,
now, define error as:

e=u(x;, t) -UYS foralliand k.

. k_,k k kAT
sincee” =(€°1,€ 2,-.-,€ m.1) »
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substitution ekj and ¢’ into equation (41) we have:

i+1
(1+ﬁr—C)eil—rZogjeilfj+1= (2+3c—byef
j=

j#1
i+1
1 1 _ 0_pl
Mlei_Mzzogjeifjﬂ_ei—Ri
J:
j#1l

i+1
L+ fr-c)ef™ -1 gjeifis=(1+2c-bel
J.:

JEN

0 K k-1, pk+l

(c+brei+2c el + Z(bj—bj.def "+Ri"
=L =

We have (i=1, 2, ..., m-1; k=1, 2,..., n) and

|RK| < C(e2+77h)

Then, using of the mathematical induction to give

the convergence analysis as follows:

for k=1, “91“00 :"e{'”w = MAX |e,1| Then

0<i<m-1
1 i+l
e <mifelf-m2 % g fef
0 j:O
]#1
i+1 1
< M1|eﬂ -M2 'ZO g j‘ei,jﬂl
j=
j#1

=<

i+1

1 1 — k

Miet=M2 2 g el jul =[e? +RI|

=
1#1

Since ¢’=0 and |Ri(| <C(£2**+7%h)
s <o

Suppose that He j“ <Cb7Ly (2% + 77 h)

For j=1,2,...,k, we prove that true for k+1
e i -

Not bj*<bg% j=01...k

MAX ek

0 <i<m-1

i+1
‘e}wlt <L+ pr—c)lely - fE? gjet]
J#
i+1
<@+ pr —C)‘erﬂ —-r 'zo 9 j‘erjilﬂl
i=
I

i+1
<|@+ pr—c)eft—r > jel
j=

j#1
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A+ 2c—bpef(c+by)el + 2ck_fe,i
= the boundary conditions u(0,t) =u(1,t)=0,t>0;

k—1
k—1 k o ey oy
+ jZ::]_(bj —bjDe T+ R and the initial condition (x,0)=(x*=x), x € [0,1],
where the exact solution is u(x, t)=(x-x")
(sin(t)+1)
<@+ 2¢c—by) HekH +(C+by) eOH + Table 1 shows different choice of n, m, a and B, for
- i} = two methods.
+ 2c ZJ“e J” +>X(Mmj—bj+) ||ek_1|| -+ |R%‘”‘| cha |« | B n m | 7l T2 errl | err2
j=1 © j=1 oo
! ! 1 8 13| 1004 | 10 | .0001 | .0007 | .018 | .013
Sj ) Candll. i 2 S| 15|50 50 | .2 .06 .01 .0038
noefed]| scpitireremmian He JH@ =0 3 [ 81350 (202 |05 |.01 |.0038
K—1 K—1 Table 1
<[@A+2c-b)biHy+2c bty + Z(bj—bjs)bil 4l
. ; = = Figurel illustrates the exact solution and the
C+ %)+ ‘Rl ﬂ numerical solutions obtained by using explicit
) A, method tablel shone the choice of n, m to achieve
Using bj~ S by for j=0,1,....k and|rf| < C(z** + r*h) condition of stability, the large step of time gives
k71 kfl cmq" mavi’mnm Arrnr ‘XH‘"}"\ ﬁVF‘fl n R
<[@+2c-b)b+2c b+ = (bj—bj:) bl o L
j=1 j=1 T
C(T1+a + z_a h) + C(Tl+a + 7 h) | -
"_r,n;:::::ogo .l
1 1 k-1 1 k-1 1 max-emi=0.018
bl [+ 2¢ —b) byt + 2¢ T b+ X (b —bjs) bl +1 guaERaTLs

j=1 j=1
C(T1+a + Ta h)

bilC( + 2% h){(1+ 2 —py) + (2c(k —1)k_ii(bj ~bj) + bk} “
iz

\
\
3

o “ (5 [ 0 " "

so that ”ek+1ﬂ <Chbt(z¥"* +thy fork =01,... -
= Figurel. numerical and anlaytic graph of soluthins
Hence there is constant C such that: using explicit method of examble 1

“ek‘*’lﬂ < Ch (£ + 7h) for k=0,1,2,...

Figure (2) illustrates the exact and the numerical
solution by using implicit method, for a = and § = at
two time-stens with different choice of (h. 1.

Ifkt < T is finite the convergence is given by the
following theorem:

Theorem3: let Uki be approximate value of u(x;, ty)

computed by using equation (33), then there is a o B e
positive constant C such that: 1] e o ShE
UK =u(0, 6| <Clr+h)i =12,.. =Lk =12,...n =
% bests T X \
6- Numerical Examples: i""ﬂiiﬁj& Y N
.-‘mm-ennll . ;: x Y
Three examples with known exact solutions are 57 \
considered. The examples are chosen such that the T \
behavior of the solution has different ":*?V.;?" \
characterizations with space and time ranging from S . W A T i
polynomial, smus.mdal and .exponentllally decay. Figure2. numerical and anlaytic graph of soluthins
Example 1: consider equation (1), with using implicit method of examble 1

) . @) x%7*
a0 t) = (% =x*) sin(t = £)) = sin() +1) Ta-p 43)
_T@x*#

r@4-5

Figure (3)illustrates the exact and the numerical
)~ T(2.6275) (x* = x*) solution by using implicit method, for o = and B = at
two time-steps with different choice of (h, 1),
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Figure5 and 6 show exact and approximate solutions
by using implicit method, with different values of a
and B. Both are choosing to show how the
approximate solution go to exact solution with large
values of n and m.

= fepld)

Figure3. numerical and anlaytic graph of soluthii
using implicit method of examble 1.

rspace

Example 2:consider equation (1), with Figure5. numerical and anlaytic graph of soluthins
B T x*? 1)’ using implicit method of examble 2
a0 = el )~ (T T

rG-p) T(-p) ! (i)
~(r(®)-T(254) (x* - X o

(44) ok

the boundary conditions u(0,t) = u(1,t)=0, t>0 ; and

the initial condition u(x,0) = (x*-x*), x e [0,1], -:
whose exact solution has the form u (x,t) = (x*—x°) &[:3—
(exp(-t)). ok
00t ¥
N
Table 2 shone different choice of n, m, a and f3, for : R St r::’,: e ; ‘ ‘ |
tWO methods. 01 T 03 04 x‘s;‘;“ 06 a7 08 09
chala |B [m m |+ |2 |erl]ear Figure6. numerical and anlaytic graph of soluthins
4 S| 15| 16e4 | 20 | St 2 | St 9 | .026 | .0098 using implicit method of examble 2
S| 1.5 | 2500 | 50 St 2| St 9| .007 | .005
5115 [ 40 100 .01 0z | .027 | .00a Example 3: consider equation (1), where
Table 2 q(x, t) = (e H)[sin(zx) — (= ” sin(zx +%ﬂ)] (45)
Figure4 shows the exact and approximate solutions —([C3)~T(2.54))sin(zx)
using explicit method; goes to exact solution with With boundary and initial conditions: u(0,t) = u(1,t) =0;

high time step, different in error with different

cheice of 1 at table 2 shone that. t € [0,1] ;u (x,0) =sin(nx), x € [0,1]; with the exact

solution u (x,t) = sin(nx) ( exp(- t)),
ke )

01 N=20; N=160000
tstep2  tstepd
Mxerri= 0026
Mr-em2=000%8
a05; bet§

E 2 = L L ” L) “ -OS “” o “ L1 1
xspace xspace
Figure4. numerical and anlaytic graph of soluthins Figure7. numerical and anlaytic graph of soluthins
using explicit method of examble 2 using explicit method of examble 3
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Figure7 shows how the approximate solution goes
to the exact solution with choose the higher time
step, with fixed (a = 0.8, B = 1.5) and choose (n =
10”4; m = 10) to achieve the condition of stability.

(m=40.:n=40

l=0.5; be=1.5

| max-emi=0.2
max-em2=0.1

3] " (3 " 0] " 1] 1
xspace

Figure8. numerical and anlaytic graph of soluthins
using implicit method of examble 3

Figure 8 shows how the maximum error become
small with high time step (t = 0.075; t = 0.25), with
fixed (a= 0.5, B = 1.5) and choose (n = m = 40).

2i=08 ; bet 5

| max-emi=0.159
maxem019 |

0 " ” L3 " " “ “ “ L1 1
e

Figure9. numerical and anlaytic graph of soluthins
using implicit method of examble 3

Figure 9 shows how the maximum error become
small with high time step (t =0.075; T =0.25), and
with large choice of (n = 100; m = 40), fixed (a =
0.5, B =1.5).

el sl
1= T T T T T : T T =
this figure:not out conditio
4 -4
m=10 ;n=1000
It 4
2 4
3
x1 & e s St
5 JPSA et 5 o R
i B
[ + —
1- 2|
- 4
= 4 i L i i i L =
] 1] [’} (3] " [ “ 1] " [T} 1
»apace

Figurel0. where (m,n) are not satisfy condation
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Figure 10 shows what happen to approximate
solution with chosen values of n, m that didn’t
achieve the condition of stability.

IF (et sinfp)
T

t/ s : : : i

o Ml Here W chiotse et ; X
choosen 200 | i ; N

large to see the ugo | ! Y

M fo.exact seltion vith.. : ‘

. / large n. ; ‘ i Y
" ” 1 " 5 [ i [0 » 1

xspace
Figurell. where (m,n) are satisfy condation

Figure 11 shows that good approximation with
chosen large n ,m with fixed n and m achieved
condition of stability and fixed a and .

U (exp4'sinpP)

20132000 with fised dl and be and kesp the | ! "
....{conditen of sttt the approimate soion goto... | ; LK
exact with largen m : { : H
| | | | | \
| 1] n [} " [ 1 1 [ 1] 1
space

Figurel2. shown the same example with choice n,m large

Figure 12 shows the choice of n = 20, m = 32000 the
condition of stability is done and with fixed o and 8
good approximation with chosen large n ,m.
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Conclusion

in this work implicit method gives approximate
solution better than explicit with the same time and
space split periods i.e same choice of (m,n). see
Figure (1-9). Morever implicit method is
unconditionlly stability and it’s faster than explicit
method because it isn’t need high value of m or n to
give small error. The explicit method has stability
with this condition , _ z% _ 1 ,this mean if we

h? =~ B

choose m integer number (i.e choose h= 1/m) then
we must choose n (i.e 7=1/n ) tosatisfy this quality,
see Figurel0 where (m,n satisfy
condation ) ,Figurell shows the same examble but
with n,m to satisfy condation ,Figure 12 shows the
same example with choice n,m larger than Figure
10,11.The adding of any terms, like the integral
term, will don’t give any changing in stability and

are not

converg ,because, (since we use the method of
trapezoidal to approximate integral term and it has
error smaller than the order error of exiplicit or
implicit methods, with this not: exiplicit method
don’t change in condition of stibilety).
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Abstract

The main aim in this paper is to look for a novel action with new properties on Complex Lie Group from the
Lemma of Schure , the Literature are concerned with studying the action of Lie algebra of two
representations , one is usual and the other is the dual, while our interest in this work is focused on some actions
on complex Lie group[10] . Let G be a matrix complex Lie group , and m is representation of G. In this study we
will present and analytic the concepts of action of complex Lie group on Hom — space. We recall the
definition of tensor product of two representations of Lie group and construct the definition of action of Lie
group on Hom — space, then by using the equivalent relation Hom(w,,w;) = w;® w; between Hom and
Tensor product , we get a new action : Action - complex Lie Group on tensor product. The two actions
are forming smooth  representation of G [8],[9]. This  we have new action which called
triple action of Complex Lie Group G denoted by TAC — complex Lie group which acting on
Hom(Hom((ws®w,),w3), Hom(w,®w;, w*)).
This TAC is smooth representation of G. The theoretical Justifications are developed and prove supported by
some concluding remarks and illustrations.

Key words : Hom - Space , Tensor Product , Action of Lie Group , Complex Lie Group .

Mathematics subject classification: 64540.
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1- Introduction ey K i - £ o VW i .
A complex Lie group is a finite dimensional analytic ‘

manifold G together with a group structure on S

G, Such that the multiplication GxG — G and WA= | < ol Y alnewme 3[R
attaching of an inverse g-g™l: G->G is " v N l 7 =4 ot
analytic map [4],[6]. wew, F F wew P W
A matrix Lie group is any subgroup G of GL(n,C) ’ . . '

with the following property [7] . If A,, converges to Diagram 1.

some Matrix A, then A € G or A is not invertible Forall a € G,v e (Ws @ W,)

[5]. The Schur’s lemma introduced the concepts of (@), = (@) o F, o (m,(a)"* ® my(a)?) o F,
Lie algebra on the space of Linear maps from W, o (m3(a) © Fs o (s (@)~

into W, ,which denoted by Hom(W,, W;) [1],[3]. D 74(@) D)

Also introduced the concepts of action on Hom — Forall a € G,v € (Ws @ W,).

space of two representations of Lie algebr [1].
Also the main work here is to give a representation
of complex Lie group by intertwine these actions
(representations) and to give representation by
intertwine duel of these actions (representations) and
Then generalizing them.

Where the arrow that makes the diagram 1
commutative  is homomorphism of groups
G into GL((Hom(Ws @
W4-)1 W3*)1 (Hom(WZ @ Wl! W*)))
Let m;: G —» GL(W;), and
n:G = GL(W), for i=1,2,345.
The TAS of complex Lie group G on

2- The TcoA of complex Lie Groups on Homy (Hom((Ws @ W,), W3 ), Hom(W, @
Hom - Space Wy, W*))

In [2- P327], the Schur’s lemma introduced the is given by a representation = such that
concepts of action of Lie algebra on Hom space n(a) =m(a) o Fy o (my(a) ' @ my(a)) Vo F,o0
of Two representations of Lie algebra. (m3(a) o F3 omg(a)™* @ my(a)™h),

Lemma (2.1) [2]: Forall a € G .

Then the TAS of complex Lie group G on

Suppose that m, and 1, are two representations of
Homy, (Hom((Ws @ W,), W5 ), Hom(W, &

Lie algebra g action on finite dimensional space

W, and W, respectively . Define an Co-action of g Wy, W™)) is also given by representation 7 such
on Hom,,(W,,W,) , m: g — gl(Hom, (W,, W,)) for that

all xeg, Fe Hom(W,,W,), my(x)F — Fr,(x) n'(a) =n"(@) o Fy o (m3 ()t @ mi(a)) ) o F,
m(x)(v) = m,(x)F(v) and Hom (W,, W) = o (m3(a) o F3 omz(a)~!

W, ®W, as equivalence of representations. @ mi(a)™).

Lemma (2.2): Proof of Lemma (2.2):

Put Hom(Hom(Ws @ W,), W3), (Hom(W, & Let TCoA of complex Lie group G on

W, W*))) the K — vector — space of all Linear Hom(Hom(Ws @ W,), W5), Hom(W, @ W;, W))
maps (Hom(Ws @ W,), W) onto (Hom(W, @ IS

Wy, W). induced by the representation

Define m:G —» GL(Hom(Hom(W5 @ w:G -

W), W3, (Hom(W, @ Wy, WH))), GL(Hom(Hom (Ws @ W, W5), Hom(W, @

by m(a) =m*(a) o Fy o (mx(a) @ my(a)) ™" o W, W)

Fom3(a) o Fs o (m5(a) @ my(a)) ™,

forall a€G, F, € Hom(W; @® = /F\ /F\
- 3 - S PO 1
N, W, w

Wy, W) W Wiew!
F, € Hom(W; @

15N XN N
F. TCeTC (a)f= /\_:7 /\\// /}//
: N N -

W4,, W3*)

€ Hom(Hom(Ws J =S
@b W,, Ws5), Hom(W,
D W, wH)). Diagram 2.
n(a), =m(a) o F; o (my(a) @ my(a))™ o F,
o (m3(a) © Fy o (ms(a)™"
@ my(a) )

WeW,
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such that m(a) = 7(a) o F; o (m,(a) ™t @
m1(a))™) e F 0 (m3(a) o Fy o ms(a) ™'
my(a)™)

Forall a € G. Thus m* is a representation from
G to Hom — space

This arrow makes the diagram 2 commutative .

Remark (2.4):

Since Hom(Hom (Ws @ W, Wy), Hom(W, @
W, W) = (Ws @ W, W5) ' ® (W, ® W) ®
W) = (Ws © Wy) ® Wa)®((W; @ W)®W™)
So we construct an action of G on the product ,
Let m(G) » GL(((Ws @ W,)®@W3)®((W; ®
WH®W*/)) ,then m forms a representation of G
acting on vector space

(W5 @ W)RW)®((W; @ WH'W™)) . ,
canianica
(W x W) x Wy x (W x W) x W/ —map

- (W5 © W)QW;Q(W,
ew’)

9
Linear map

bilinear map

Kx (WsXx W) X Wy XK x (W, x W) x W/
Diagram 3.

£ (g x W) x wy x (W x wyi) x w/)
=w/ o (w; @ wy) ows
o (ws X wy)
g (s @ w)HeW:eW; ®w)Hew’)
=w/ o (w; @ wy) ows
o (ws X wy)
FOI‘a” Wsg € Ws,WS € Ws,W4 € W4,W3 €
Wy, w, EW, ,w; €W, ,w/ €W/
A T3 Ty Tq
G- GxXG —— GL(Ws @ W,) x GL(W5) x
GL(W, @ W;) X GL(W/)

ary

v

GL(Ws ©

W)QRGL(W3)QGL(W, @ W,)QGL(W/)
Diagram 4.
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G-GXG - GL(Ws ®W,) x GL(W3) X GL(W, @
W)GLW/)

GL((Ws @ W,) X W3 x (W, @ Wy) x W/)

GL((Ws ® W)QW,Q(W, & W,)@W/)
Diagram 5.

That 7 is a representation of G acting on

GL((Ws ® W,)QW,Q(W, & W)@W/)

where m;,i = 1,2,3,4,5 are five

representations of G acting onW; ,i = 1,2,3,4,5

respectively ,thus :

n(ab) = n/ (ab) e W/ QW, ® W) QW,Q(Ws ®

W,)
n/ (ab)®m;(ab) o (W/) ) ° my(ab) ™ (W, @
W1) @) © m3(ab) W3 (v) © my(ab)™ (Ws @ W) ) =
m,(ab)™! @ m4(ab))®W;(ab) '@ my(ab) ®
m,(ab)®m,(ab)™' ®mu’/ (ab)
n(a) o w(b) = m(b)(w(a)) = n(b)(w/(a) o W/ ) o
T (@) (W, @ Wh) ) o mz(@)Ws(v) o m3(a)(Ws D
W4)(v) = ”/(b)( ”/(a) ° (W/)(v) oy (b)my (@) (W, D
W) @) © T2 (D) (@)W (V) o 3 (b)m3(a)(Ws D
W) w) =/ (ab) e W/ (W, @ W;) @W;®@(Ws &
w,).

m(ab) = n(a) o w(b)

7 is a group homomorphism of G on
W)RW,Q(W, @ W,)QW/).

GL((Ws ©

Ws @ Wy———» W, ——I, & W, ——»W/

3 (a)lg U ("l)l'E m1(a) 15 {ﬂ/ ()

Ws@W, —pW;—» W, dW,—» W/
m,(b)|=

3 (b)l = . (b) |= Eln/(b)
Ws W, T W, W, & We— W/

Diagram 6.

3- The TCoA of Complex Lie Groups on Tensor

Product

We have been introduced the triple Co-action
of complex Lie groups by the tensor product of the
five representations, which are TCoA-complex Lie
groups on tensor product
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(W, ew,e(( W, ew,)a( W, @w,))) and
constructed this definition. Depending on what has
been mentioned above, IT is called Triple Co-Action

of complex Lie groups on tensor product denoted by
(TCoA-complex Lie groups).

Example (3.1):

Let IIsR —— GL(2,€) such that

10
I1,(a) = , for all a € R, TR —>
' 1 1 2x2

1 2
GL(2,C) such that l‘Iz(a):(0 J foralla e
2x2

R, R — GL(2,C) such that

2 0
I1,(a) = , for all a € R, TR —>
’ 2 1 2x2

10
GL(2,C) such that IT,(a) = ,forall a e
1 1 2x2

R and ITs:R —— GL(3,C) such that
1 01

I[I@)=2 1 0| ,forallacR.
0 1 0 3x3

The representation IT of GL(W, ®(W,®(W,
AW,)&( W, ®W,)))) is:

.6 —> GL(W, ®W. (W, eW)d( W,
®W,)))) = GL(M(8x3),C), such that

M@ = (ME®IE@) '® M@e ()

he@)eIl; (@ ) , where I* is dual
representation
0 0 1
[ 90 2 20 2 4 o
11 0 2 0 1)\0 2 11 2 2
HERE
2 2

1020 12 2 4 0 0 1
1122 Jo10 =2 10 1 1
® ®-> 0 -

00 2 0 00 2 4 11, 2 2
002 2J), 000 2J, I
2 7 2
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(2 2 -4 —4 0 0 1
12 -2 <4 (10
_ ® o -1 o _1L
00 4 4 11), 2 2
oo 2 4 211
2 2 Jas
22 4 4000 0
12 -2-4000 0
00 4 4000 0 0 0 1
00 4 00 0 O
_ o Lo -1
2 2 -4 42 2 -4 -4 2 2
12 2 412 2 -4 21,01
00 4 4 00 4 4 2 2
00 2 4 00 2 4),
0 000O0O0OO0O0OO0OD0OD0TODOO0TO0O0 2 2 -4-40
0 000O0OO0OO0OCOOO0OODTOOOTDOTODTI1 22440
00000O0O0OO0OO0CO0OO0O0CTODOOTD OO OO0 4 4 0
00000O0O0OO0OCOO0O0CTOCDOOTDODOTO0OTO02 40
0 000O0OOOCOOOODTOOOTOCTO 2 2 4 -4 2
0 000O0O0OCOODODDODTODODOT OO0 1 2241
00 00O0O0CTO0OO0OO0OO0OO0O0TOOOTDOTO O 0 4 4 0
00 000O0O0OO0OOO0OO0OODTOOOTOTODTOOTZ2 4 0
4122 000000000000 -1-12 220
—%—112000000000000—%—1120

H
|
~
|
~
Nlw e o o

|
w

000000 O0O0O

o
o
o
o
o

e

Proposition (3.2):

57

Let I1:G — GL(Wi), IT:G — GL(W)
for i=1,2,3,4,5 and the TCoA-complex Lie groups
of Gon (W, ®W,(W, @W,)d( W, ®W,))))
is given by a representation IT such that
M@ = [(M(@)oWie W; o IT; (@)@ (Tx(a)eWae
W o IT; (a) ")eIa(a)oWse Wy o IT; (a)

for all acG.

o o o o

24x24
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Then the TCoA-complex Lie group of G on (W, Proposition (3.3):

BW.E(W. ®W,)&( W, ®W,))) s also given Let Wifor i =1, 2, 3, 4, 5 are finite vector
) ? ' J spaces, W is the dual of vectors W;, for [
by a representation IT*, such that:

[1%(a) = IT; (@) » W, o W, o (IT; (&) = (TT;8) * o W, o it efd) & P8R oA PEgE 9™ *°

@) (W ©W,(W; oW, )&( W, @W1))T*.

for alla e G.
@ (W, ewy)*e (W ew)»e W, )*®
Proof: Let TCoA-complex Lie group G on (W; Ws)
AW,((W; @W)® (W, ®W))))) is induced by @) (W, @W)d(W, @W;)® W, )®Ws).
the representation .G — GL(( W, ®(W,® @ (W, @ W )eWy)® W, )W),
(W, @W,)@( W, ®W,)))) such that G) (W, @ W)W, K)® W, )®Ws).
M@ = ((i(a)oWse W, oITz(a))®(IT,(a)oW,o 6 (W, @ W)ew,;) @ W, )e(W." K)).

W; olT5(a) *)elly(a)oWyo W; oI1s(a) ),

for all aeG, WS'XV\/l’ eWsxW,, TI; e
(W3,(W2xW1)), TTs € Wsx W,

To show that IT*:G — GL(W, ®W,(W,

@ (W, W, oW, )o(W, K
W, ))®Ws).
(8) [(Ws(W,&(W;@W,)D(Ws@W,))]***

QOW,)® (W; ®W,))))* is a representation, such that i (W5 ®(W, ®(W3 ®W2)®(W3 QW) if 1 is an even number

* _ * -1, ° * o * ° * - - . .
@ = (15 (@) "oWse W, o(IT, @)=(11, (=) (W, ®W,)*S(W, @ W) *QW,) @ W, if nisan odd number
YoWzo W, o [T ()@ 1T (a) *o

Wse W e T, (2))) Proof:
is a representation for all acG and IT, < (W; (1) = (2 To show [(W; ®(W4®((W3*
QW,)*, IT; € (Ws,(W,QWy))*, BW,)®( W, ®W,))]* =

IT, xIT, e (W,®W,))* since (W, @Wy)o( W, aw)9)e W, e W’
1T (@) = I1,@) "o W, o W, o (IT,(a) » (11, (2) * o W, o W I T @) B (11, @) * ;{v%(mw)(a»)

For all a e G, II,:W,—>W, and Mxie(W; @WewWy), T, € (W, @ W),
I1*(ab) = (IT(ab))* = (I1(b) o I1(a))* = IT; e (W, , W), IT; xIT; = (IT, xIT,)* € (W, @ W) ® W, )
I1*(a)oIT*(b) . Thus IT* is a representation from and there exists an intertwining map
G (IT* is a group homoorphism of G) v (W @W, (W, eW,)e( W, W) —
(W ewye( Wyew)me W)W,
W; W, W, such that
AN w " TN - AN
il % 2N i B y(IT*(@))(v) = TT*@)w(v), for all v.e W xW,
AL "N rdl o g {ﬂ" X¥) ° and v is an invertible map.
L W, A s (W, 3'9/)
N T (3] B L) B L, =P (e)ene
'r\ e ' :‘.
,.‘{’s 5 l ,"Q\{ ’.zf;* | 1) = (3) To show ( W, ®(W4®(( W, ®w2)@
AR R .’ el B »* (= P\
, ’ Ay
Sty > Wy > (W, 8w, )" @ ( W ow ))* =
Diagram 7. (W, @ W) Ya(W, ® W, )® W, )®Ws), since
(W, wWo)x = (W, W), (W, w)* =

(W W), W= W, and W' = W,

This arrow makes the diagram 7 commutative.
By the same methods, we have the other parts. m
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Example (3.4):

Let IT, i = 1,234, I;S" — SO(2)
GL(2,C) and I15:S* — O(3) = GL(3,C), where G
=S, (n=2,m=3)and Wi, i =1,2,3,4 are the C-
vector spaces of dimensional 2 and W5 is the C-
vector space of dimensional 3 such that,

cos@
sind  cosO
1 0 0
, 0<0<2m, i>=—1, T1,(e")=| 0 cos® —sin |, 0
0 sind
< 0 < 2n. The TCoA-complex Lie group G on (W,
AW,((W, ®W,)®( W, ®W,))) is a representation:
I: $' — GL(W, @W.,(W, eW,)a( W,
®W},))) such that

Hl(eie):HZ(eie):H3(eie):H4(eie): —sinf

cos0

Ahmed .K/Taghreed .H

I1*(a) = (TT5(2) * o W, o W; o (IT; (8) = ((T1,(8) " o W, o W, o I §2) DERLRY * 2M¥a 606 °T1(80)

IT*(e") =T1,(e™") ®(IT; (") ® (1T, (e ") BIT; (") ®UL, (e ") ®TLA") |

1 0 0

, cosh —sinf cosf sinf)| (cosf -sinf
=0 cosf -sinf|®| . , _
_ sinf  cos -sinf cosf) (sinf cosf
0 sin® cosh
cosd sinf| (cosf -sinf
-sinf cosf) |sinf cosd
cosf 0 0 —sin 0 0
0  cos’® -sinfcosd 0  -sinOcosd  sin’0
| 0 sinBeosd  cos’6 0 -sin’0  —sinfcos
|sing 0 0 cosh 0 0
0 sinfcosd  —sin’0 0 cos’0  —sinfcosd
0  sin®  sinbcos® 0 sinBeos®  cosd )
cos’0  sinOcos® -sinfcos®  —sin’0
-sinfcos®  cos’O sin’0  —sinOcos
sinfcos®  sin’0 cos’®  sinfcosh
-sin’0  sinfcos® -sinOcosh  cos’d

4x4

2 . . . 2
cos” 0 sinfcos® -—sinBcos®  —sin” 0
. 2 ) .
—sinBcos®  cos“ 0 sin“ 0 —sinfcos0
. ) 2 .
sinBcosO sin” 0 cos 0 sin@cosO
.9 . . 2
—-sin“®  sinfBcosf —sinBcosH cos"0 ) .
cosf 0 0 —sinf 0 0
2 : . 2
0 cos'60  —sinfcos® 0  —sinBcos®  sin°H
. 2 .2 .
0 sinBcos®  cos 6 0 -sin“6  —sinfcosH
sin 0 0 cosf 0 0
. .2 2 .
0 sinBcos®  —sin’6 0 cos’6@  —sinfcosH
. . . 2
0 sin"f sinfcosf 0 sinfcos0 cos’b ) .
2 : : .2
2c0s°0  2sinfcos® -2sinfcos®  -2sin‘6
. 2 ) .
-2sinfcos®  2cos 0 2sin"@  —2sinBcosh
. .2 2 .
2sinfcos®  2sin’ 0 2co0s° 0 2sinfcosh
x4
Lindeos’ 0 0 s s 0 0
0 ws'y dsnbans’h 0 s’ 2sntbeolt 0 indeo’d sttt 0 dsnfbenlh dsnfeosh
0 ide’d 2ot 0 sl beos’d Dsindansh 0 2sfheelh dsndeo’ 0 i s Dsin B
nbass 0 0 2os'f 0 0 2t 0 0 nbeds 0 0
0 st Dsn o’ 0 o'd Dside’ 0 2l basth dsn’sd 0 Yinbors’d s Do’
0 0ot 2sindeos'd 0 snboe’) dus' 0 2inthomd 25’ ol 0 2t dsndeos’D
2Zibets 0 0 iflesh 0 U S 0 et 0 0
0 s’ 25l bl 0 20t -2sin st 0 'y s’ 0 Dsinfeos’d 2sn sl
0 b Dsinfansd 0 sttt s sl 0 indeo’d 2es't 0 sttt s’
st 0 0 snfo’ 0 0 Dsndos’ 0 0 2ush 0 0
0 2500”0 25’ oosd 0 Qsinde’) 2ndeosdd 0 2ande’) inddasdd 0 20 dsiboo’d
0 st 25 sl 0 sl beod Dsidansd [T R ) 0 deo’h 2ot
sided) 0 0 it 0 0 it 0 [ 0
0 et datledt 0 2afedd 2iflet 0 2ifbedd bt 0 bt i
0 2ttt 2sindos’d 0 tosh 2snd0eo®d 0 25 hesd Dsn o 0 ]
25 st 0 0 Ysnbos’ b 0 0 2in'h 0 0 25 feosh 0 0
0 25 b’ Dsin s 0 lindeo’d dsnbeot 0 ittt D' 0 2sn oo s st
0 2ttt s st 0 st bt 2sinf’ 0 20 2 st 0 s oosd 25 bous?d
bt 0 0 i’ 0 0 dibestt 0 1 et 0 0
0 st s bosh 0 st D' 0 b’ dintbeold 0 Db’ 2sinosd
0 et datedt 0 2'h 2ttt 0 2afbeds dide®d 0 ifed st
a0 0 it 0 0 it 0 [ N I 0
0 st bt 2sin'h 0 st 2sin st 0 dinteld sihost 0 2snbeo’d 2sil Dol
0 sth s st 0 sttt dsnlbeoh 0 2in’Best 2sn sl 0 Dint oo 2sndos’




sdocd
0
0

2 hosd
0
0

25 bt

2ty
0
0
s
0
0
25 oosd
0
0
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0 0 it 0 [N L~ I 0
st 250’ 0 2ttt -Dsin’ Dt 0 b0 ot 0 st Dt
sttt s’ 0 i’ bsh 25 o’ 0 st st -2si b 0 W) 2k hosh

0 0 a0 [ LN T 0
s e s Bt 0 sinfos’d 25 s’ 0 2'esh 2sn'd 0 st oo 25 st
st eosh ~Dsn o 0 il badh dsnboss 0 2ath s bush 0 sttt s Do

0 0 2t 0 0 e’ 0 0 25 Dosh 0 0
25000t -2si bt 0 ') 250 0 sl 25 Dol 0 s feostd -2si’ st
200 2sn b’ 0 2t o) 0 2t Dsindeos’ 0 2 hosh 25 s’

0 0 25 osh 0 0 s st 0 0 sinfos’ 0 0
sttt 200 fhedd dedtesd 0 dsfhod 2t 0 it 2antdase

uth dsnhosd 0 st 2%’ 0 2t dsntbeo®® 0 bt Dsndeos’d

0 0 sndoosd 0 0 bt 0 0 i easd 0 0

ah b 0 s 2l beald 0 2afo’ dsnteo®d 0 bt dsnosd
sinbe’s 2’ 0 st dsndonsh 0 2inush Dsiansd 0 s’ fost s st

0 [ 0 it 0 0 ket 0 0
et sl b 0 J') bnbedd 0 25000t -Dsin st 0 dsnbs’d s deos”
2ttt 2sindeo’ 0 lindeo’d dus'd 0 2in'homd s o’ 0 2ot 25l Dol

) 0 it 0 [ L 0
Qesinfosd 25l bl 0 20 Dsir bosh 0 't s’ 0 bt 25 st
ittt snde’d 0 2abesd 2fhed 0 2’ o't 0 dinfhade Dindes

0 0 sinfaod 0 0 Ysndos’ 0 0 ) 0 0
st 2sin st 0 sndo’d 25 s’ 0 Dindo’d s o’ 0 ot 2sidus’
b Dsinlhodd 0 st -Dsinbes’ 0 200t dsndio’ 0 tsnbae’) dus'

Proposition (3. 5):

Let IT;, i = 1,2,3,4,5 be representations of G
acting on K-finite dimensional vector spaces W;, i =
1,2,3,4,5 respectively, then the TCoA-reductive Lie

group of G on H(Qm
(Ws,Hom( W, ,Hom((W3,W2)® Hom(W3,W))) is
equivalent to the representation IT; ®(IT,®((IT;
M)® (II;®M)) of G GL(W,
Q(W,4(( W; JW,)d( W; W)))).

on

Proof: To show that:

(W @W.B((W; W)@ W, BW,)))—>
H(Qm (Ws,Hom( W, ,Hom((W3,W,)®
Hom(W3,W,))) s defined by
w(W, ,wy) =F forall W; e Wsand w; € W,
where F: W5 —— W is a linear map defined by F(v)
= W, (Vwy, for all w,, W: eW,, v e W
o pBekK weW;

w(a W, +BW W) = (oW +BW, (v))wy

bilinear map,

= a W, (V)wy + BW, (V)w,

= ay(W; wy) + By(W; ,wi)
Other for all w;, W; e Wyand W, € W,
wows + BW;) = (W (v)(aw; + B W)

v

60
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= W} (v)(owy) + W5 (VB W;)
= a Wy (Vw; + W, (v) W,
W(Wg.awy + BW]) = ay(Wgw;) + y(Wg,
W,).
So i WL x(Wix(( W, xWa)@(
Hgm (Ws,Hom( W, ,Hom((W3,W,)

W, xWi))))—>

@®Hom(W3,W,))) is a bilinear map, thus by using
the tensor product and universal property of this
tensor product, we get a unique linear map ¢.

(Wg x(Wax((W5 xWo)®( Wy xW1)))) ——

(W5 ®(W,((W; ®W,)@( W,; ®W,))))

v

bilinear map

¢

Linear map
Hom
K
(W5, Hom( WZ ,HOm((Wg,Wz)@Hom(Wg,Wl»)

Diagram 8.

So by universal property of tensor product W5
x(Wax (W, xW,)® (W, xW,)))) there exists a
unique o W, ®(W,(W,
AW,)®( W, ®W,))))—> H(Qm (Ws,Hom( W, ,

Hom((W3,W,)®@Hom(W5,W,))). This makes the
above diagram commutative:

linear map

A

Proj.

W5 R Wl =K® W]_
Diagram 9.
Consider the composition of linear maps where

W; (v) is defined as follows:

F(v) = wy, 31 k € K, such that w; —— (k,w;) since
all maps are linear and k is unique, put W5 (V) =k
related to wj.
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Define &
(Ws,Hom( W, ,Hom((Ws,W,)@Hom(W3,W)))

— W, @W, (W, W)@ (W, ®Wy))) by
GF) = W, (Mw,.

Define W, : Ws— Kby W, (v) =k, where k is

given by L(F'(v)) = (k, F(v))
We can show that W5 is linear put F'(v) = w;, for

F eHgm (Ws,Hom( W, ,Hom((W5,

Hom
K

all

W,)@Hom(W3,W1))), w; € Wy and W, € Ws and is
related to W,.
F(avy + Bva) = aF'(vy) + BF(v2)

= ak; + Bk,

= W5 (v) + W, (v) |, for all Wy

e W;s
Where: W; (vi) =ki = W, (awvy) = oky,
W, (avy + Bv2) = (aky + Bky)
W, (Vo) =k = W, (Bvo) = Bky,
P Linear iso.
W >\W, > W,0K
lProj.
W, K
Diagram 10.

Clear F'is a linear and £ * = ¢, thus ¢ is linear map.
Related between the TCoA of reductive Lie groups

of G on Hgm (Ws,Hom(W, ,Hom (W3,

W,)®Hom(WS3,W,))) and TCoA of reductive Lie
groups of G on W, ®W,(W, ewy)® (W,
®W),))) up to the representation given above:
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Diagram 11.
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Abstract.

In this paper , we introduce the notion of anti — fuzzy AT — ideals in AT — algebra, several
appropriate examples are provided and theirsome properties are investigated. The image and
the inverse imageof anti — fuzzy AT —ideals in AT — algebra are defined and how
theimage and the inverse image of anti — fuzzy AT —ideals in AT — algebra become
anti — fuzzy AT —ideals are studied. Moreover, the Cartesian product of anti — fuzzy
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1 Introduction

BCK — algebras form an important class of logical
algebras introducedby K. lIseki [4] and was
extensively investigated by several
researchers. Theclass of all BCK — algebras
is quasi variety. J. Meng and Y. B. Jun posed an
interesting problem (solved in[7]) whether the class
of all BCK — algebras is a variety. In connection
with this problem , Komori introduced in [6]a notion
of BCC —algebras. W.A. Dudek (cf.[2],[5])
redefined the notion of BCC — algebras by using a
dual form of the ordinary definition inthe sense of
Y. Komori and studied ideals and congruences of
BCC-algebras. In ([10],[11]), C. Prabpayak and U.
Leerawat introduced a new algebraic structure,
which is called KU — algebra. They gave the
concept of homomorphisms of KU — algebras and
investigated some related properties. L.A. Zadeh
[13] introduced the notion of fuzzy sets. At present
this concept has been applied to many mathematical
branches, such as group, functional analysis |,
probability theory , topology, and soon. In 1991 ,

0.G. Xi [12] applied this concept to BCK —
algebras, and heintroduced the notion of fuzzy sub-
algebras  (ideals) of the BCK — algebras with
respect to minimum, and since then Jun et al
studiedfuzzy ideals (cf.[1],[5].[12]), and moreover
several fuzzystructures in BCC-algebras are
considered (cf.[2],[6]). S. Mostafa , M. Abd-
Elnaby, F. Abdel-Halim and A.T. Hameed (in [7])
introduced the notion of fuzzy KUS — ideals of
KUS — algebras and they investigated severalbasic
properties which are related to fuzzy KUS — ideals.
they describedhow to deal with the homomorphism
image and inverse image of fuzzy KUS — ideals.
And in [8], the
anti — fuzzy KUS — ideals of KUS — algebras is
introduced. Several theorems are stated and proved.

In [3], Areej Tawfeeq Hameed introduced and
studied new algebraic structure, called AT —
algebra and investigate some of its properties. She
introduced the notion of fuzzy AT —ideal of
AT — algebra, several theorems, properties are
stated and proved.

In this paper, we introduce the notion of anti—
fuzzy AT — ideals of AT — algebras and then we

study the homomorphism image and inverse image of

anti — fuzzy

AT — ideals.We also prove that the Cartesian product

of anti — fuzzy AT — ideals are anti — fuzzy AT —

ideals .

2. Preliminaries
In this section we give some basic definitions and
preliminaries lemmas of AT — ideals and

fuzzy AT — ideals of AT — algebra.

Definition 2.1[3]. An AT-algebra is a
nonempty set X with a constant (0) and a binary
operation (=) satisfying the following axioms: for
all X, y, zeX,
() GFY)*(y*2)*(x*2))=0,
(ii) 0* x =x,
(iii) x* 0 =0.

In X we can define a binary relation (<)
by :x<yifand onlyif,y *x=0.
Remark 2.2[3]. (X ;*, 0) is an AT — algebra if
and only if, it satisfies that: for allX, ¥, ZeX,
(" (y*2) *x*z)<x*y,
(i : x<yifandonlyif,y *x=0.
Example 2.3 [3]. LetX={0,1,2,3,4}in
which (*) is defined by the following table:

0 1 22 3 4

0 0 1 22 3 4
1 0 O 22 3 4
2 0 1 0 3 3
3 0 0 22 0 2
4 0 O 0 0 O

It is easy to show that (X ;*, 0) isan AT — algebra.
Example 2.4[3]. Let X = {0, 1, 2, 3,4} be a set
with the following table:

0
1

(e][e][e](e](e][)]

O OWW|W[W
O WIS

(@R[ h] B (R | el
OINIOINININ

3
4

Then (X ;*, 0)is an AT — algebra.

Proposition 2.5 [3]. Inany AT — algebra (X
;*, 0), the following properties holds: for all X, y, z
eX;

a) z*z=0,

b) z*x*z)=0,

) y*((y*z) *z)=0,

d) x*y=0impliesthatx*0=y*0,

e) 0*x=0*y implies that x=y .
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Proposition 2.6[3]. Inany AT — algebra (X ;*,
0), the following properties holds: for all x, y, z
eX;
a) x<yimpliesthaty *z<x *z ,
b) x<yimpliesthatz *x <z*y
C) z*x<z*yimplies that x < y( left
cancellation law).
Proposition 2.7[3]. Inany AT — algebra (X ;*,
0), the following properties holds: for all x, y,z €X;
a) x=0*0%x),
b) x*y<zimply z*y<x.
Definition 2.8[3]. A nonempty subset S of an

AT — algebra X is called an
AT — subalgebra of AT — algebra X if x*y€S ,

whenever x, yeS-

Definition 2.9[3]. A nonempty subset | of an
AT — algebra X is called an AT-ideal of AT-
algebra X if it satisfies the following conditions:
forallx,y,z e X.

AT)O0 e l;

AT,) x*(y*z) e landy e 1Imply x*ze 1.
Proposition 2.10[3]. Every AT — ideal of

AT — algebra X is an AT — subalgebra.

Definition 2.11[3]. Let X be an AT — algebra.
A fuzzy set p in Xis called a fuzzy AT —
subalgebra of X if it satisfies the following
conditions: for all x, y € X,
o (x*y) 2 min { p(x),n (y)}-
Definition 2.12[3]. Let X be an AT — algebra.
A fuzzy set p in X is called a fuzzy AT — ideal of
X if it satisfies the following conditions: for all X, y
and z € X,

(AT1) 1 (0) 2p ().

(AT2) p(x*2) 2min { p (x*(y*2z)),u ()}

Proposition 2.13[3]. Every fuzzy AT — ideal of
AT — algebra X is fuzzy AT — subalgebra.

3. Anti-fuzzy AT-ideals of AT-algebras
In this section, we will introduce a new notion
called an anti — fuzzy AT — ideal of AT — algebra

and study several basic properties of it.
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Definition 3.1[13]. Let X be a nonempty set, a

fuzzy set p in X is a function

p X —J0,1].

Definition 3.2. Let X be an AT — algebra. A
fuzzy set p in X is called an anti- fuzzy AT — ideal
of X if it satisfies the following conditions: for all x,
yandz e X,

(AAT)) 1 (0) <pt ().

(AAT,) p (x*2) <max { p (x*(y*2)),u (y)}-

Example 3.3. Let X = {0, 1, 2, 3} be a set with

the following table:

*

o O] O] O] O
o O O | -
O O N N DN
O W W w w

0
1
2
3

Then (X ;*, 0) is an AT — algebra. It is easy to
show that I, ={0, 1}and 1,={0, 3} are AT-ideals of
X.

Define a fuzzy set p : X — [0, 1] byp (0) =tg,pu (1)

=u (2) =u(3) = ty,where t;, t,e [0, 1]
with <t
Routine calculation gives that p is an anti-

fuzzy AT — ideal of AT — algebras X.

Lemma 3.4. Letp be an anti- fuzzy AT — ideal
of AT — algebra X and if x <y, then p(y) < p(x) »
for all x, ye X.

Proof: Assume that x <y, then y* x =0, and

H(Oy)= u(y)< max{u(0+ (x*y)), H(x)}=max
{1(0), HO)}= H(X).
Hence nu(y) < u(x). o
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Proposition 3.5. Let p be an anti- fuzzy AT —
ideal of AT — algebra X. If the inequality y*x<z
hold in X, then p (x) <max { p (y),1 (2)}.

Proof: Assume that the inequality y *x< z hold in
X, by lemma(3.4),

w(2) < py*x) - ().

BY(AAT,),U(zxx) < max {pn(z (y*X)), u(y)}-.Put
z=0,then

H(0 % x) =pu(x) < max {p(0 (y*x)), u(y)}= max
{uly=x).u(y) }---(2) .
From (1) and (2), we get 1(x) < max {p(y), w(z)},

forallx,y,z eX. o

Theorem 3.6. Let p be an anti-fuzzy set in X
then p is an anti — fuzzy AT — ideal of X if and
only if, it satisfies:

For all aef0, 1], U(u, o) =2 implies U(u, o)
is an AT — ideal of X----(A),
where U(u, a) = {xeX|u (x) <a}.
Proof: Assume that p is an anti — fuzzy AT —
ideal of X, let a.e [0,1] be such that U(u, o) =3,
and let x, y e X be such that x e U(u, ) , then
u(x) <oand so by (AAT),u (0) <p (x)<a.. Thus 0
U(u,a) .

Now let (z* (y*x)),ye U(u,a). It follows from
(AAT,) that
H (z*X) < max{p (z* (y*x)),pu (y)}= a, so that (z*
x)e U(u, o) . Hence U(u, o) is an AT — ideal of
X.

Conversely, suppose that p satisfies (A), assume

that (AAT,) is false, then there exist x € X such that
1
K (0) >p (x).If we take t = E (L (x)+u (0)), then p

(0) > tand

0<u(x) <t<1,thusx e U(y,t) and U(u,t) #3.As
U(u, t) isan AT — ideal of X, we have 0 e
U(w, t) , and so p (0) < t.This is a contradiction.

Hence p (0) <p (x) for all x € X. Now, assume
(AAT,) is not true thenthere exist x, y, z eXsuch
that

1 (z*x) > max{p (Z* (y*x)),1 ()},

1
taking Bo = E [ (z*x) + max{p (z* (y*x)),1 (¥)}],

we have e [0, 1] and

max {p (z* (y*x)),1t (y)}, <Po<p (z*x), it follows
that

max {p (z* (y*x)),u (y)}, € U(u,Bo)and z*y¢

U(u, Bo) , this is a contradiction and therefore p

is an anti — fuzzy AT — ideal of X.

4. Characterization of anti-fuzzy AT-

ideals by their level AT-ideals

Theorem 4.1. A fuzzy subset p of an AT —
algebra X is an anti — fuzzy AT — ideal of X if and
only if, for every te[0,1], W, is an AT — ideal of X,
where

i, ={xeXlu (<},

Proof: Assume that p is an anti — fuzzy AT —

ideal of X, by (AAT},), we have
w(0) <u(x) for all x € X, therefore p (0) <p (x) <t,

forxep, andsoO ey, .

Let (z* (y*x)) € U, and (y)e I, , then p (z¥(y*x))< t
and p (y) < t,since p is an anti — fuzzy AT — ideal

it follows that p (z * X) <{u (z* (y*x)),u (y)}<tand
that
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(z*x)e n, .Hence p, isan AT — ideal of X.

Conversely, we only need to show that (AAT,) and
(AAT,) are true. If (AAT,) is false, then there exist

1
X € Xsuch that p (0) >p (x). If we take t = E (p(x)

+ 1 (0)), then p (0) >tand 0 <p (x) <t < 1thusx e

Weand 1, #J. As W is an AT — ideal of X, we

have 0 € W, and so p (0) <t. This is a contradiction.

Now,assume (AAT,) is not true, then there exist X,

y and ze Xsuch that,
p(z*x) > max{p(z*(y*x)),1(y)}-
1
Putting t= 5 [n(z * x)+ max{u (2 * (y*X)), u ()31,

then p(z*x)>t and
0 < max{p (z* (y*x)),u (y)}, <t<1, hence p(z*

(y*x)) < tand p(y) <t, which imply that (z*y) € U,
and(y *x)e U, since L, isan anti — fuzzy AT —

ideal, it follows that (z* x)e U, and that p (z* X) <

t, this is also a contradiction. Hence p is an anti —
fuzzy AT — ideal of X . 0

Corollary 4.2. 1fa fuzzy subset p of AT —
algebra X is an anti — fuzzy AT — ideal, then for

every t eIm(p), 1, is an AT — ideal of X.
Definition 4.3. Letp be an anti — fuzzy AT —

ideal of AT — algebra X, then the AT — ideal [, t

€ [0,1] are called level AT — ideals of p.

Corollary 4.4. Let|bean AT — ideal of an

AT — algebra X, then for any fixed number t in an

open interval (0,1), there existan anti — fuzzy AT —

ideal p of X such that W, =lI.

67

Proof: Define u : X — [0:1] byp (x) =

0, ifxel:
t, if x¢l.

Where t is a fixed number in (0,1). Clearly, p (0) <p
(x) and we have one two level sets o = I, U, =X,

which are AT — ideals of X, then from Theorem

(4.1)u is an anti — fuzzy AT — ideal of X. 0

5. Image and Pre-image of anti-fuzzy
AT-ideals

Definition 5.1. f :(X;*,0) —» (Y;*",0)be a

mapping from a nonempty set X to a nonemptyset
Y. If B is a fuzzy subset of X, then the fuzzy subset
w of Y defined by: f ()(y)=B(y) =

{ mfxef,l(y) u(x)

0 otherwise

is said to be the image of p under f .

Similarly if p is a fuzzy subset of Y, then the fuzzy
subset p = (Bo T ) in X (i.e., the fuzzy subset
defined by p(x)=p( T (x)), for all x e X) is called
the

pre-image of Bunder f .

Theorem 5.2.  An into homomorphic pre-

image of anti — fuzzy AT — ideal is also an

anti — fuzzy AT — ideal.

if £7(y)={xeX,f(x)=y}=¢
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Proof: Let f :(X;*,0)— (Y;*,0")be an onto

homomorphism of AT — algebras, f is an

anti — fuzzy AT — ideal of Y and p the pre-image
of under f | then

B( f (x)) =), forall x € X. Let x € X, then p(0)
=B (0) <B( f x)) = p(x).

Now letx,y,z € X, then p(z*x)=p( f (z*x))
=p(f @+ f ()

<max{B( f @*" £ BT W=+ f (0}

=max{B( f @*y).p( f (y*x)}

= max{p (z *y),u (y * x)},and the proof is

completed. 0

Definition 5.3. An anti fuzzy subset p of X
has inf property if for any subset T of X, there

exist e T such that p (t) = Inf_; p(t).

Theorem 5.4. Let f :(X;*,0) > (Y;* ,0)bea
homomorphism between AT — algebras X and Y
respectively . For every anti — fuzzy AT — ideal p

in X, f (u)isananti — fuzzy AT — ideal of V.
Proof: By definition B(y')= f (w)(y)=

inf 1) w(x), forally'eY and @ = 0.

xef
We have to prove that B(z' * X') < max{p(z'*

(y*x)),B(y)}, for all X, ', 7€ Y.

Let f : X — Y be an onto homomorphism of
AT — algebras, p is an anti — fuzzy AT — ideal of
X with inf property and f the image of 1 under
f ,since p is anti — fuzzy AT — ideal of X, we
havep (0) <p (x) for all x € X.
Notethat0 e f* (0", where 0, O'are the zero of

X and Y, respectively.
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Thus B(0) = inf _ £ u(t) =px"), for all x € X,
which implies that

poy <inf ) u(t) = p(x'), for any x'e Y.For
any X, v, z'e Y, let xoe T 1 (x),

voe T 1Y), zoe T ' (z) be such that

B (Zo* (Yo*xo)) = Inf _, gy H() 1 (vo) =
inf _ ) u(t)and

w(zo*xo)=inf ) u(t) . Then

B@#x) =Ny (D) = 1 (0% 0)

< max{p (zo* (Yo*Xo)) .1 (o)}

=max[inf r ) u(t),inf T u(t)]
= max {p(z'* (y*x)),B(y")}

Hence f is an anti — fuzzy AT — ideal of Y. &

6. Cartesian product of anti-fuzzy AT-
ideals

Definition 6.1 ([1],[9]). A fuzzy relation R on any
set S is a fuzzy subset

R: SxS—[0,1].

Definition 6.2 ([1]). If Ris a fuzzy relation on
sets S and B is a fuzzy subset of S , then Ris a

fuzzy relation on p if R(X,Y) > max {p(x),

B(y)}, for all x, yeS.

Definition 6.3([1]). Let p and B be fuzzy subsets of
aset S. The Cartesian product of p and f is defined

by(p % B)(x,y) = max {u(x), B(y)}, , forall x, yeS.
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Lemma 6.4([1]). LetS be a set and p and B be fuzzy

subsets of S. Then,

(1) uxPisa fuzzy relationon S ,

(2) (WxPB)=n, xP,, forallt [0,1].

Definition 6.5([1]). LetS be a set and p be
fuzzy subset of S . The strongest fuzzy relation on

S, that is, a fuzzy relation on B is RB given by

Rﬁ (x,y) = max {B(x), B(y)}.forall x, yeS.

Lemma 6.6([1]). For a given fuzzy subset f of a

set S, let RB be the strongest fuzzy relation on S.

Then for t €[0,1], we have( R )= B, x 3, .

Proposition 6.7. For a given fuzzy subset B of

an AT — algebra X, let R;; be the strongest

fuzzy relation on X . If B is an anti — fuzzy AT —

ideal of Xx X , then
Ry xx)= R;; (0,0), forall xeX..
Proof: Since R, is astrongest fuzzy relation of

Xx X, it follows from that,

R (x.x) = max {B(x), B(x)}= max {B(0), p(0)}= R,
(0,0),which implies that

Ry xx) >R, (0,0).0

Proposition 6.8. For a given fuzzy subset p of
an AT — algebra X , let R, be the strongest

fuzzy relation on X . If Rﬁ is an anti — fuzzy AT —

ideal of X x X, then
B(0) < B(x), forall xeX .
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Proof: Since R isan anti — fuzzy AT — ideal

of Xx X, it follows from (AAT)),

R (xx) = R (0,0),where (0,0) is the zero element
of X x X. But this means that , max {B(x), B(x)} >
max {B(0), B(0)} which implies that B(0) < B(x) . 0

Remark 6.9([9]). Let X andY be AT —
algebras, we define (*) on X x Y by: for
all(x,y),(u,v) € Xx Y, (x,y)* (u,v) =(X*uy#*v).
Then clearly (X x Y ;*.(0,0)) is anAT-algebra.
Theorem 6.10. Let pand B be an anti —
fuzzy AT — ideal of AT — algebra X . Then u x B is
an anti — fuzzy AT — ideal of Xx X.
Proof: Note first that for every (x,y)e Xx X,
(LxB)(0,0) = max {u(0), B(0)} < max {p(x),
B} = (1xBIxy) -
Now let (X1,X2) , (Y1.Y2) , (z1,22) € Xx X. Then
(X B)(Xa* 2, X2 * 22) = max { W(xg * 21) B(xe
*2,)}
< max { max {p(Xs* (Y1 * 21)) ,}(y1)}, max{B(Xz
*(Y2*2)).8(y2)}}
= max { max{p((xo * (y1* z1))) , B2 * (y2*
22))}, max{ H(y.).B(y2)}}
= max { (X B)((xe* (1% 21)) (X * (Y2 *
25))) , (WX PB) (yuy2)}

Hence (W% 3) is an anti — fuzzy AT — ideal of
XxX.o

Theorem 6.11. Let p and B be anti-fuzzy
subsets of AT — algebra X such that pLx [3 is an

anti — fuzzy AT — ideal of X x X Then for all

xeX,
(i) either n(0) < p) or B(0) < B ().
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(ii) u(0) < u(x) for all xeX,then either B (0) < <max{(puxB) (0,0x2* (y2* 22))), (L xB) (0.y2)}

B&)or B(0) = p(x) .
(iii)
If B (0) <
B (x)for all xeX,then either p (0) <
R or n(0) < BX.
(iv) Either p or B is ananti — fuzzy AT —
ideal of X..
Proof.
(i)  Suppose that u(0)>u(x) and B(0)>p(y) for
some X,y eX . Then
(LxPB)(xy) =max{px), B(y)} <max {u(0),
B(0)} = (W x[)(0,0). This is a contradiction
and we obtain (i).
(if) Assume that there exist x , y €X such that B(0)
>u (x) andf(0) > B(y) . Then
(X [3)(0,0) = max {p (0),3(0)} = P(0) it follows
that
(X PB)(xy) =max{u(x), B(y)} <) =
(L x[)(0,0) which is a contradiction. Hence
(ii) holds.
(iii) Is by similar method to part (ii).
(iv) Suppose B(0) < B(x) by (i), then form (iii)
eitherp(0) < pu(x) or
w(0) < B(x) forall xeX.
If p(0) < B(x), for any xe X , then( L x 3)(0,x) =
max {p(0), B(x)} = P(x). Let (x1,X2) , (Y1.Y2) »

(21,25) € XxX,since( W% [3) is an anti-fuzzy

AT-ideal of X x X, we have

= max{max {p(0) , B((X2* (Y2 * 25)))},
max {p(0), B(y2)}}
= max {B((x2* (y2* 25))), B(y2)}
This prove that B is an anti — fuzzy AT — ideal

of X.
Now we consider the case p (0) < p (x) for all xe X .

Suppose that p(0) > p(y) for some y €X . then
B(0) < B(y) < n(0).
Since p(0) < p(x)for all xe X , it follows that B(0)
<u(x) foranyxeX.
Hence( 1% 3)(x,0) = max {u(x), B(0)} = u(x)
taking X, =Yy, =12, =0in (A), then
M *21) = (WX PB)(x* 24, 0)
< max{( X B) (% * (y2*21)),0), (L xB) (y1,0)}

=max{max {pu(X;* (Y1 *21)) , B(0)},
max {p(y1), B(0)} }
= max{ p(X1 * (y1* z1)), u(yo)}
Which proves that p is an anti — fuzzy AT —

ideal of X . Hence either p or f is an anti —

fuzzy AT — ideal of X . o

Theorem 6.12. Let B be a fuzzy subset of an

AT — algebra X and let R, be the strongest
fuzzy relation on X , then B is an anti —
fuzzy AT — ideal of X if and only if R isan

anti — fuzzy AT — ideal of XxX .

Proof:  Assume that B is an anti — fuzzy AT —

ideal of X . By proposition (6.7) ,we get, R ; (0,0) <

(X B)(Xa* 20,% * Z2) < max{( WX B) (X * (Y1 * 20)), (X2 * (Y2 *

), (L% B) (yny2)}- (A)

If we take x; =y; =2, =0, then

Bxa*2) = (UWXP)(0x;*25)

Ry (xy), forany (xy)e Xx X.

LEt (lexz) ’ (ylyyZ) ’ (21122) S X X X , We have
from (AAT)) :
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R (1% X1, 2% Xp) = max {B(z1% X1) , B(z2 * X2)}

<max{max {B(z1* (y1*X1)) , B(y1)}, max {B(z,*
(Y2*%2)), B(y2)}}
= max {max {B(z1* (Y1*X1)), P(z *

(Y2*%2))}, max{B(y1), B(y2)}}
=max { R ((z2* (y2*X2)), (22* (y2*%2))) ,
Rp (v y2) }
Hence R is an anti — fuzzy AT — ideal of
XxX.
Conversely, suppose that RB is an anti —
fuzzy AT — ideal of X x X, by proposition

(6.8)B(0) < B(x) for all x € X, which prove (AAT,) .

Now, let (X1,X2) , (Yu.Y2) , (21,Z2) € Xx X.
Then,

max {B(z1 % X1) ,p(22 % %2) } = Ry (21% x4, 2o %
X2)
<max{ Ry (z.z)* (Y1, y2) * (x1i. %)), Ry
(Y1Y2)}

=max{ Ry (2% (y1*x)),(z2 %
(v2*%2))) » Ry (yay2) }

=max{ max {B((z * (Y1*X1)).B (z2*
(Y2*%2)) } , max {B(y1), B(y2)} }

In particular if we take x, =y, =z, =0 , then

B(z1* X1) < max {B(z1* (y1*%1)),p(y1)} . This proves
(AAT,) and B is an anti — fuzzy AT — ideal of X . &
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1.Introduction.
Throughout this paper, all rings are commutative
with identity unless otherwise stated. For a ring R,
we denote by C(R) the center of a ring R. Aring R
which has no non zero nilpotent elements is called
reduced. In (1997) the concept of Armendariz rings
is introduced by Rage and Chhawchharia [1]. An
Armendariz ring (ARM ring, for short) R is a ring
that satisfies if f(x) =YX7%,sx' and g(x) =
Totix/ € R[x] satisfy f(x)g(x) = 0 implies that
s;t; = 0 for each i, j. Rege and Chhawchharia in
[1] showed that every reduced ring is ARM.
Consequently, this class of rings are related to
nilpotent elements. Anderson and Camillo [2]
proved that if n > 2, then R[x]/x™ is an ARM ring
if and only if R is reduced. A ring R is said to
reversible if ab = 0 thenba =0, for all ,b €R .
According to shin [3], semicommutative rings
introduced as a generalization of commutative rings.
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A ring R that satisfies st = 0 implies sRt = 0 for
each s,t € R is called semicommutative if. Clearly
every reduced ring is reversible and every reversible
ring is semicommutative but the converse is not true
in general [4]. The set of all nilpotent elements in R,
the set of all nilpotent polynomials in R[x] and the
intersection of all prime ideal are denoted by N(R)
(N(R[x]) and P(R), respectively). Due to
Birkenmeier et al. [5], aring R is said to be 2-primal
if N(R) = P(R). Every semicommutative ring is 2-
primal , Semicommutative rings also studied under
the name zero insertive by Habeb [6]. Many of
authors have been written on ARM property [7] and
[8]. A ring R is said to be m-Armendariz (m-ARM,
for short) if for any two polynomials f(x) =
YRosixt and  g(x) = X7, tix/ € R[x] such
that f (x)g(x) € N(R[x]), then s;t; € N(R) for
each i,j [9].
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Each ARM (2-primal) ring is m- ARM, but the
converse may not true [9]. Recall that a ring R is
said to be weak Armendariz (WARM, for short) if
whenever  f(x) =Y",s;xt  and  g(x) =

Totix) € R[x] satisfy f(x)g(x) =0 then
s;t; € N(R) for each i,j [10]. It is easy to see that
every ARM ring is WARM, but the convers is not
true in general.

This further encourages to the study of nilpotent
elements, which is a generalization of ARM rings
which have been studied in [10]. The ARM feature
of a ring was generalized to one of skew polynomial
as in [11] and [12]. Let a:R—R be an
endomorphism for a ring R. The ring that produced
by giving the polynomial ring over R with the
multiplication xr = a(r)x, for allr € R is called
skew polynomial ring R[x; «] of R. Some
properties of skew polynomial rings have been
studied in [13] and [14]. As a generalization of the
notion of ARM rings, the concepts of a-
Armendariz(a —ARM, for short) rings and a-skew
Armendariz (a« —SARM, for short) are introduced
in [11] and [12] respectively. A ring R is called a-
SARM  (respectively, a-ARM) if for any two
polynomials f(x) = ¥iZos;ix’, g(x) = Xl tix/ €
R[x; a] such that f(x)g(x) =0 then siai(tj) =0
(respectively, s;t; =0 ) for each i, j [11]
(Respectively [12]). Agayev et. al. [15] introduced
the concept of central Armendariz rings (CARM, for
short) which is a generalization of the concept of
ARM rings. The notion of CARM rings lies exactly
between the notions of abelian rings and ARM
rings. A ring R is said to be CARM if there exists
any two polynomials f(xX)=Y",s;x" and
g(x)=X7,t;x’ € R[x] such that f(x)g(x) =0,
then s;t; € C(R) for eachi,j. As a generalization of
CARM rings, Abdali in [16] introduced and studied
the sense of central m-ARM rings(C n-ARM, for
short). A ring R is called C m-ARM if for all f(x) =

Rosixt,  g(x)=Yj_ot;x/ € R[x] such that
f(x)g(x) € N(R[x]) then s;t; € C(R) for eachi,j.
Note that every CARM ring is Cr-ARM.

The main idea is to set M may be (M =R) in a

commutative ring T=(R,M)=R@ M (if R is
commutative) so that the structure of M as an R-
module is essentially the same as that of M as an T-
module, that is, as an ideal of T [17], and [18]. The
advantage of the trivial extension is:
(a) Transfer results relating to modules to the ideal
case including the R-moduleR, (b) Extending results
from rings to modules, (c) It is easier to find
counterexamples of rings especially those with zero
divisors.

Generally, this paper studied and explained the
relationship between some types of rings and some
related concepts with trivial extension ring T(R, R).
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Moreover, we extended the terms of domain, central
reversible,  2-primal,  symmetric,  reversible,
semicommutative, nil- semicommutative, = —ARM,
central reduced, central reversible and Cr —ARM to
the trivial extension T'(R,R). We showed that if R[x]
is domain, then T(R,R) is a-ARM. Also if R is a
central reversible ring, then T =T (R,R) is nil-
ARM. In addition, Ris 2-primal ring iff T =
T(R,R) is ARM ring according to specific
conditions and characterizations of m-ARM and
Cr —ARM rings are given.

There is a considerable number of authors showed
interest in studying trivial extension rings related or
not to the family of ARM rings. Kim and Lee in [7]
studied trivial extension rings of ARM rings. In
2006, Liu and Zhao show that trivial extension of
WARM ring is also WARM [10]. The property of
a-ARM has been studied in [12]. Also the trivial
extension of central reduced rings has been
discussed in [19]. The & -regular rings fact of trivial
extension has recently been explained in more
details by Abduldaim in [20].

It is worth to mention that many suggestions could
be put to the study trivial extensions of some new
generalizations like a-skew m-McCoy rings [21].
Moreover, the trivial extension rings can be
employed in the field of cryptography as in [22] and
[23].

The structure of this paper is as follows. Section 2
is devoted to recall previous known definitions and
information about the trivial extension. In section 3,
the paper presents the relationship between the
trivial extension rings and some kind of rings.
Several examples are given to clarify the ideas used
within the section.

2. Preliminaries
In this section we survey known results
concerningT =T(R,M) =R@ M. The theme
throughout is how properties of T=T(R, M)=R & M
are related to those of R and M ([17], [18]).
Let M be an (R, R)-bimodule. Recall that the trivial
extension of R by M (also
called the idealization of M over R) is given to be
the set T = T(R, M) of all pairs (r,m) where r €
R, m € M, that is:
T =T(R,M)=R @ M={(r,m)|r ER, m € M}
With addition defined component wise as

(r, my) + (ry, my) = (1 + 1, my +my)
And multiplication defined according to the rule

(11, my)(rz, my) = (173, iMy +My13)
For all r,m, € R andm;,m, € M. Clearly T =
T(R,M) forms a ring (even an R-algebra) and it is
commutative if and only if R is commutative. Note
that T(R,0) =R viar — (r,0), then R can be
embedded into T (R, M), this means M is identified
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with T(0, M) = {(0,m)|m € M} becomes a nonzero
nilpotent ideal of T(R,M) of index 2, which
explains the term idealization. If N is a submodule
of M, thenT(0,N), is an ideal of T(R,M), and
that (T(R,M)/T(0,M) = R. The ring T = T(R, M)
has identity element (1,0) and any idempotent
element of the trivial extension ring T(R,R) is of the
form (e,0) wheree? =e € R. In fact, there is
another realization of the trivial extension.

Let T = T(R,M) = {(g ":)| reRmME M}, then
T is a subring of the ring of 2 x 2 matrices over
with the usual matrix operations and T is a
commutative ring with identity. If M = R, then
T = T(R,R) = R[x]/< x? >where R[x] denote the
ring of all polynomials over R and < x2 > is the
ideal generated by < x% >. Recall that a ring R is
said to be semiprime such that sRs = 0 then
s = 0fors € R, [16].

Proposition 2.1 [24, Proposition 2.18] Let R be a
semiprime ringR. Then the following are
equivalent:

(1) R isreduced

(2) R is symmetric

(3) R isreversible

(4) R is semicommutative
(5) R is nil-semicommutative
(6) R is2-primal

Corollary 2.2 [24, Corollary 2.19] Let R be a Von
Neumann regular ring R. Then the following are
equivalent:

(1) R isreduced

(2) R is symmetric

(3) R isreversible

(4) R is semicommutative

(5) R is nil-semicommutative

(6) R is2-primal

Theorem 2.3 [2, Theorem 5]: Let R be a ring and
n > 2 a natural number. Then R[x]/(x™) is ARM if
and only if R is reduced.
3. Main Results

It is known that if R is a domain, then R@ R is
ARM [1]. In addition, R is an a—SARM ring for any
endomorphism ¢  of a domain ringR [11,
Proposition10]. Hong et al. [12, Example 1.9]
illustrate that a domain may not be an a—ARM ring
for an arbitrary endomorphism «a.
Theorem 3.1 Let R[x] be a domain. Then T =
T(R,R) is a-ARM.
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Proof Suppose that f(x) =Y",4;x%, g (x)=
YioBjx/ in T =T(R,R)[x,a] with f(x)g(x)=0
where  A; = (a;,u;) , Bj=(b;,v;) for all
0 <i <m, 0<j <nandfy(x) = X a;x',
i) = Towixt . go(x) = Xi-ob xJ and
g1(x) = Yiov;x/ are elements in R[x]. In the
other words f(x) = (fo(x), fi(x)) and g(x) =
(go(x), g1(x)). So, we have

f ) g (x)=(0,0)=( fo(x) go(x) So(x) g1 (x)+
fi(x) go()) ... (D
And this implies that fo(x) go(x)=0 and

fo(x) g1(x)+ f1(x) go(x)=0.
Since R[x] is domain, then
(d) Either fy(x)=0 which means that a;=0

forall 0 <i <m and by Eq. (1) we
have

fo(x) g1 () + fi(x) go(x)=0=£1(x) go(x)=
0in R[x,a].

Again since R[x] is domain, then either f;(x) =0
or go(x)=0,thus 4; B;j=0, 0<i <m, 0<j <n.
(b) Or go(x)=0 which means that b;=0 for
0<j<n and by Eg. (1) we have

fo(x) 91(0)* f1(x) go(x)=0=f, (x) g1 (x)=
0in R[x,a].

Since R[x] is domain, so we get either fo(x) =0
or g,(x) = 0. The two cases (a) and (b) yields

aibj aivj+ul~bj _ 0 0
( 0 a;b; _(o o)’ thus

(8 8), 0<i<m,0<j <n

Hence T =T (R,R) isa—ARM ring.

Using Theorem 3.1 to get the following corollary.
Corollary 3.2 Let R[x] be a domain ring. Then
T=T(R,R) isa -SARM ring.

Proof Since R[x] is domain, then T=T(R,R) iS a —
ARM by Theorem 3.1 and by [12, Theorem 1.8]
T=T(R,R) is a—SARM ring.

Kose et al. in [25] introduced the definition of
central reversible rings. A ring R is said to be central
reversible if for each s,t € R such that st = 0 then
ts € C(R). Clearly, every reversible ring is central
reversible, but the converse need not be true
reversible. The concept of nil-ARM (n-ARM, for
short) rings is introduced by Ramon Antoine in 2008
[26]. A ring R is called n-ARM if f(x),g(x) €
R[X] achieves
f(x)g(x) € N(R)[X]then a;b; € N(R) forall i, ;.

Our next result is to determine conditions in case
the trivial extension of a ring is n-ARM.

Theorem 3.3 Let R be a central reversible ring, then
T=T(R,R)is n-ARM.

AiBi:
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Proof Since R is central reversible, so by [25,
Theorem 2.19] R is 2- primal, and by [9, Proposition

R - RIx] . . . .
1.3], %[x] = s 8 reduced which implies

that R is ARM, hence R is n- ARM by [26,
Proposition 2.7] and by [26, Proposition 4.1] we get
T=T(R,R)isn- ARM .

Using Theorem 3.3
corollaries:

Corollary 3.4 Let R be a central reversible ring,
then T=T(R,R) is WARM.

Proof Since R is central reversible, thus by
Theorem 3.4 T=T(R,R) is n- ARM.

Also since each n — ARM ring is WARB, so we get
T=T(R,R)is WARM.

Corollary 3.5 Let R be a central reversible ring,
then T=T(R,R) is m-ARM.

Proof Since R is a central reversible ring, by
Corollary 3.4, T=T(R,R)is WARM and using [16,
Proposition 2.2.12], implies that T=T(R,R) is m-
ARM.

Recall that if every nilpotent element of R is
central, then a ring R is called central reduced [19].
The following proposition explain the relationship
between 2-primal and ARM rings on the one hand
with trivial extension on the other.

Proposition 3.6 Let R be a semiprime ring, then R is
2-primal ring iff T= T(R,R) is ARM ring.

Proof Firstly, assume that R is 2 — primal ring. By
Proposition 2.1 and since R is semiprime, then R is
reduced ring and so by [1, Proposition 2.5] we get
T=T(R,R)is ARM ring.

Conversely, suppose that T=T(R,R) is ARM ring.
By Theorem 2.3, we have R is reduced ring which
implies that R is central reduced and so by using
[19, Theorem 2.15] implies that R is a 2- primal
ring.

As proof of Proposition 3.6, the next corollary can
be obtained
Corollary 3.7 Let R be a von Neumann regular ring,
then R is 2-primal iff T=T(R,R)is ARM ring.
Proposition 3.8 Let R be a semiprime ring, then R is
symmetric iff 7= T(R,R) is ARM ring.

Proof We have R is symmetric ring, since R is
semiprime by Proposition 2.1, R is reduced ring and
by [1, Proposition 2.5], T=T(R,R) is ARM.
Conversely, suppose that T=T(R,R) is ARM ring,
by Theorem 2.3, we have R is reduced, thus by
Proposition 2.1 we get R is symmetric.

In a manner comparable to the proof of
Proposition 3.8, the next corollaries can be obtained.
Corollary 3.9 Let R be a von Neumann regular ring,
then R is symmetric iff T=T(R,R) is ARM ring.
Corollary 3.10 Let R be a semiprime ring, then R is
reversible iff T=T'(R,R) is ARM ring.

Corollary 3.11 Let R be a von Neumann regular
ring R, R is reversible iff T=T(R,R) is ARM ring.

to get the following
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Corollary 3.12 Let R be a semiprime ring, then R is
semicommutative iffT= T(R,R) is ARM ring.
Corollary 3.13 Let R be a von Neumann regular
ring, then R is semicommutative iff T=T(R,R) is
ARM ring.

Corollary 3.14 Let R be a semiprime ring, then R is
nil — semi commutative iff T(R,R) is ARM ring.
Corollary 3.15 Let R be a Von Neumann regular
ring, then R is nil — semicommutative iff T(R,R) is
ARM ring.

The next proposition illustrates the relationship
between reduced a-ARM and WARM ring with
trivial extension.

Proposition 3.16 Let R be a reduced a- ARM, then
T=T(R,R) is WARM ring.

Proof Suppose that R is reduced a-ARM, we have
to prove that T=T(R,R) is WARM. Let
f)= X o(a;,c;) x' and g(0)=X]o(b; d;) ) €
T=T(R,R) [X] such that f(x)g(x)=0 Where
f)=(fo(x), fi () and
g ()= (go(x) '.91(95)) Jo)=XE0a;x" € R[X
al,

fi)=X"cix" €R[x 0], go(x)=Xj-ob;x’ €
R[x, 0] and g;(x)=X}_,d;x’ € R[x,a].

F@) g00= (fol) 9000 fo(x) 9100) +
fi(x)go(x)) = (0,0) ...(2),

i.e. fo(x)go(x)=0...(3)

And fo(x)g1(x)+ f1(x)go(x)=0 ... (4)

In R[X,a], since R isreduced « — ARM ring, then
by [12, Proposition 1.7] R is —rigid , and by [11,
Proposition 3] yields R [x,a] is reduced, so from
Egq .(2) and by [27, Proposition 1.6], we get
9o (xX) fo(x)=0 . Multiply Eq. (4) from the right hand
by f;(x) to get

fo() g1 () fo )+ f1(x) g0 (x) fo(x)=0, so we get
f1(x)go(x)f(x)=0 and since R is reduced, then by
[27, Proposition 1.6] T=T(R,R) is reversible, so we
have f,(x)fo(x)g:(x)=0in R[x,a] which implies
that(fy(x) g, (x))?=0. Since R [x,a] is reduced,
then fyg,(x)=0. ...(5)

Substitute Eq. (5) in Eqg. (4) to get

f1(x)go(x)=0. ..-(6)

Since R is reduced « —ARM and from Eg. (3) , Eq.
(5) and Eq. (6), then

a;b; = 0 (resp. a;d; = 0 and ¢;b; = 0) for all i and
j this means (a;,c;) (b;,d;) =0 for all i and j .
Therefor (a;,c¢;) (bj,d;) € N(R)so T(R,R) is
WARM.

Recall that a ring R is called a-skew 7-ARM (a-
Sm-ARM, for short) ring if two polynomials
fG) = Eloaixt, g(x) = $i-obx) € R[x; a]
such that f(x)g(x) € N(R[x;a]), then a;a‘(b;) €
N(R) foreach0 <i<m, 0 <j<n,[16].
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We must remember that if « is an endomorphism of
a ring R, then map a:R[x]— R[x] given by
aXm,a;x) =¥ a(a;)xt is an endomorphism
of R[x], and it is extended of a.

Proposition 3.17 Let T=T(R,R) be @ — ARM ring.
ThenT=T(R,R)is @ —Sm — ARM.

Proof Let f (x)=X"2,(a;,r;) x* and

J=0( ,vj) xl eT= T(R,R)[x , &], where
fx) = (fo(x) 'f1(x)) and
9 (0= (90(0),0:®) . fo)=TLoax'
fi)=XEm xt . go(x)=Xj-ob; x!  and
g1 (x)=%% _oXx)in R[x,a].

Since Tis a@—ARM, then f (x)g (x)=0 in
T=T(R,R)[x,&] , and this means f(x) g (x) €
N(M=N(T(R.R) [x , a] 1), so f(x)g®) =
(fo(x) 9o (), fo (x) g1 () +

fi () go (x))ZO which give

fo)go(x)=0inR [x,a]....(7)

gr)ld fo () g1 )+ f1 (%) go (x)=0 in R [x,a] ...
Note that R is a —rigid by [12, Proposition 2.4], and
R [x,a] is reduced by [11, Proposition 3].
From Eq. (7), and [27, Proposition 1.6],
9o (x) fo (x)=0 -9)
Multiply Eq. (8) on the right-hand S|de by f, (x) to
get

fo () g1 (%) fo (X)+f1 (x) go (X) fo (X)=0

By Eqg. (9), the last equation become
fo (x) g1 (x) fo (x)=0 and by [27, Proposition 1.6],
fo (0 fo (©) g1 ()=fo*(x) g1 (x)=0.
Since R [x, a] is

thenf, (x) g, (x)=0. .. (10)

By substituting Eq. (10) in Eq. (8), we get
fi () go ()=0. ...(11D)

Now, from Eq. (3), (4) and Eq. (5) and since R is
a — ARM, then a;b;=0, a;v; and r;b;=0 for each
i=12,..m, j=12, .0
By [12, Theorem 1.8],
a;a'(v;)=0 and ra'(b;)=0
for each i=1.2,.m, j=12,..
follows that

(a;, ) @ (b;,v;) = (0,0) € N(T(R.R)),
T(R,R) is @ —Sm —ARM ring.

As an example of the concept of 1 —ARM rings in
the sense of trivial extension, we have the following:
Theorem 3.18 Let R be m —ARM ring. Then the
trivial extension ring T= T'(R,R)=R @R is t-ARM.

Proof Let f(x) = (O(L)O ZE) + (c(l)l Zi)x ot

n n\ .n _ l
(5w =08 i)

by Vo) (b1 171)
- + + .-
9 = 2)+ (e 5

(5 )= (0 55) ema

g x) =

then

reduced,

we get a;a’(b;)=0,
n.Therefore it

hence
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Where fx) =ay+ax++ax™, l(x) =
Uy +ux + o+ ux™,

g(x) =by+ byx+ -+ bypx™, h(x) = vy +

vix + -+ v,x™ are in R[x]. To prove that
T =T(R,R) is m-ARM, assume that f(x)g(x) €

N(T[x]), which means that f(x)g(x)=
(fl(x)yl () fi(x)g200) + f2 (X)gl(X))
f1(x)g:(x)

N(T[x]), then

<f1(x)g1(x) fi(x)g2(x) + fz(x)gl(x))n:
0 f[1(x)91(x)
<f1(x)gl(x)" *
U0 awaer
integer n.
So, we get (f1(x)g.(x))" = 0, hence f; (x) g, (x) €
N(R[x]). Since R is m- ARM, then a;b; € N(R),
0<i<n,

):0, for some positive

0 <j<m, ie, hence there exists some positive
integer p;; such that (a;b))P” =0.Take p=
max{p;j},0 <i<n,0<j<m. Then
aibj aivj +ul-bj pn _ 0 =x n _
A B (I T
a;b;  a;v; + u;b; N(R R
0 ab, ENR @ R),
aibj aivj + uibj P _ (0 *)
0 aibj - 0 0 ’
aib;  av; +ub\'
and ( PR ’) = 0. Hence,
0 al-bj

T=T(R,R)=R @ R is m-ARM.

Lemma 3.19 Let R be a central reduced ring. Then
T(R,R) isCm —ARM.

Proof Since R is central reduced, then by [19,
Theorem 2.34], T(R,R) is CARM and by using [16,
Proposition 3.5.1] this implies that R isa T(R,R) is
Cm — ARM.

As a special case of Lemma 3.19, the following
propositions can be obtained.

Lemma 3.20 Let R be a semiprime nil-
semicommutative ring. Then T'(R,R)is C m —ARM.
Proof By Proposition 2.1, R is reduced. Since every
reduced is central reduced and by Lemma 3.19, then
T(R,R)is Ct —ARM.

Lemma 3.21 Let R be a domain ring. Then T(R,R)
is Ct —ARM.

Proof Since R is domain, then by [19, Proposition
2.7] and Lemma 3.19 we have R is Cmt —ARM.

The following propositions explain  the
relationship between Cm —ARM with trivial
extension on the one hand and some kinds of rings
on the other.

Proposition 3.22 Let R be a central reversible
semiprime ring. Then T(R,R) is Ct —ARM.
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Proof Since R is central reversible, then by [16,

Theorem 1.4.20 (1)] and by Proposition 2.1, R is

reduced and by Lemma 3.19 the proof is complete.
New fact of commutative ring and Ct —ARM ring

with trivial extension can be obtained.

Proposition 3.23 Let R be a ring. Then R is

commutative iff T(R,R) is Ct —ARM.

Proof Assume that R is commutative, then by [19,

Proposition 2.29], T(R,R)is central reduced. Let

f,g € T(R,R) such that

f=(f1. f2), 9=(91,92) and fg € N(R[x]). Since

T(R,R) is central reduced, then by [19, Theorem

2.31], R is nARM. That is, fg e N(R[x]) c

N(R)[x] which implies that a;b; € N(R). Again,

since R is central reduced, then a;b; € C(R). Hence

T(R,R) is Cm —ARM.

Conversely, suppose that T(R,R) is Ct —ARM. To

prove that R is commutative, let a,b € R and

f(x):(g g),g(x)=((1) 2)ET(R,R)[x]. Since

T(R,R) is Ct —ARM and f(x)g(x) = (g g) €

N(T(R,R)[x]), then (8 o) € c(r(rR)) and this

implies that

(0 ab) _

8a0b0 b 0\/0 a\_(0 ba
(o 0) (o b)_(o b) (0 0)_(0 0 ) that is
ab=ba, for all a,b € R. Hence is commutative.

The next theorem explains new fact of Ct —ARM
ring with trivial extension.
Theorem 3.24 Let R be a Cr —ARM that satisfies
the property: if f(x)g(x) is a central nilpotent
element and f(x) is a central element of R[x], then
g(x) € N(R[x]). Then T(R,R)is Ct —ARM.

Proof Le,t flx) = (%0 ‘;(;’) + <%1 ‘zllll)x ot
(5 )09 )
=y W)+ e
(o o )am
= (gléx) Zig;) € T(R,R)[x] such that
}(C](Cj%fg)(g)?(; f1(x)g2(x) + fz(x)g1(x)) e
0 f1(x) g1 (x)
N(T(R,R)[x]) .(12)

By some computations on Eqg. (1), we can conclude
that f;(x)g,(x) € C(R[x]) and this can be reduced
Eqg. (12) to

Q9= (rwew)’

B (f, () g, GO (fl(x)gl(x)) (fl(x)gz(x)j'
- i+j=n-1 fZ(x)gl(x))(fl(x)gl(x))
0 (f1(x) g, )™
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((fl(x)gl(x))n n(fl(x)gl(x))n_l(fl(x)gz(x) + f2(x)g1(x))

0 (fi(x) g1 ()"
.. (13)

Eq. (13) implies that (f;(x)g,(x))™ = 0 and since
R is Cm—ARM, theng;b; € C(R). Also,

n(A0)9:00)" ()92 + £()g. (1)) = 0
and wusing [19, Lemma 2.33] implies that
nfl(x)gl(x)(fl(x)gz(x)+f2(x)g1(x)) is central
nilpotent element of R[x].

Hence, by hypothesis we get the required result.
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Abstract.

In this paper, a study and an analysis of a heat and mass transfer during peristaltic flow for a pseudoplastic
fluid in asymmetric tapered channel, and a variable viscosity dependent of a fluid temperature with exist of slip
conditions through porous medium and the influence of this conditions on the velocity and pressure, where the
wavelength of the peristaltic flow is a long and the Reynold number is very small. The solution of equations for
the momentum and energy have been on the basis of a perturbation technique for a found the stream function,
velocity, pressure gradient and temperature and also have been discussed the trapping phenomenon by the graphs.

Key words. Peristaltic transport,Reynolds number, Hartmann number, pseudoplastic, Porous Medium
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1.Introduction:

The process of peristalsis has become a subject

of great importance for the researchers in view of its
wide-ranging biomedical, physiological
applications. You can see it in the food movement in
the Intestine tract,the urine passage from a kidney to
the bladder, Blood transfusion in the capillary blood
vessels, also machines used in heart and lung
operations and the movement of sperm in the male
reproductive system and the transfer of the egg in
the womb in women. Latham [1] and the
physiology of the gastrointestinal tract, esophagus,
stomach, intestine, and ureter associated with the
phenomenon of peristalsis was discussed in the book
"Biomathematics"[2].Also on the industrial field
where has encouraged the complex nature of fluids
of which, oils, chemicals, petroleum and other
fluids, has encouraged extensive studies and
research into the properties of these fluids. where
many researchers presented basic equations for
various non-Newtonian liquids [3-7].
Heat transfer in peristalsis is beneficial in the
applications such as blood pumps in heart
operations, Kidney dialysis operations, and
Magnetohydrodynamics (MHD) is a topic important
to many researchers in the problems they treated
conductive fluids e.g., blood, blood pumping
appliances, magnetic resonance imaging (MRI) for
brain diagnosis. MHD has many implementations in
geology (in the study of earthquakes and the subsoil
of the earth) [8-15].

The word nanofluid is referring to a fluid
containing nanometer-sized particles. Choi [16], the
Nanofluids have applications in humerous medical,
biochemical and engineeering including neuro-
electronic interfaces, nanoporous materials (carbon,
nanofibers), cancer diagnosis, drug delivery systems
and many others.

The pseudoplastic fluids consider is a category of
shear fluffy materials. In this materials, the viscosity
decreases by enhancing shear rate. it is clear that
non-Newtonian materials are involved in  many
qualities and ingredients and processes including
food mixing, food movement in the intestine, blood
flow in arteries and capillaries, the flow of metal
fluids and alloys.
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Most of the researchers on the peristalsis channels
studies consider fluid viscosity is constant ,But some
of them showed great importance to the situations
which can attention  variable viscosity of the
fluid.And from these [17-24].

In a study recent also, Misra et al.[25] the
influence of heat and mass transfer in asymmetric
channels during peristaltic transport of an MHD
fluid having temperature-dependent properties and
Sinha et al.[26] Peristaltic transport of MHD flow
and heat transfer in an asymmetric channel: effects
of variable viscosity, velocity-slip and temperature
jump and Hayat et al. [27] Influence of convective
conditions in radiative peristaltic flow of
pseudoplastic nanofluid in a tapered asymmetric
channel.

In this paper, we will study the heat and mass
transfer in a tapered asymmetric channel under the
effect of a magnetohydrodynamic during peristaltic
transport of pseudoplastic nanofluid with slip
conditions in peristaltic flow for a variables
viscosity for this fluid, where the wavelength of the
peristaltic flow is long and the Reynolds number is
small. The equations for the momentum and energy
have been linearized on the basis of these
considerations. Expressions for the stream function,
velocity, pressure gradient and temperature have
been obtained. Pumping characteristics of the
peristaltic flow and the trapping phenomenon have
been discussed, and we obtained numerical results
of different physical parameters and a graphs by
using the software MATHEMATICA. Accordingly,
we will analyzed these data based on these figures.

2. Mathematical Formulation:

In the present study, we consider the flow of an
incompressible  magnetohydrodynamic ~ (MHD)
pseudoplastic nanofluid in a two-dimensional
tapered asymmetric channel through a porous
medium (see Fig.(1)) and the flux is induced by
sinusoidal wave traveling propagating with constant
velocity ¢ along the channel walls and the effect this
on a heat and mass transfer with a velocity of
peristaltic waves. its walls are defined as:

¥ = Hy (X ) ==y -mX

27, .
—b, Sin| — (X —ct’ 1
lSm{}b(x ct)+¢} Q)



Journal of AL-Qadisiyah for computer science and mathematics

ISSN (Print): 2074 — 0204

Vol.10 No.3 Year 2018
ISSN (Online): 2521 — 3504

Y —H, (X 1) =dy +mX

+b., Sin [Zj(x~ —ct ')}

Where (d,),(d,)is the channel width , (b;) and

(b,) are the amplitudes of right and left walls
respectively, (c) is the phase speed of the wave,

m’(0 1)is the non-uniform parameter, (4)is the

wave length, (t ") the time, the phase difference (&)
varies in the range (0 < ¢ < ) where (¢ =0)

corresponds to symmetric channel, with waves out
of phase i.e. both walls move towards outward or

inward simultaneously and further b,,b,,d,,d,, ¢

satisfy the following condition at the inlet of a
divergent channel.

bl +b + 2b;by Cosg < (d; +d )2 3
1 +by +20yb, Cosg < (dy +d, @)
Here we assume the fluid to be electrically

conducting in the presence of a magnetic field
B =(0,B,,0). To calculate the Lorentz
force we will apply a magnetic field just in

Y™ —direction and then we study the effect of

it on the fluid flow.

S + ] g +U 0 +V 0 g
Xx T g ox or ) XX
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3. Constitutive Equations:
The expression of an extra stress tensor in the
pseudoplastic fluid is [YA]
S +A DS
+
1pt

1 - -
+§(M 1y ) (AfS +SA1) = Ay (4)
In which A, and g4 are the relaxation times.
~ T
Also A1 = |:VV + (VV ) } A, is the first Rivlin-

Ericksen tensor with the velocity gradient, and

dS /dt’=é&S /at'+V VS )
And
Ei =dS /dt'-(VV)S -S (vv‘)T (6)

- e~ D
where V. =[U V ,0] is the velocity field, — is

!

the upper-convected derivatived /dt’ is the
material time derivative and
|t Sar
Syx Syy
U ou - av
, U {rﬁ } ()
4 = oX ay  oX
Loy oU oV
—t—= 2—
X oy oY
The stress components S}X S 4y and .Si,-y‘ can be

obtained through the following relation :

au - ou
25 . -
X

XY &y

- 0

)]

av. . au

ax Yy cy}

ou oV

0 [ay ax“j ®

or g Eff}

3¢ Y'Y ay”
e;f"} _ av (10)
oy 0 5y
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4. Governing Equations:

Based on the consideration made above, the governing equations that describe the flow in the present study as

Mohammed .R/ Ahmed .M

follows:
ULy (11)
X o
(au Y V“GUJ or, 0 (S g )t = (5 oy ) - o830 Ny
" - = - . e Fxr 70— -
Fla " or o oax VXX ) oy U XY 0 K,
AT AT AN o =\ A(T).
+U —4+V — |= S —(S- ) — V 13
p,(a[, ox 8YJ ar Far S ) 5 () K, ()
(o) [af 0 ’faf}‘K T e, T [aff{af)z (14)
A PR AP w2 a2 | TV T, |\ax 2

In above equations, (t') denotes the dimensional
Sy 1S, ) the

(o') the fluid

time, (P ) the pressure, (S

XX ’ Xy !
components of stress tensor,

electrical conductivity,

(U ) and (V~) are the velocity components in the
axial and transverse directions respectively,

(k') the thermal conductivity of fluid, (B,) is the
magnetic parameter, (0 ) the density of fluid,

density of nano-particles, /(T ) the

(p, ) the

variable viscosity,(TN) the temperature of fluid,

(Tm) the fluid mean temperature, (DT) the

thermophoretic  diffusion coefficient,

(Hy) a
constant viscosity and (K,) the permeability

parameter.

The appropriate boundary conditions comp-rising
wall slip and convective boundary cond-itions are
given as follows:

T=—<, T=T, a Y =H,
==, T=T, a Y =H, @9
Now we treat the wave frame having coordinates
(X, Y) moving in the X-direction with wave velocity
(c). The velocities, pressure, time and coordinates in
two frames are a related by:

X —ct’,y= u(x,y)=U XY t)-=<,

N (XY B )PRY ) @7

(15)

X =
V(X.y

83

Where U,V are the velocity components in the wave

frame (X,y) and P,P are the pressures in the

wave and laboratory setting respectively.
Now we will define the non-dimensional quantities
and stream function through the equations below:

Xy U= :\/,,5:d1,9:ﬂ1
A7 dp 4 ¢ ¢ 4 T1Tg

(0)20 1y )L ) 208D,
1

X = Lt i —li _

o= d1 p S
Auoc
L
d1

(D1 T T0)

dq
CuoS” Tdp

p=02 g, _PEOdLp MOt
dq U K

\/:dlBo,
u

Where () is the stream function, (x) is the non-

dimensional axial coordinate, (y) is the non-
dimensional transverse coordinate, (t) is the
dimensionless time, (u) and (v) are non-dimensional
axial and transverse velocity = components
respectively, (p) is the dimensionless pressure, (a)
and (b) are amplitudes of upper and lower walls,

Ij -
(18)

(8)is the wave number, (m) is the non-uniform

parameter, (K) is the Darcy number, (Re) is the
Reynolds number, (v) is the nanofluid

kinematic viscosity, 7 = (pc')p /(pc')f is the

ratio of the effective heat capacity of nanoparticle
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material and heat capacity of the fluid, (&) is the

Re | s ! ov| 1lop
dimensionless temperature, (P,)is the Prandtl e|ofu+ )a—x+vg ‘_35
number, (M) is the Hartmann number, (p,) the P P

. . . . +6(Syy )+~ (Syy ) @1)
density of nano-particles, (Nt) is the thermophoresis ox VY ey WY
parameter. 2
Since the flow is a steady and using the shifts in _i (e)v
Eq. (17) and by introducing non-dimensional Ko H
quantities [Eq.(18)] into constitutive relations
(11)-(14), and conduct some algebraic
i ions: o 0
pro(;:esse;vwe get the following equations Re Prld (u N 1)7q+v q} _
u
5§+§: 0 (19) x ol
2 2
2079 2 (g
dc = d (22)
ou ou op 2 P
Re 5(u+1)—+V— =—-— OX + NLP X
Y ox 2 LPr 2
Lo aq
w6 (s )+i(s ) (20) oy ? N
o XX oy Xy L
2 1
~IM“+ = pu(6)|(u+1)
K
2 2
5} 0 ¢ OJw @ 0 5}
Sex #4968 C 4| Lar| © Y O s ass, OV asy, O F
ot oy dx dx oy | T ooxdy Jy
2 2 2 2
o 3, 0 0
t=(4y — )| 405 — 125, —"{2’752 ‘g Y R 23)
ox dy "oy ox ox Gy
2 2
o (o D Oy 0 9 9
S‘f}‘ +/ll ) (—+ iﬂ c_ve SW +‘525m ‘ g— yy ‘ g
’ ot oy o  ax oy | oy Ay
2 2 2 2
1 Ty 20w | Ty 207y
+*(31 _”l)(sxx *Syy ) paaC e N e S e (24)
2 il ay Ox oy ox
2
0 oy 0 oy 0 ) Ty oy
S, +A4, 36 —+ +1|———|5,, +20°S,,, —= +268
Y ”‘{ {az [8}’ Jﬁx ox aj Y Va2 Y o oy
| 621// 6‘21,11 2 azw 52r//
(A — )| 485, $2Syy |5 -8 —5 |[=-26 (25)
T dxdy dy ox ax dy
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The low Reynolds number and long wavelength
approximation are widely in the solution of issues
concerning the peristaltic flows. The long
wavelength approximation is based on a supposition
that wavelength of the peris-taltic wave is
considerably major as compared with the half width
of the channel.

And since the stream functions (Y )is connected

with the wvelocity components by the relations

For the simplicity of analysis, most research on fluid
mechanics takes fluid viscosity as a constant
quantity.But in many processes, the viscosity is a
function of heat, and in the present study, we will
take this into account by treating viscosity as an
exponential function of temperature. Let us take,

u(@)=e=*’
viscosity parameter, which is a constant. For
(aJ 1) neglecting the border which contains the

, where (a) is the Reynolds model

oy oy powers of (o) more than two , we write
s 5 And by offsetting it in Eg. (26), we get
P (sxy) 3 2 \2 3
oXx oy op Ow oy | Oy
] o a3t 2| 3
1
—[M 24 y(e)}(‘” +1) (26) ¥ ¥,
K oy 2 «a oy
5 “IN"=—0 || —+1 (34)
65 =0 27) Ko\ oy
1
) 2 Where N12:M2+—
%0 20 K
— + NtPrj —1 =0 (28) The Eq.(27) shows that (p) is not a function of (y) of
oy % the non-dimensional axial coordinate Y, from this
With and also of Eq.(34), we get:
oy 4 2 \2 4
Sxx ‘(ﬂl+ﬂ1)sxyay (29) 0 V/+3§£5 l//J o'y
4 2 4
) oy oy oy
0"y 2
Sxy () (Sxx +Syy )5 2 (3 V% [N |2
2 oy OTw| 0y 0"y
+6§—2 3| | « |3 (35)
02, o2 oy oy ~% ooy
y Oy K
Sy 57 (30)
o a 00 oy
174
Syy = (4 —s)Sxy o2 (31)
o Similarly, the Egs. (15) and (16), by using Eqgs. (17),
By simplifying Eqs.(29)-(31), we get (18), then the boundary conditions for the
azy/ dimensionless stream function and the temperature
2 in the wave frame are:
_ oy
82 yv=—,—=-1,60=0 aty=h1,
v 2
1-¢& oy
(36)
oy F oy
. 5 y=——,—=-160=1laty=h,
Here ¢ = (/”1 -4 ) is the pseudoplastic fluid 2 oy
where (F) is the dimensionless mean flows in
parameter.

the wave frame.where
F(x,t)=Q +asin[27x + ¢]

+bSin[27x | (37)
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Where(Q) is the dimensionless mean flows in
the wave frame. Here

h,(x)
F = ZI a—l//dy

hy(x) & (38)
=v(ny)-v(hy) Q E%

Hzx,ij
g= [ d(x,y)dy (39)

5. Solution technique:

The Eqgs. (28) and (35) are cannot find an exact
solution to it. And in order to solve this problem, we
resort to perturbation method where is applied to
find series solving for the small parameters (S, v,

F, p) about fluid parameter (&) and (0)

Prandtl number (Pr). as shown in the following
equations.

about

=po+Ep+Eiyot..
p=po+&p1+E2pat..
F=Fo+ER+E2Fo+...
0=y +Pr O +Pr2 Op+.. .

(40)

furthermore, the series solution is used only up to
first order.

6. Perturbed Systems:

To find the parameters values  we say
(I) The solution (by perturbation technique) for the
temperature in EQ.(28) which satisfies the
boundary conditions (40), becomes:

%4,
(i) Zero order: ? =0 (41)
2
o0 06,
(ii) First order: 5 +Nt| — | =0 (42)
oy oy

With the dimensionless boundary conditions
6’0 :0,0l:O at vy :hl where
hy =-1-m(x +t)-aSin[27x + ¢]

(43)

where
hy =d +m (x +t)+bSin[27x ]
Then

86

(Eq.4)= 6y =Cq +YC, where

c o= —
1oh —h, 2 h -h
1 2 1 2
Nty
(Eq.d42)= 4 =-—— "5 +Cy+yCy
2(hy -1y
Where
hyhy Nt ~hyNt — hyNt
Cg=-—"""— 5. Cs="" 5
2(hy ~ 1, ) 2(y 1y )

Since 6= Gy +Pr.g (by Eq.(44)) we get:

0= hl - y +

hy —hy  hy—hy

—hyNt —h, N

~ Myhp Nt 2_( L Nt-hy ;)y (44)

or Z(hl_hZ) 2(“1‘“2)
Nty 2
T \2
Z(hl—hz)

(11) The solution (by perturbation technique) for the
momentum equation (35) which satisfies the
boundary conditions (40), we get:

64 2
. Y0 2 « 0 Y0
(|)zreoorder:74— N1 -—0 —
oy Koy
a 96( 0w
+——| ——+1|=0 (45)
Koy oy
With the dimensionless boundary conditions
F, ow
o= 0 gayon
2 oy
(46)

Y0 5

(ii) First order:

2 2
4 2 4 2 3
73— 7 "% 3
oy oy oy oy oy

o 621// a 00 Oy
—(le—e) S L o0 (47)
oy Koy oy

With the dimensionless boundary conditions

, ——=-1lat y=h
oy 2
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F oy
__ 1 1_ _
F, 0 “8)
%
1//1:—71,71:0&[ y=h2
2 oy
—yN N
ale = l+a2ey ]
(Eq45)= p =a3+a4y + 5 +a(a7 + a8y

N

1

—yN] Zle
+ e (—147(al + a2e )Nt .Pr

2
48(hy —hy)” KN

2yN]
+51 (al -a2e )(hl (=24 Ne.Pr)+hy (24 Ne.Pr) = 2NtPry )N
—BO(al +aZeZyNl )(—hl +y )(2h1 —hy (2 + Nt .Pr) + Nt.Pr.y ) le

Zle 2
-2|al —a2e ¥ (—lzh |+ (=3h, (2+Nt.Pr)+2Nt.Pr.y)

3 yN 2 4
+3hy (2hy (24 NePr) + (2= Ne.Pr)y ))N{ +48(aS+a6e 1)(3h ~3hy ) KN|H) (49)
1Ny (o asata bl
(Eq.47) =y, — b3 +bdy + ——(2e T -
8N, N,
-3yN 3yN
YN, 5 rsal’ v ap2 ) arte T @23
+2e -6ala?” y 4 - - )
Ny Ny Ny

N

A 4yN 4yN 6yN
_1080p1e 1 - 8316a1a2” e 1 - 10802¢ 3

151a2” e - T Nipr
serar’ ae” N (12hy (-2 + NtPr )+ 12hy (2 + NtPr)- 37NtPry )

2ata2? ¢ (120, (-2 + Nepr)+ 120y (2 + Nepr)- 37NePry )
w35a1 (hy (-2 + Nepr) + hy (24 NePr )< 2NePry ) - 7N 2 - 2420”1
w52 MM Y(hy (24 NePr )+ iy (24 Nepr) - 2NePr )N+ 180al® (hy +v)
(21, - hy (24 NePr) + Nepry ) - 6al” a2e Ny 68h, %+ 7y (4h5 (2 + NePr)
ssNipw) + g (34hy (2 + Nepr)- 28 (-2 + Nepr ) v ) - 6ala2? N s ,2
7y (~4hy (24 NiPr) + 5NiPry ) + hy (34hs (24 NiPr) = 28(-2 + Nepr) y )
oM g1 (1011]2 +3y (hy (24 Nepr) = Nepry ) = by (5hy (2 + NePr) = 3(=2+ Nepr )y ))
oM (Ta2’ SN (= + 2 )(2hy —hy (24 Nepr) + Nepry ) + 85 2(101112

43y (hy (2 Nebr) = Nepr ) = iy (5hy (24 Nepr ) = 3(=2 4 Nepr ) )N |

+6y (3al’ (—1214]2 4y (<3hy (2+ NePr) + 2NtPry ) + 30y (2hy (24 Nepr) + (2 - NePr ) y ))
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2yN 2yN 4yN
e (8b1 Ssp2e” 1 w33 )(-12h12 3 (-3hy (2 + Nepr) + 2NtPry )

w3y (2hy (20 Nepr )+ (2= Nepr )y ) - 6at? e 1200, + y(39n, (2 + NePr )

4yN
$32NtPry )+ 3hy (20hy (24 Nepr)- 13 (-2 + Nepr )y )) 4 6ala2’ e 1 (-12014,2

w (-39, (2 + Nepr) + 32NePry )+ 301 (208 (2 + Nepr)- 13 (-2 + Nepr) y DN

2yN

24026 (9227

2N, 2N, 2 2N, 2
e -1045 + abe (h, - h2) K - 2012 b5 + b6e (h, - /12) K

2 (1 (6 - 3NtPr) - 3y (2 + Nepr) + 2NePry ))) + 3alaze N (12005 (ny -y )2 K

-b4e"'N] y
VN, 2 2 2

te 120a6 (hy - hy )" K +a2y” (120" +y (-3hy (2 + Nepr) + 2NtPry )

3y (2ny (204 Nepr )+ (2= Nepr) y ) + 31 (6as (i, - )2 ke (otas (hy -1, )2 K

tazy? (-12h12 +y (3hy (2 + NePr)+ 2NePry )+ 30y (20 (2 + Nepr)+ (2 - Nepr) y )))))N;’

29N WN WN 2
1728 (-a12a6 va2?ase” - 2ala2 (a5 _abe” 1))(”1 “hy ) KyND ) (50)

And from there it will be

W=y, +Sy, (51) w vy (2 a \owg
Where al,a2,...,a8 and bl,...,b6 are constant . Note ; =—3 | M1 _;6 & +1
oy _ -
also, U = — 3 2 \? 3
ay 0y 3 L) 0 Yo (54)
(111) The solution for the pressure equation (34) ay3 * ay2 ay3
which satisfies the boundary conditions (40) +
. d
arld the Eq. (44): ~ le R I
(i) Zero order : i K oy i
3
Py _ Y, .
_6'y - —ay 3 7. Average pressure rise:
By The Eq.(54) the pressure rise (Ap) per
_Kle_ﬁgj oV, +1 (52) wavelength and the walls shear stress can be
K oy obtained by the formula
(ii) First order: 1 op
Ap = I—dx (55)
5 OX
2
ap, _ Oy, N oy, | %y, 8. Numerical results and discussion :
oy a 8y3 8y2 6‘y3 In this section, the graphs are a description of
values various parameters under the effect of an
2 « oy (MHD) during peristaltic transport for the flow of
[Ny ——0 || —+1] (53 ) e X
K pseudoplastic nano-fluids in the tapered asymmetric
Now by Egs.(52) ,(53) and (40) we get: chann(?tl through a porous medium with variable
viscosity.
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The complicated behavior of the non-Newtonian
fluids can be transacted more swiftly with the assist 500
of numerical solutions, where solved numerically
using perturbation technique for the nonlinear
equations, therefore our numerical approach relies B 400
upon the linear equation solvers by Mathematica
program to find the results numerically and
graphically.

600

dp
dx

200

-0.6 -04 -0.2 0.0 02

8.1. The Pressure gradient distribution : X
In this paragraph, describe the effect of different

parameters which have an impact on the pressure

gradient (dp/dx) per wavelength. The influence of
these parameters is observed for a Figs. (2)-(7),
where shown that in the wider part of the channel (-
0.7< x <-0.55) and (0< x <0.2), effect these

parameters on pressure gradient are very small,

which means that the flow can pass easily without

imposing a large gradient pressure.Where, in the

tight part of the channel (0.55< x <0), there must be

a large pressure gradient in order to keep the same

flow of fluid in the channel, especially for the

narrowest place of approximately in (x = 0.25) and

4000

the values of (y) and (t) are fixed at y=0.3 and t
=2. This is illustrated by the Figs.(2)-(5) the increase 3000 f

dp
dx

of a value of parameters (M, ¢, Q, &) is leading to 3600 |

the pressure gradient is increasing, but we observe

1000 |t

an opposite in Figs.(6)&(7) where the pressure

gradient is decreased when increasing the values of ' 06 04 02 02

the parameters (m, K) .

600
1500 |

K4 = m=0.1
2=04, =03, ;
L ®=m/6M=3, e B 2 == m=012
o " Q=06,Nt=06, m=0.14
O g=01,a=001,
e g=001, Pr=1, [ o7
20 | o K=05,y=03, ; , :

ol = L . =
500(+ t=2 Fy 7

.
-06 -04 -02 0.0 02 0

X -0.6 -04 -02 0.0 02

. . dp .. . .
Fig.(2):Variation of % with increasing of M p
Fig.(6): Variation of % with increasing of m
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1500 - a=04,b=03,
d=7/6, m=01,
Q=06,Nt=06,
100 d=01,a=001,
£=001, Pr =1,
M=3,y=03, g
=2 /

500 |-

4;(‘ — 4;1 — 7(;: — 1)4‘0 — 02
. . dp .. . .
Fig.(7): Variation of I with increasing of K

8.2. Pumping Characteristics :

The Figs.(8)-(13) show the relation between an
average pressure rise (Ap) and the mean flow rate
(Q) with a various physical parameters which are
the Hartman number (M), the phase difference (¢),
the pseudoplastic fluid parameter (&) ,the non-
uniform parameter (m) , the Darcy number (K) and
the Prandtl number (Pr). And effect these parameters
on the average pressure rise (Ap). We observe in
Fig.(8) the pumping rate decrease in the co-pumping
region
(Q>0, Ap<0) while the opposite is happening in the
retrograde pumping region (Q<0, Ap>0)
with an increase of parameter (M). Illustrated by the
Fig.(9), the pumping rate increase in the co-
pumping region (Q>0, Ap<0) and decreasing in the
retrograde pumping region (Q<0, Ap>0) with an
increase in (m). Fig.(10) shows the effect of () on
Ap, where the pumping rate decrease with an
increase in (&) in the co-pumping region Ap < 0.
Fig.(11) shows the impact of (¢) on average pressure
rise (Ap), in a co-pumping region (Q>0, Ap<0) is
increased up to point (0.93,-29.73) but the situation
is reflected after that point, where there is a decrease
in the pressure rate with enhancing of (¢). The Fig.
(12), demonstrate the effect of (K) on (Ap). It is
noted that (Ap) is increasing in the co-pumping
region (Q>0, Ap<0) with values enhancing (K).
Finally, the effect of the parameter (Pr) is very
simple is negligible on Ap, this is illustrated by Fig.
(13).
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O

a=04,5=03,®=m, m=01,
. N=08,d=01,a=001, =001,
Pr=1K=02,y-501,t5

=20 -3 -10 -05 00 05

Fig.(8): Variation of Ap with increasing of M

m=0.1
===-= m=015
— m=02
2=04,b6=03, G=m, M=3 N
-0 N=08,d=01, a=001, £=001, “en
Pr=1,K=02,y-01,t-5 i

20 L5 1.0 05 00 05

Q

Fig.(9): Variation of Ap with increasing of m

a=04,6=03, d=m M=3
N=06,¢=01,a=001, m=01,
Pr=1,K=02,y»01,¢-5

Ap

1. @=001, £=001,
Pr=1,K=02,y501,¢t55

Q

Fig.(11): Variation of Ap with increasing of ¢
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t a=04,b=03, ®=m1, M=3
sl N=06,d=01,a=001,&=001,
Pr=1, m=01,y 501,55

15 1.0 05 00 05

Q

Fig.(12): Variation of Ap with increasing ofK

a=04,6=03, O=m, M=3
L N=06,d =01, a=001, £=001,
m=01,K=02,y-01,t-5

15 10 0s 00 05
Q

Fig.(13): Variation of Ap with increasing of Pr

8.3. Velocity Profile :
The Fig.(14)-(17) illustrate the velocity profile

(u) versus y-axis, and to see the effects of a change
in the values for different parameters at the fixed
values of x=0.3 and t=2. The behavior of velocity
profile is parabola as seen through figures.We
observed from the Fig.(14) that the axial velocity (u)
increases with an increase in the Hartmann number
(M) at the core part of the channel, but it decreasing
for near to walls where this result is expected
because the fact that an effect of magnetic field
generates a Lorentz force which is a resistant
force.This force tends to oppose the fluid movement
causing the flux to decelerate. In Fig.(15) we
observe the opposite. The velocity decreases in the
center and increases near the walls by increasing the
values of the thermophoresis parameter (Nt). The
Figs.(16)&(17) shows the effect of the Darcy
number (K), the mean flow rate (Q) on the velocity
profile (u) ,where the velocity decreases with an
increase values for these parameters, in the center of

the channel .
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1.0

05}

0.0
| a=04, b=03, O =11/6,
Q=08,M=1,0d=09, a=001,
§=001 ,Ar=2m=02,K=12,x=03,¢=2
0.5

10 05 00 05 L0 15

-5

hj

Fig.(14): variation of (1) with increasing ofM

0.30
025
= 020 |

0.15

3
Ef a=09,b=01,®=r/4, n
010 [ [ m=08,K=2d=09,a=5, -
Ly £=00 A =5M=3 Q=02,x=03,¢=2
e

Y

Fig.(15): Variation of (u) with increasing of Nt

m=08 M=08,d=08, a=001,
=00 A =2, M=3Q=02,x=03,f=2

-2 =1 0 1 2

a=04,b=03,®=m/6,
m=02 N=1,4d=09, a=001 ,
£=001 =2 M=3 K=12,x=03,/=2

-15 -05 0.0 0.5 1.0

-1.0

y

Fig.(17): Variation of (u) with increasing of Q

1.5




Journal of AL-Qadisiyah for computer science and mathematics Vol.10 No.3 Year 2018
ISSN (Print): 2074 — 0204 ISSN (Online): 2521 — 3504

Mohammed .R/ Ahmed .M

8.4. Temperature distribution:

The Figs.(18)-(21) shows the variation in the
distribution of temperature between the center of the
channel and the layers near the walls, during the
peristaltic motion of the fluid for the fixed values of
x=1and t=0.5. =
The Figs.(18)&(19) illustrate the effect a phase -l
difference (¢) and the non-uniform parameter (m) on . a=03,b=04, 0=r,
the temperature of fluid (), is | fr=sM=0s, @200, x=1, 0208
where (0) is increasing near to walls with enhances . L ; 1
to (p & m), but the temperature is almost not y
affected by with height values of those parameters in Fig.(19): Variation of (&) with increasing of m
center of the channel. While is the opposite with
parameters (Nt) and (Pr) where the temperature of
the fluid is decreasing near to walls of the channel
and the effect of these parameters is gradually
fading in the middle of the channel [see -4
Figs.(20)&(21)].

a=03, b6=04, ®=m,
m=002, Pr=3 d=007, x=1,1=05

0 2 4
¥

: a=03, b=04,Pr=3, Y
I m=001,N=05,d=007, x=1, =05

-4 -2 0 2 4

v

Fig.(18): Variation of () with increasing of ¢

a=03,b=04,0=m,
m=001, M=05, d=007, x=1, =05

y

Fig.(21): Variation of (&) with increasing of Pr
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X X
Fig.(22): Streamlinesfor « =04 .,b =03 ,¢=72/6,m =02,0 =08 N =1.1,d =09 ,a =001,
£=0002, Pr =1, K =12 ,t =2and for different M : (a) M=1, (b) M=2.

X X
Fig.(23): Streamlinesfora =04 ,b =03 ,¢p=7/6,m =02,0 =08 , M =1.1,d =09 ,a =0.01,
Pr=1M=3.K =12 .t =2 and for different £ : (a) £ = 0.001 . (b) & = 0,002

X X
Fig.(24): Streamlinesfor a = 04,6 =03 ¢ =7/6,m =02 ,Nt =1.1,d =09, a =001, & = 0.002,
Pr=1,M=3,K =12 ,t =2 and for different Q : (a) Q=0.8, (b) Q=1 .

X X
Fig.(25): Streamlines fora = 0.4 ,b =03, ¢ =7/6,m =02,0 =08 Nt =1.1,d =09 ,a = 0.01,
&=0002,M =3, Pr=1,f=2and fordifferent K: (a) K=0.1, (b) K=2.2 .
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12. Conclusions:

In this paper, we succeeded in presenting a
mathematical model to study the effect of no-slip
conditions with variable viscosity on peristaltic
transport of a non-Newtonian pseudoplastic fluid
inside an asymmetric channel. A regular
perturbation method is employed to obtain the
expression for the pressure gradient and pressure
rise over a wavelength, velocity, temperature
distribution, the heat transfer coefficient, the Nusselt
number and the stream function.

We have discussed the effect peristaltic flow and the
rheological parameters of the fluid.

=  The increases of a value of parameters
(M, ¢, Q ,&) is leading to the pressure
gradient is increased and decreased
when increasing the values of the
parameters ( m, o, K).

= The pumping rate (Ap) is decre-asing
with an increase in (M, & ) , But the
opposite happens with the parameter
(K) in the co-pumping region.

= The profiles of axial velocity (u) take
parabolic shape for it is curves.

= The axial velocity (u) increases with the
increase in (M) at the core part of the
channel but it decreases for near to
walls, and the opposite happens with
the parameters (Nt).

= The axial velocity (u) decreases with an
increase in (K, Q).

=  The temperature increases near to walls
and almost not affected in center of the
channel with enhances to ( ¢ ,m ) and
the opposite with parameters (Nt, Pr).

=  The size of the trapping bolus increases
with increasing of the parameters
(Q,K), while it has decrease with
increases of parameters (M, & ).
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1.Introduetion:

Throughout this paper we will use & to
represent an associative ring with center Z(&) , K is
said to be n-torsion free if na = 0 ,a € & implies
a = 0[5].

Aring | is called prime(semiprime) if a&b = 0
(afa =0 )impliesthata =0o0r b =0(a = 0)
[3] .A mapping D: & X & X & — K is said to be
permuting if

D (x4, x5,x3) = D(xnl,xnz,xn3)
hold for all x;, x,, x; € & and every permute
Ty, Ty, T3 .

97

A mapping d: K& - K&  defined by d(x) =

D(x,x,x) is called the trace of D(.,.,.) where

D:RXK XK - Kis permuting tri- additive

mapping [3] , a tri-additive mapping D: & X & X

K — Kiscalled tri — derivation if

D(xlei )’: Z) = xlD(xZi )’: Z) + D(xl' y' Z)xZ ’

D(X, )’1)’2'2) = }’1D(x:}’2:z) + D(x')’pz))’z and

D(x,y,2,2,) = z;D(x,y,2,) + D(x,y,2,)z, are

hold for all x,y, z,x;,y;,z; € K [3] .

The trace d of D satisfy the relation
dix+y)=dx)+dly) +3D(x,x,y) +

3D(x,y,y)

forall x,y € & [7].
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A. K. Fargj in [1] and R. C. Shaheenin [6]
define the permuting left tri- derivation as follows
a permuting tri-additive mapping D: R X K X & —
v is called permuting left tri — derivation if
D(xIxZI y' Z) = xlD(xZ' y' Z) + XZD(Xl, yv Z)
D(x,y1Y2,2) = y1D(x,¥,,2)

+y.D(x, 1, 2)
and

D(X, y' Z1Z2) = ZID(x' y' ZZ)

+ZZD(x' y' Zl)
are hold forall x,y,z,x;,y;,z, € K, i =12 also
D is called permuting Jordan left tri — derivation if
D(x%,y,z) = 2xD(x,y,z) , D(x,y?%,2) =
2yD(x,y,z) and D(x,y,z%) = 2zD(x,y,z) are
hold for all x,y,z € &

In this paper , we gave some properties of
permeating left tri-derivation, also we prove that if
K is a prime ring of characteristic not equal 2 and 3
and & is admit anon-zero Jordan left-tri-derivation
on |, Then K is commutative.

2.Permuting left tri-derivations:-

In the following theorem we introduce some
properties of permuting Jordan left tri —derivation on
aring
Theorem 2.1:

Let v a2 -torsion freering . If B: § X & X
K > Kisa Jordan left tri — derivation then for all
a,b,y,z € & we have.
i) B(ab + ba,y,z) = 2aB(b,y,z) +
2bB(a,y,2)
i)
B(aba,y,z) = a®?B(b,y,z) + 3abB(a,y,z) —
baB(a,y,z)
iii)
B(abc + cha,y,z) = (ac + ca)B(b,y,z) +
3abB(c,y,z) + 3cbB(a,y, z)
—baB(c,y,z) —
bcB(a,y,2)
iv) [a,blaB(a,y,z) = ala,b]B(a,y, z)
V) [a,bl{B(ab,y,z) —aB(b,y,z) —
bB(a,y,z)} =0
Proof:

i) Since B(a?y,z)=2aB(a,y,z)

replace abya+b
B((a + b)?%,y,z) = B(a? + ba + ab + b?%,y,2)

= B(a?%y,z) + B(b?,y,2) +
B(ab + ba,y, z)

= 2aB(a,y,z) + 2bB(b,y,2) +
B(ab + ba,y, z)

)
Now
B((a+ b)%,y,z) =2(a+ b)B(a + b)y,z)
=2aB(a+b),y,z) +
2bB(a+b,y,z)
= 2aB(ay,z) + 2aB(b,y,z) +
2bB(a,y,z) + 2bB(b,y,z) ...(2)
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comparing (1) and(2)we get
B(ab + ba,y,z) = 2aB(b,y,z) + 2bB(a,y, 2)
ii) From(i) we have for a,b,y,z € K.
B(a(ab + ba) + (ab + ba)a,y,z) = 2aB(ab +
ba,y,z) + 2(ab + ba)B(a,y, z)
= 2a{2aB(b,y,z) + 2bB(a,y,2)} +
2abB(a,y,z) + 2baB(a,y, z)
= 4a’B(b,yz) + 6abB(a,y,z) +
2baB(a,y,z) ....(3)
On the other hand , we have
B(a(ab + ba) + (ab + ba)a,y,z) = B(a?b +
aba + aba + ba?,y, z)
= B(a’b +
ba?,y,z) + 2B(aba,y, z)
=2a’B(b,y,z) +
4baB(a,y,z) + 2B(aba,y,z) ...(4)
Composing (3)and(4) we get
2B(aba,y,z) = 2a’B(b,y,2) +
6abB(a,y,z) — 2baB(a,y, z)
So that
2B(aba,y,z) = 2(a’B(b,y,z) +
3abB(a,y,z) — baB(a,y,z))
Since R is 2-torsion free we have
B(aba,y,z) = a’B(b,y,z) + 3abB(a,y, z)
— baB(a,y,z).
iii) Linearizing (ii) on a we get
B((a +c)b(a+c),y, z)
= (a+c)*B(b,y,z) +3(a + c)bB(a +
¢,y,z) —b(a+c)B(a+c,y,2)
=a?B(b,y,z) + acB(b,y,z) + caB(b,y, z)
+ c2B(b,y,z)
+3abB(a +c,y,2)
+3chbB(a +c,y,z) —baB(a+c,y,z) —
bcB(a+c,y,2)
= a?B(b,y,z) + acB(b,y,z) + caB(b,y, z) +
c?B(b,y,z) + 3abBca,y, z)

+3abB(c,y,z) + 3cbhbB(a,y,z) + 3cbB(c,y,z) —

baB(a,y,z)
—baB(c,y,z) — bcB(a,y,z) —
bcB(c,y,2) ...(5

In other hand

B((a +c)b(a+c),y, z) = B(aba + abc + cha +
cbe,y,z) = B(aba,y,z) + B(abc + cha,y, z) +
B(cbc,y,z) = a?B(b,y,z) + 3abB(a,y,z) —
baB(a,y,z) + B(abc + cha,y,z) + c*B(b,y, c) +
3¢bB(c,y,z) — bcB(c,y,z) ...(6)

Comparing (5) and( 6) we have.

B(abc + cba,y,z) = (ac + ca)B(b,y,z) +
3abB(c,y,z) + 3cbB(a,y, z)

—baB(c,y,z) — bcB(a,y,z)
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(iv) Assumethat ~w = B(ab(ab) + (ab)ba,y, z)
Then by (iii) we obtain
w = (a(ab) + (ab)a)B(b,y, z) + 3abB(ab,y, z)
+ 3(ab)bB(a,y, z)
— baB(ab,y, z)
— b(ab)B(a,y,2)
w = (a?b + aba)B(b,y,z) + 3ab B(ab,y, z)
+ 3ab?B(a,y,z)
— ba B(ab,y,z)
—babB(a,y, z) ..(D

On the other hand
w = B((ab)(ab) + (ab)ba,y,z)
= B((ab)?,v,z) + B(ab?a,y, z)
= 2abB(ab,y,z) + a’B(b?%,v,z) +
3ab?B(a,y,z) — b*aB(a,y,z)
So by definition of B
w = 2abB(ab,y, z) + 2a®bB(b,y,z) +
3ab?B(a,y,z) — b*aB(a,y,z) ...(8)
By comparing (7) and (8)
[a,b]B(ab,y,z) + abaB(b,y,z) — b(ab)B(a,y, z)
—a%bB(b,y,z)
+ b(ba)B(a,y,z) =0
Then
la,b]B(ab,y,z) — ala,b]B(b,y,z)
—bla,b]lB(a,y,z) =0
SO
la,b]B(ab,y,z) = ala,blB(b,y,2) +
bla,b]B(a,y,z) ...(9)
Replace b by a + b in (9)
[a,a + b]B(a(a + b),y,z) = [a,b]B(a?%,y,z) +
[a,b]B(ab,y, z)
= 2[a,blaB(a,y,z) + ala,b]B(b,y,z) +
bla,b]B(a,y,z)
=ala,a+ b]B(a+b,y,z) + (a + b)[a,a +
b]B(a,y,z)
= ala, b]B(a,y,z) + ala,b]B(b,y,z) +
ala,blB(a,y,z) + bla, b]B(a,y, z)
Hence
2[a,blaB(a,y, z) = 2ala,b]B(a,y, z)
Since K is 2-torsion free, then
[a,blaB(a,y,z) =
ala,b]lB(a,y,z)
(v) In (10) replace a by +b ,
the left hand give
w=[a+b,bl(a+b)B(a+b,y,2)
= [a,blaB(a,y,z) + [a,bla B(b,y,z) +
[a,b]bB(a,y,z) + [a,b]lbB(b,y,z)...(11)
The right hand give
w=(a+b)la+b,blB(a+b,y,z)
= ala,b]B(a,y,z) + ala,b]B(b,y,z) +
bla,b]lB(a,y,z) + bla,b]B(b,y,z) ...(12)
from(9)we have
[a,b]lB(ab,y,z) = ala,b]B(b,y,2)
+ bla,b]B(a,y,z)

...(10)
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So that by using (10)
[a,b]B(ab,y,z) = |a, b](aB (b,y,2)
+ bB(a,y, Z))
[a,b]{B(ab,y,z) — aB(b,y,z) — bB(a,y,z)} =0
3.The Main Results:

Theorem 3.1:-

let & be prime ring of char & # 2,3 ,then if
R admits a non -zero Jordan left - tri derivation
B: & X & X & - &, then & is commutative
Proof:
we divide proof to some steps.
Stepl: If B (a,y,z) # 0 forsomea,y,z € &
then (a[a, x] — [a,x]a)? = 0 for all x € &.
Let a be a fixed elementin K and @: K - K bea
mapping defined by

?(x) = [a,x]
forall x e &
Now [Theorem 2.1 ,iv] can be written in the form
@0%*(x)B(a,y,z) =0

forall x € &
Since the mapping @(x)is a derivation, we have
0% (x1x;) = sz(xﬂxz +20(x1)0(x) + x,0%(x3)
And from (13) it follows that @ (x,x,)B(a,y,z) =
0
hence

(9% (x)xz + 20(x)B(x) + x,9%(x,))B(a, y, 2)
=0

So that
(8%(x1)x; + 20(x,)B(x2))B(a,y,2) = 0
Hold for all x,, x, € K.
In the above relation replace x,by @(x,x3)and the
relation (13) we get
(@%(x)D(x2)x3 + B2 (x)x,8(x,))B(a, v, 2)
=0.....(14)

Forall x;,x,,x3 € K.
In (14) substitute @(x3)for x3, we get

0% (x1)B(x,)B(x3)B(a,y,2) =
0 ...(15)
Now in (14) replace x, by @(x,) and using(15) we
have

®2(x1)®2 (x)x3B(a,y,z) =0
holds for all x;, x,, x; € &
since the relation (16) hold for all x; € &, we are
forced to conclude that B(a,y,z) to which implies
that
B2(x)0%(x,) =0 forall x;,x, € K
in particular (@2 (xl))2 = 0 as requaried

Step 2: If a? = 0 then B(a,y,z) = 0 forall

y,Z €K

Letw = B(a(xay + yax)a,y, z)

Then by using (ii) in Theorem 2.1 We get

w = a’B(xay + yax,y, z)
+3a(xay + yax)B(a,y, 2)
—(xay + yax)aB(a,y.z)

...(16)

.37
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Since a?> = 0 we have

B(a?,y,z) =0 = 2aB(a,y,z)

But char & # 2, then aB(a,y,z) =0

hance (17) becomes

w = 3a(xay + yax)B(a,y, z)
= 3axayB(a,y,z) +

3ayaxB(a,y,z) ...(18)

From (ii) Theorem 2.1 we have

B(axa,y,z) = 3axB(a,y, z)

According to (iii) in Theorem 2.1, we find

B(ax(axa) + (axa)xa,y, z)

= (a’xa + axa®)B(x,y, z)
+3axB(axa,y,z)
+3(axa)xB(a,y,z)
—x(axa)B(a,y,z)

Since a? =0 , we have

w = 9axaxB(a,y, z) + 3axaxB(a,y, z)

Comparing(18)and (19)we get
6axaxB(a,y,z) =0

But & is of characteristic not equal 2 and 3 so that
axaxB(a,y,z) =0 forallx,y andz are

arbitrary elements of K.

so that

B(a,y,z) =00ra=20

If a=0 wehave B(a,y,z) =0

So that in any case we have

B(a,y,z) =0 forally,ze &

Step3 . & is commutative.
Take: a,y,z € & suchthat B(a,y,z) # 0.
From stepl and step2, it follows in this case that.
B(ala,x] — [a,x]a),y,z) =0 forall x €
] ... (20)
By using (i) and (ii) in Theorem 2.1, and since
ala,x] — [a,x]a = a®x — 2axa + xa?
So we obtain from (20)
0 = B(a®’x + xa?,y,z) — 2B(axa,y, z)
=2a’B(x,y,z) + 2xB(a?y,z) — 2a*B(x,y,z)
—6axB(a,y,z) + 2xaB(a,y, 2)

= 4xaB(a,y,z) — 6axB(a,y,z) + 2xab(a,y, z)
= 6xaB(a,y,z) — 6axB(a,y, z)
hence
6[x,alB(a,y,z) =0
since char (K]) # 2,3, we get
[x,a]lB(a,y,z) =0 forall x,y € &
Forall x,y € & we have
0 = [yx,a]B(a,y,2) = y[x,a]B(a,y,2) +
[y' a]XB(al YV Z) = [y, a]xB(a' Y, Z)
Since we have assumed that B(a,y,z) # 0
Sothat [y,a] =0forally € &
consequentially a € Z(K)
Thus we have proved that & is the union of its
proper subsets Z(K) and

kerB ={a € R|B(a,y,z) =0 forally,z € &}
It is clear that both subsets Z(K) and kerB are
additive subgroups of , but a group cannot be the
union of it is two proper subgroups , so that either

...(19)
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kerB=§& or Z(8) =K and since B #0
hypothesis we have ker B + &
Consequentially & = Z(K) and hence K is
commutative

Theorem 3.2 : Let & be a prime ring and
B: R X & X & - K a left tri-derivation. If B = 0
then & is commutative .
Proof:
Consider B(aba,y,z) forall a,b,y,z € &
Then
B(a(ba),y,z) = aB(ba,y,z) + baB(a,y, z)
=a?B(b,y,z) + abB(a,y, z)

by

+baB(a,y,z) ...(21)
On the other hand
B((ab)a,y,z) = abB(a,y,z) + aB(ab,y, z)
=ab B(a,y,z) + a*B(b,y,z) +
abB(a,y,z)
= 2abB(a,y,z) +
a’B(b,y,z) ...(22)
Comparing (21) and (22) we have
[a,b]B(a,y,z) =0 forall
K] ....(23)
Replace b by cb in (23) we get
0 = [a,ch]lB(a,y,z)
= (a(cb) — (ch)a)B(a,y,z)
= (ac — ca)b B(a,y,z) + c(ab —
ba)B(a,y,z)
= [a,c]bB(a,y,z) forall a,b,c,y,z € &
So that
la,c]bB(a,y,z) =0
] ...(24)
It follows that for each a € & we have either
a€Z(®)orB(a,y,z)=0
But, since Z(&) and
kerB =
fa e &8 | B(a,y,2) =0
additive subgroups of K.
We have either & = Z(K) or § = ker B but B #
0 ,sothat § = Z(&) andhence & is
commutative.

Theorem 3.3_: Let & be a semi-Prime ring and
B: & X § X & - & be a left tri —derivations then B
is tri-derivation that maps & into it is center .

Proof :
Linearize (24)
[a+d,clbB(a+d,y,z) =0
Which gives that
[a,clbB(d,y,z) + [d,c]bB(a,y,z) =0
Which implies that
[a,clbB(d,y,z) = —[d,c]bB(a,y, z)
Since Kisaring, foralla, b, c,d,y,z € & we have
[a,clbB(d,y,z)x[a,c]bB(a,y, z)
= —[d,c]bB(d,y,z)x[a,c]bB(a,y,z) =0
Since K is semiprime , this relation yields
[a,c]bB(d,y,z) =0

ab,yz¢€

forall a,b,c,z,y €

forall y,z € &} are
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In particular
{aB(d,y,z) — B(d,y,z)a}b{aB(d,y, z)
—B(d,y,z)a} =0
semiprimeness of & implies that
aB(d,y,z) —B(d,y,z)a=0
Consequently B is a tri-derivation and B(d,y,z) €
Z(8)
Theorem3.4: Let & be a prime ring of char& #
23 and B: K X § X & » K& aJordan left tri-
derivation, suppose that ax = 0,a,x € & implies
thata=00rx =0if B = 0then Kis
commutative .
Proof:
From (v) of Theorem 2.1, we have for each pair
a,beK
[a,b] = 0or B (ab,y,z)
=aB(b,y,z) + bB(a,y, z)

Givena € & and let

G, = {b € K|ala,b] = 0} and

H, ={b € K|B(ab,y,z) = aB(b,y,z) +
bB(a,y,2)}
We see that & is the union of it's additive subgroups
Gq,and H,
Hence = G, or & = H, , on the other words , K is
the union of its subgroup's
G={a€eRKG, =8 =Z(K) and

H = {a € K|H, = |}

= {a € K|B(ab,y,z) = aB(b,y,z) +

bB(a,y,z),foralla,b,y, z € R}
Clearly G and H are additive subgroups of &
Hence G =K or H=§
If G = & then & is commutative.
If H = & then B is a left tri-derivation and hence &
is commutative by Theorem 3.3

Thus inany way K is commutative.
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1. Introduction e The first number and the last number in
Pascal's triangle can be arranged in a triangular array each row is 1
of numbers, as follows: ) .

e Every other number in the array can be
(0) obtained by adding the two numbers
(1) appearing directly above it. This
) property is equivalent to the following

(z) identity:

(0 ()+@=("%) (.

e e The numbers equidistant from the ends
n n n n n n
(0) (1) (k - 1) (k) (n_ 1) (n) are equal. This property is equivalent to
" ("TH (" " ¢ the following identity:
Wh >k.
It h:sreihenf(;lowing properties. (n) - ( n ) 1.2
k) \n—k (1.2)
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Now since the numbers appearing in Pascal's
triangle are the binomial coefficients, and here is

some of identities satisfied by them.
n

Z (Z) —on (1.3)
k=0

Z k (:) = n2n1 (1.4)
kn=0

Z(—1)k (Z) —0 (15)
k

=0
See [3] for more details.

Can we obtain new identities?

By using the identities above. This paper has

answered this question by ten original propositions.

2. Notation and Definitions

We denote the set of natural numbers N :=
{1,2,3,...}. By Z we denote the set of integers
numbers. By € we denote the complex numbers.
The set of C* isdefined by C*:= {z€C, z #

0} . The set of all nonzero polynomials over the set
C with indeterminate z is denoted by C[z] . Thus

Clz] = {f(2): f(2) is a polynomial , f(z) # 0}.

Definition 2.1. (See [1]). A number P is called a
composite prime, and P€Z , if P=p; "py - p;.
Where p;,p,, ..., p; are distinct primes.

Definition 2.2. (See [2]). We call A a set of basic
numbers.
A:={p,P € Z: pisaprime number,
P is a composite prime}.

Definition 2.3. (See [2]). A number a is called a
basic number if a € A.

Definition 2.4 (See [2]). A polynomial P(z) is
called a composite primary polynomial, and
P(z) € Clz] , if P(2) =cpi(2)" p2(2) - pi(2) -
Where p, (2),p,(2), ... , p;(2) are irreducible distinct
polynomials and ¢ # 0 is a constant.

Definition 2.5. (See [2]).
basic polynomials.

We call A[z] a set of

Alz] = {p(2),P(z) € C[z]: p(2)is a
irreducible polynomial,
P(z) is a composite primary
polynomial }.

Definition 2.6. (See [2]). A polynomial A(z) is
called a basic polynomial if A(z) € A[z].
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Definition 2.7. We will define two types powers
triangle:
e A powers triangle of number can be

obtained by z" (ora),where z € C*
and r € N, as follows:

1 7@ 1

1 7@ 27D 1
1 7@ 7B B 1
T ¢ I (%) B 4 ) B () B |
1 27(%H 27("%Y) 277G 1
Or
1 a® 1
1 a0 a® 1
1 a®  a® a® 1
1 a® P %) BN ¢ I () B |
1 oM L a1

It has the following interesting properties:
—  The first number and the last number in

each row is 1.

— Every other number in the array can be
obtained by multiplying the two
numbers appearing directly above it.

—  The numbers equidistant from the ends
are equal.

e A powers triangle of polynomial can be
obtained by f(z)" (or A(z)) . By using
the symbol f(z) (or A(2)) instead of
z (or a), likewise, we define a powers
triangle of polynomial.

3. The Results

We have proved the following Results:
Proposition 3.1.

270D = 2GR+ (), 3.1
Corollary. If z" = a, then

a(D) = gGR)+(), (3.2)
Proposition 3.2.

2700 = 77 (3.3)
Corollary. If z" = a, then

a® = a2 . (3.4)



Journal of AL-Qadisiyah for computer science and mathematics Vol.10 No.3 Year 2018
ISSN (Print): 2074 — 0204 ISSN (Online): 2521 — 3504

Mohammed .A

Example 3.1. If a powers triangle is

Proposition 3.3. 1 4 1
L. . 1 4 4 1
Hzr(k) =z7", (3.5) 1 4 42 4 1
k=0 1 4 43 43 4 1
Corollary. If z" = a, then 1 4 4% 45 4% 4 1
T o 1 4 45 410 410 45 4 1
na M=at (3.6) Compute
k=0 a)
Proposmon 3.4.
H(zr(")) Zm2" (3.7) 1_[4(k)
Corollary If z" =a,then b)
@) = gnzn? >
U(a ) = 38 [](®)"
Proposition 3.5. k=0
n c
H(z ()" (3.9) ) :
(4®)" V")
Corollary If z7 =a,then 1_[ k
nyS (— 1) k=0
n(a(k)) =1, (3.10)
k=0 Solution:
Proposition 3.6. a)
f(Z)r(nltl) = f(z)r(n21)+r(2). (311) 5
Corollary. If f(z)" = A(z) , then 1_[ 22(3) = 264
A% = A(z)WE0+ ) | (3.12)
Proposition 3.7. b)
f@) W = f(z)yre). (3.13) 5
Corollary. If f(z)" = A(z) , then (22(,5())" — 2160
A@z)®) = A(z) "), (3.14) i1
Proposition 3.8. 0)
() = r2" 3.15 S 1k
Qf(Z) D =r@ (3.15) (2OY ™ 1
Corollary. If f(z)" = A(2) , then %=0
HA(Z)GD = A(2)*". (3.16) Example 3.2. If a powers triangle is
k=0 1 3 1
Proposition 3.9. 1 3 3 1
- . et 1 3 32 3 1
n(f(z)r(k)) = f(z)rnz . (317) 1 3 33 33 3 1
Corollary. If f(z)" = A(z) , then Computel 30030 3 3t 31
H(A(z)(li))k — A" (3.18) d)
k=0 4 4
Proposition 3.10. 1_[ 300).
- (D"
n(f(z) N =1, (3.19) 0
Cor]ozlloary. If f(z2)" = A(z) ,then 4 ) k
3k
ny (-1F 1_[
H(A(z>< ) (3.20) k=0

k=0
Now, here are some examples to show the results.
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f)
- (-1
1_[ (3(2)) ,
k=0
Solution:
d)
4
1_[3(;) = 316.
k=0
e)
4 k
k=0
f)
4 1)
1‘[ (30) C
k=0
Example 3.3. Compute
a)
5
1_[(422 +2z+1)W.
k=0
b)
> k
1_[ ((4z% + 2z + W) .
k=0
c)
> (-1
1_[ ((4z2 +27+ 1)(2)) .
k=0
Solution:
a)
5
1_[(22 + 120 = 22 + 164,
k=0
b)
> k
1_[ (@z+1)?W)" = 22+ 1)1,
k=0
c)

5 k
1—[ (z+ 1)2(2))(_” -
k=

0
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Example 3.4. Compute
a)
4
1_[(22 + 1)),
k=0
b)
4
1_[ (22 + 1)(k)
k=0
c)
. =
1_[ (2z+ 1))
k=0
Solution:
a)
4
1_[(22 +1D® = 22 + 1)1,
k=0
b)
4
n (2z + 1)(k) = (2z + 1)32.
k=0
c)

1_[ (z+ 1)(i))(_1)k =

4
k=0
4. Proof of the Results

Proof of Proposition 3.1. Since z =z, now (1.1)
leads to
27D = 7GR ()

O

Proof of Proposition 3.2. Since z =z, now (1.2)
leads to

ZT(}:) = Zr(nfk) .

O

Proof of Proposition 3.3. By definition 2.7 , in row

n
n

1—[ 7@ = 77 () ()

k=0

- ZT((E)+(711)+"‘+(?L)) [By (1.3) ]
— Zrzn O

Proof of P.roposition 3.4. We expand the left-hand
side of (3.7)

H(zr('“) = @) @O) @) - (@)’

_ Zr(o(n)+1(n)+z(n)+ (")) [By (1.4)]

n-1
— Zrn2 . (m]
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Proof of Proposition 3.5. We expand the left-hand
side of (3.9)
n

[ @™
k=0

= (z®) (D) (@) - (W)
- Zr((f)‘)—(’11)+(’21)+»-~+(—1)”(2)) [By (1.5)]
=1. m]
Proof. By using the symbol f(z) instead of z,
likewise, we prove propositions 3.6,3.7,3.8,3.9

and 3.10.
O

"
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Abstract

This paper aims centered around the product of hypersolvable arrangements by using the
hypersolvable partition analogue by proving that each of A and B are hypersolvable if Ax B
is a hypersolvable, also each of A and B are supersolvable if AxB is supersolvable.
Moreover, this paper show how to prove that the dimension of the first non-vanishing higher
homotopy groups of the complement M (Ax B) is p(Ax B) = min{p(A), p(B)}.
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List of symbols: rk(A) = rank of A, T(A) = maximal element of central A, M(A)= complement
of A.
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1. Introduction:
Let A={Hl,..., Hn} be a complex

hyperplane I -arrangement, with complement

M (A) =C"\ U Hi . The cohomology ring for

i=1
the complement M (A), with arbitrary constant
coefficients was given by Arnold [1] and Brieskorn
[2].
For a given total order <l on A, if

C < A is a minimal (with respect to inclusion)

dependent set, we call C a circuit of A and
C=C \{H} a broken circuit of C , where H

is the smallest hyperplane in C via < and by

NBC base B < A we mean that B contains no

broken circuit.

The hypersolvable class of hyperplane
arrangements were originally introduced by M.
Jambu and S. Papadima [3,4], as a combinatorial
generalization of the supersolvable class of
hyperplane arrangements and they showed that all
the major results on the topology of the
complements together with their algebraic and
combinatorial aspects, may be extended and refined
in this new framework. The hypersolvable class of
hyperplane arrangements contains the supersolvable
ones, the generic ones and many others.

We wused the hypersolvable partition, the
hypersolvable ordering which are defined by Ali and
Al-Ta'ai [5], and their study of the NBC bases of a
hypersolvable arrangement to complete the study of
the product of hypersolvable arrangements which is
studied by Mahdi in [ 7 ] he suggested a conjecture ,

namely ,
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if (AX B,V @W) is a hypersolvable

arrangement , then Aand B are hypersolvable
arrangements . This conjecture is proved under some

condition, namely, all the exponents of AxB are
equal to 1. In section three we prove this conjecture
without any condition, also we prove that the

dimension of the first non-vanishing higher

homotopy groups for complement M (AX B) is
P(Ax B) =min{p(A), p(B)}.

2. A hypersolvable partition of an

arrangement
A hypersolvable class of arrangements was
originally introduced by Jambu and Papadima ([3],
[4]) Ali and Al-Ta'ai redefine this concept by using
a partition which is called a hypersolvable partition

as follows:
(2.1)Definition: [5]

Let Abe an essential central complex I -

arrangement(i.e. ﬂin:l Hi =T (A) =T # ¢and

rk(A) = k(T (A)) = codim((),_ H=r=

dim(C")). A partition IT=(IL,...,I1,) of
A is said to be a hypersolvable partition of A
with length L(A) =/ denoted by HPp, if
ITL,|=1, Gie. TLis a singleton), and for fixed

2< j < 1, the block HJ- satisfies the following
properties:
( j -closed of 11 J-) each

property For

Hl,H2 EHlU"'UHJ., there is no
hyperplane

tat Tk(H,, H,, H) = 2.

H EHjJrlU"'UHfsuch
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(j-complete property  of I j) For each
there is a

Hl,HzeHj,
H eHlU---UHj_1

hyperplane

such that

rk(Hl, H2, H) = 2. Note that, from the closed

properties of the blocksHZ,...,H the

-1

hyperplane H is unique and it is denoted in this

case by H 12

( ] -solvable property of I1 ) If
H11H21H3 EHJ-, the hyperplanes
H1,2’H1,3’H2,3enlu"'unj_l are

equal or rk(Hlyz, H1'3, H2,3) =2 Observe
that, if rk(Hl, Hz' H3) = 2, then from the
closed properties of the blocks H2 yeooy I1 jo1> We
have H1,2 = H1,3 = H2’3.

The vector of integers d= (d11 ceey d/) , 18
called the exponent vector of 11, where di = ‘HI ‘ ,

i 21,...,6. The rank of Hi is defined to be

rk(IT,) = rk(IL, U---UTL) =k H)

Hel‘[lu---Ul_li

, forl <1< /. We call the blockI1;, a singular

block of TT if TK(IT,) =rk(IT, ,)and we call
it non-singular block otherwise. Notice that, in
general rk(l'[l) < rk(Hi_l) +1.
(2.2) Proposition: [6]

Let A be an essential central complex

I' —arrangement. A is hypersolvable if, and only

if, A has a Hp HZ(HI,...,H{{).
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(2.3) Definition:[5]
A be a
arrangement with Hp H = (H1’° . '7H4)' For a

fixedl < </,

Let hypersolvable I —

the  properties of  the

hypersolvable partition give rise to a natural

partition H jas follows:

1- Let Hj*l Z{Hil Yooy Hik} such that
rk(Hil,...,Hik)ZZand

2- Let Hj*z :Hj\Hj*l'

Define the hypersolvable ordering of A thatis

denoted by < as follows:
1- He Hi and

such  that

H ell,
1<i<j</.puH<H.

2-Forafixed 1< J </, give the hyperplanes of
the block l_lj,(l Of HJ- an arbitrary total order
with preserving the order of Hi in H for each
1<i< j —1 and preserving the order of Hj*z

as if H1’H2'H3€H,‘
rk(H,H,,H,) =3, pu H, <H, <H,

with

if, and only if, Hil.

{H, H, H3={H,H,H}

<1Hi . < Hii such that
2 2113 1113
Observe

that, since rk(Hl, Hz’ Hs) — 3 then there is at
least one of Hl, Hz’ H3 € Hj*z-

(2.4) proposition:[3]
Let A be a hypersolvable arrangement.

Then A is said to be supersolvable if, and only if,

U(A) = rk(A).
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3. The Product of Hypersolvable

Arrangement
(3.1) Definition:

Let (A,V) and (B,W) be two
hyperplane arrangements. Define the product
(AxB\V ®W) by

AxB={H®W:HeAlU{V ®K:K

Note that, ‘AX B‘Z‘A‘-F‘B‘ If we

{H®W :H e Aland
V@®K:KeB}by AOW and V ®B

respectively,

denote  the  sets

then one can ecasily denote the

AxB
AxB=(A@eW)U(\ @B).
(3.2) Proposition: [7]

Let (Ax B,V @W) be the product of
(AV) and(B,W) such that, rK(A) =T and

rk (B) =K . Then we have the following:

hyperplane arrangement by

1. If each one of A and B is a
hypersolvable arrangement, then
(AGW,V W),

(V @B,V @W) and
(AX B,V @W) are hypersolvable
arrangements.

2. If each one of Aand B is a supersolvable

arrangement, then (A @W,V @W),

(V @® B,V @W) and
(AX B,V @W) are supersolvable
arrangements .

eB}

111

Mayadah .A

(3.3) Remark:
Suppose (A,V) and (B,W) be

hypersolvable arrangements with hypersolvable

I = (I12,....TT%)
HB = (HlB,...,HZ) respectively. From [7],
then (AX B,V @W)

arrangement with a hypersolvable composition

partitions and

say;

is a hypersolvable
[1'ew < (I UIT;) W < ...

< ([} U...UIT}) @W = (A@W)
c (A®W)UV @T1? <

.S (AGW)UV @ (I} U..UII})
=(A@W)U(V @B).....(3.2)

From

[5], AxB has a hypersolvable partition

1~ = (HlAXB ,...,H?jz ) induced ~ from

the composition series (3.1), as follows:

e ror 1<Kk Sfl, HkAXB :HkA W

and;

° For
. TTA<B B

€1+lSkS€1+€2, Hk :V@Hk,gl-

Ali in [5] showed that such partition forms a

hypersolvable partition.
(3.4)Remark:[7]
There are no collinear relations among the

hyperplanes of A@W and V @ B. Thus, for
each H,H, € A, there is no hyperplane
KeB such

rk{H, ®W,H, @W,V @K} =2

that

and
for each Kl, K2 S B, there is no H &€ Asuch

hat Tk{H ®W,V ® K,V ® K.} =2.
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(3.5) Lemma:
Every broken circuit C in ADW has the

following property; there is no hyperplane K in

B such that C U{V S K}forms a circuit in

Ax B. As well as, for any broken circuit C'in
V @ B, there is no hyperplane H in A such
that C' U{H @W}forms acircuitin - AX B.
Thus,

NBC(A®W)(NBC(V @ B) = ¢.
Proof: directly result of proposition (2.4) and
remark (3.3).
(3.6) Proposition :
Let AX B be a hypersolvable I+ K —

arrangement. Then;

NBC(A®W) < NBC(AxB) and
NBC(V @ B) = NBC(Ax B).
Proof: forl<k <r,
S,={H, ®W,...H, ®W} e a k-

By  contrary, let

section of | 3 such that

Sk S NBC(A@W)and
Sk & NBC(AX B) Then Skbe a broken

circuit in AX B. That is, there exists a hyperplane

H'e AxB
HIIZHij @®W ,1< <k and {H}USk
form a circuit, i.e. rk{H U Sk}z K. Ttis clear
that, H ¢ AOW ,
Sk € NBC(A@W) On the other hand,

such that

since

H' ¢V @B as shown in lemma (3.5) above.

Therefore, Sk must be an NBC base of Ax B.
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Similarly, it is show  that

NBC(V @ B) = NBC(Ax B).
(3.7) Theorem:

easy to

Let AXB be a hypersolvable I' + kK —

arrangement then;

NBC(AxB)={C e AxB|C=C,UC,

:C, e NBC(A®W) and C, € NBC(V @ B)}
Proof: By that

Ce NBC(AX B), such that C cannot be

written as a union of an NBC base of AW
and NBC baseof V @ B , 1.e. either;
C ﬂ (A(‘BW) & NBC(A(‘BW) or

CN(V ®B) g NBC(V ®B).
irf C ﬂ(A(‘DW) & NBC(A(‘BW), then there

exists a hyperplane H'e AxB
H’ U{C ﬂ (A (‘BW)} forms a circuit in

contrary, suppose

such that

Ax B. But this contradicts our assumption that
Ce NBC(AX B) By the same way, we

deduce that

CN(V @®B) e NBC(V ®B).
(3.8) Corollary :

Let AXB be a hypersolvable I + Kk —
arrangement then p(A) = p(A (‘BW) and

p(B) = p(v ©B).
(3.9) Theorem :

Let AXDB bea hypersolvable I+ K —

arrangement then
p(AxB) =min{p(A), p(B)}.

Proof: In general, deduce that
P(AxB) < p(A) and

P(AxB) < p(B). So by contrary suppose
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that,

P(AxB) <min{p(A), p(B)}. so

suppose that, there exists a section S e Sp( AxB)H

such that S is a ( p(A X B) + 1) -broken circuit

and from our construction of I1”®then
S=S AW U SV®B where

SA®\N =S ﬂ ADW and
SV®B =S ﬂV ®@B. 1t is clear that

S**" ¢ NBC(A®W )and

$V°® « NBC(V @ B)since

P(Ax B)+1<min{ p(A) +1, p(B) +1}.
Now, let H be the minimal hyperplane of Ax B
such that {H}U'S forms a (P(Ax B) +1)-

circuit. If S AW e ¢ , then H minimal than H'

via the hypersolvable ordering [D>on the

hyperplanes of AX B, for each H eS"".

Thus, {H}USAeW is a circuit and this

contradicts the fact that S AGW isan NBC base of

ADW . On the other hand, if S AW — ¢ then

S =S""® That is, the hyperplane H minimal

than K via hypesovable ordering > for each

K eS'®® , thus {H}U SV®Bis a circuit which

contradicts that $'*® € NBC(V @ B). This ends
the proof.
(3.10)Theorem:

If AX B be a hypersolvable I + k —
arrangement, then each of ADPW andV ©B

are hypersolvable.
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AxB be a

r+k —arrangement, hence A X B has an Hp,
AxB
H = (Hl,- . ‘11—[4) . From lemma (3.4), the

partition I1%® splits into two partitions as follows:

[ =11"°" c A®W . for

Proof: Since hypersolvable

o Let

1<i</,1<j <], <..<j, </

and;

° HIB ZH?XB gV ®B s for

1<i</,1<j <], <.<]j, </,

whereﬁl-i-fz:f.
Deduce that HAZ(Hf,...,HZ) form a

partition of ADW . We need to show that HA is

a hypersolvable partition as follows:

A .
1. If Hl contains two hyperplanes say

H1 ®W and H2 ®W , then there exists a
hyperplane H € l_IlAX ® U . U Hf:f such that
rk{Hl (‘DW, H2 (‘BW, H}= 2, from the

complete property of block HixB. Therefore,

He AW,

see lemma(3.4). But this

contradicts our assumption that HﬁxB is the first

block of HAXB such that HfB C ADW .
A

Thus, ‘Hl ‘ =1

A
For 2< k < fl; it is clear that the block Hk

satisfies the closed , complete and solvable

properties since it is a block from an Hp. Thus
ADW is hypersolvable since it is has an Hp. In

the same way V®Bisa hypersolvable.
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(3.11) Corollary : A is a hypersolvable arrangement in C ° since we

can find a hypersolvable Hp as follows:

" = (11,11, 11,1, I, T, T, T, )

The product I' + k -arrangement AxB

is hypersolvable if, and only if, each of A and B

{H.}{H,. H 1 {H, {H:H:{H }.{H,},
{HQ}’{HlO}’{Hll' H12’ H13}) where

are hypersolvable.
Proof: 1t is known that, if A and B are

hypersolvable, then AxB is hypersolvable (see

[7]). Conversely, If AxB is a hypersolvable Hl = {(X1’ ACTRATRITRY Xe)' X +X = O}
arrangement, the canonical projections

H, =X, X, X5, X, X, X )i X, — X, =0
qA:VXW —>V defined as 2 X0 X X X Xs 6) % 3 }

qQ,(H®W)=H and g, :WxV >V H

(
(X1’X2'X31X4’X5’X6):X1+X2:0}
defined bqu(V @® K)Z K preserve the (

dependent and independent relations. Therefore, 4 X Xar X0 Xy X1 X ) X, = 0}
cach one of Aand Bare hypersolvable H5 = (X1' X, X5, Xy Xg s Xs): X, =X = O}
arrangements.
(3.12) Corollary: He = {(Xl’ AOTRA TR Xs): X, = 0}
Ax B is supersolvable if, and only if, H7 = {(Xl’ X,y Xgs Xy s Xo o Xg ): X -|-3)(6 = O}

ecachof A and Bis supersolvable.

Proof: 1t is known that, if A and B are H _{(X1’X21X31X41X5’X6):X5+2X6 =}
g =

supersolvale, then AxB is supersolvable (see 0

[7]). Conversely if AxB is supersolvable then H9 — {(Xl’ X2 , X37 X4, XS’ Xe): X5 — 0}

K(AXB)=€:r+k where r:rk(A)
and k:rk(B), since Kerk(A):r and

H10 :{(X1’X21X3’X4’X5’X6):X5 — X :O}

0, 21k(B) =K, then £ =0, +0,>r+K, Huy = 1060501 %5 00 %61 %5 ): %5 =0}
Xy Xy Xgy Xy Xy Xg ) o Xg — X, +
but€=r+kwhichmeansglandfzcannotbe lez{(l 21731 TS 6) > 4 }
Xe =0
greater than I and k respectively. Hence, each of
X Xoy Xgy Xy Xy Xg )2 Xy + X +
A and B is supersolvable. Hls:{( S 6) 4 ° }
Xe =0

(3.13) Example:
F h; lvable orderi it
Let A be central complex 6-arrangements, rom new iypersofvable orcering we Tewrtie @
defining polynomial as

Q(A) = (Xl + Xs)(xl - Xa)(xl + Xz)Xz
(Xz - Xl)X3 (Xs + 3X6)(X5 + er)xs (Xs - Xe)xe
(X — X4 + Xg)(X, + X5 + Xg)-

define as follows:

Q(A) = X X3 (Xl - XS)(Xl + X3)(X2 - Xl)
(Xz + Xl)(XS + SXG)(XS + 2X6)X5 (Xs - Xs)
Xs (X4 + X5 + X5 )(Xs — X, + Xg)
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Note that by applying our construction we can split
A into two arrangements Aland A2 where:
QA) = (X +X3)(X; = X3)(%; + X3)X,

(Xz - X1)X3
and
Q(A,) = (X + 3%, )(Xs + 2Xg) X5

(Xs o Xe)xe (Xs Xt Xe)(x4 X5+ Xe)-

Observe that both of A1 and Az are hypersolvable

3-arrangements since they have Hp as follows:
I—[A1 = (Hlynzsng’n4) = ({Hl}!
{H,. H - {H,}.{Hs, H})

HA2 = (Hl!HZlH?,’Hll) = ({Kl}!

{K KK 3 {Ks, K, K7 })

Where;
H, ={(x,X,,X,): X +X, =0}

H, ={(00, %, %,)): % —x, =0}
H, ={(x,X,,X,): X, + X, =0}

H, ={(x,X,,x,):x, =0}

H, ={(x,%,,%,): X, —x =0}

H, ={(x,X,,%,):x, =0}

K, ={(x,,%,,%,): X, +3x, =0}

K, ={(X,X,,X,): X, +2x, =0}
K, ={(x,X,,%,):x, =0}

K, ={(x,,%,,%,): X, =X, =0}

K, ={(x,X,,%,): x, =0}

K, ={(X,%,,X,): X, =X, + X, =0}
K, ={(X,%,,%,): X, + X, + X, =0}

(3.14) Example :

Let A be central complex 6-

arrangements, define as follows:
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Q(A) = X2X1(X1 + X2)X3 (Xz - Xs)X4X5X6
(X4 - X5)(X4 + Xs)(xe - Xs)(xe + Xs)

. . 6 .
A is a hypersolvable arrangement in C” since we

can find a hypersolvable Hp as follows:
" = (I1,,11,, 1,11, , 11, 1, ) -
{H 3 {H, H}{H, H:}.{H}.{H-,
Hg, Ho}.{H,,, H,,, Hyo}) where

H1 :{(X17X2’X3’X4’X5’X6):X2 :0}

H, :{(X1’X2’X31X4’X51X6): X, :O}
H3 ={(X1,X2,X3,X4,X5,X6):X1+X2 :0}
H4 :{(X1’X2’X3’X41X5’X6):X3 :0}
Hs Z{(Xl,Xz,X3,X4,X5,X6):X2 =X :0}
H, :{(Xl’XZ’X3’X4’X5’X6): Xs :0}
H7 :{(X1’X2’X3’X47X5’X6):X4 :0}
Hs ={(X1,X2,X3,X4,X5,X6):X6 :0}
H9 Z{()(l,XZ,X3,X4,X5,X6):X4 — X :0}

H10 :{(X1’X21X3’X4’X5’X6):X4 + X :0}

H11 {(Xl’XZ’XB’XA’XS’XB):XG —X; :0}

H,, ={(X,%,, X, X,, X, X, ): X, + X, =0}

1777217731 7741 7751 6

Note that A is supersolvable arrangement since
/(A =1k (A) =6
From new hypersolavble ordering we rewrite the
defining polynomial of A as follow:

QA) = XXy (X + X, ) X3 (X, = X3)X,

X5 (X4 - XS)(XA + Xs)xe (Xe - Xs)(xs + Xs)
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Note that by applying our construction we can split

A into two 3-arrangements Aland A2 where:

Q(A) = xX(X +%,)X (X, — %) and
Q(A,) =X, X% (X, — X, ) (X + X, ) Xg

(Xs - Xz)(xs + Xz)
Observe that both of A1 and Az are supersolvable

arrangements since they have Hp as follows:

% = (I, 11, 115) = (H 1 {H, Ho},
{H. H})

HAZ = (Hl,H21H3aH4) = ({Kl}’{KZ'
K3 K 3K, Kg, K 3) '
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Abstract. Our aim in this paper is to give some properties for random fixed points for random
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random trajectory emanating from random variable and give. Also, the concept of random
periodic points for random dynamical systems is studied where the sufficiently and necessarily
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1-Introduction. In common one can not

anticipate that one point x € X is fixed by (almost)
all mappings ¢(t, w). Though, there is a suitable
generalization of the idea of a fixed point. In this
paper some new properties of random fixed point
and random periodic point for RDS's are
considered.

L. Arold and I|.D. Chueshov [1] (1998)
presented the general notion of an order-preserving
random dynamical system, gave several examples
and studied the properties of their random
equilibria and attractor.

Gunter Ochs and Valery. Oseledets [2] (1999)
establish that topological fixed point theorems
have no canonical generalization to the case of
random dynamical systems. This is prepared by
exhausting implements from algebraic ergodic
theory. They provide a condition for the existence
of invariant probability measures for group valued
With that,

random dynamical systems on a compact interval

cocycles. examples of continuous
without random invariant points, which are an
suitable generalization of fixed points, are created.
HE. Kunze D. La E.R.
Vrscay[3](2007) they absorbed in the direct and

inverse problems for certain class of random fixed

Torreb  and

point equations.

Chuanxi Zhu and Chunfang Chen[4](2008),they
prove an essential inequality and inspect some new
computing problems of random fixed point index.
"Ismat Beg and Mujahid Abbas[5](2008) they
prove the existence of random fixed points of a
non-expansive random operator defined on an

unbounded subset of a Banach space".
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In this paper some new properties of random fixed
points and periodic random points for random
dynamical system are introduced and proved. Here
the time space considered any locally compact
space and the phase space is any metric space.
Also some new concepts are introduced here such
as Topological metric dynamical system, P —
uniform converge and P —closed set.

Through this paper the following notation are

used.

Notations 1.1

(i) G =locally compact group.

(ii) X=metric space.

(iii) (Q, F, IP) is a probability space.

(iv) X% = the set of all measurable functions

from Q to X.
1.2[6,7]:The
system (MDS) is the 5-tuple (G, Q, F, P, 8) where
(Q, F, P) is a probability space and 6: G X Q - Q
is (B(G) ® F, F) —measurable, with
Q) 6(e,w) = Idg , (the identity function
onQ)
(i) 0(g * h,w) = 0(g,0(h, w)) and
(i)  P(B,F)=P(F),VFEFVgEG.
Definition 1.3 The MDS (G, Q, F, P, 8) is said to
be topological metric dynamical system (TMDS)

Definition metric  dynamical

if Q is topological space and 6:G X Q - Q is

continuous.

Definition 1.4[6,7,8] The mapping ¢: G X Q X
X-X

is said to be measurable random
dynamical
(X, B(X)) over an MDS (G, Q, F, P, 9) with if it
has the following properties:

(i) ¢ is B(G)QFRL(X), B(X) — measurable.

(if) The mappings ¢(t,w) = (g, 0, ): X - X

system on the measurable space

form a cocycle over 6(-), thatis,V g,h € G,w €
Q they satisfy
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ple,w) =idy Vo € Q, (1.1)
@(g * h,w) = ¢(g,0,w) e p(h, w) (1.2)
The RDS (G, Q, X, 8, ) shall denote by (8, ¢).
If the function ¢(,w,):TXxX->X, (t,x)+
o(t, w,x), is continuous for every w € Q then
the measurable dynamical system is called
continuous or topological RDS.

Definition 1.5 [6,7,8]: A measurable function

v € X5 is said to be a random fixed point
(R.F.P) for the RDS (6, ¢) if Vg € G,

]P’{a): p(g, w)v(w) = v(Bga))} =1.

Here some examples on R.F.P are stated (see[9]).
Example 1.6[9] Consider the probability space
(Q,F,P) , where Q:=1[0,1], F be the o -
algebra of Lebesgue measurable sets and P be
the Lebesgue measurer on Q. Define 6:7Z, X
[0,1] = [0,1] by 6(0,w) =w and 6(1,w) =
1 —w. Also define ¢:Z, x [0,1]] xR - R by
00, w)x=x and ¢, w)x =1 —-2w) + x.
Then (8,9) is RDS. Define (:[0,1]—-R
defined by(w) = w? , then ¢ e R Itis
easy to see that ¢ is a fixed point of (6, ¢).m

Examplel.7[9]:
non-trivial MDS and let n: Q- R

Let :Rx Q- Q be any
be any
injective random variable. Define a cocycle
¢:RXQXR - Rover 6 by

o(t, w)x = xe M@en@®®)  Then (0,¢) is
RDS. This RDS has no random fixed point.m
Definition 1.8[7] Let v € X2 and  y,, ¥, and

Y, be the mappings form X in to 2% defined as
follows

(1) v(w) ={pt 0_w)v(6_ w):t € R}

) v (@) = {o(t, 6_w)v(f_ w):t € R*}

) ¥y (@) = {o(t,0_w)v(0_ w):t € R™}

For every v € X3, the sets y,, y,5, and y, are
respectively called the trajectory, the forward

semi-trajectory and backward semi-trajectory.
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2.Main Results

In this section the concept of random fixed point is
stated and some new properties of such concept are
studied. Also the concept of random periodic point
for random dynamical systems is introduced and
some new properties are given.
Lemma 2.1 If v € X¥ and

P{w: ¢(t, w)v(w) = v(0;w)} =1
t € R, then P{w: p(nt,w)v(w) =v(O,w)} =1
for all integer n.

Proof. If P{w: ¢(t, w)v(w) = v(8,w)} =1, for

some t € R, then

for some

Plw:p(t,w)™" ° ot w)v(w) =
ot w) w6,w)} =1.
Hence
P{w: v(w) = ¢(—t, 0,w)v(6,w)} = 1. Therefore
we shall prove by induction the result for positive
integers lone. Ifn =1, then
P{w: p(t, 0)v(w) = v(6;w)} =1
for some t € R.
Now, suppose that the statement is true for n. i.e.,
P{w: p(nt, w)v(w) = v(Opw)} = 1,
for some t € R.
To show that this statement true for n + 1. Set
Q= {w: p(nt, w)v(w) = v(6,,0)}.
For w € Q,
o((n+ Dt, w)v(w) = p(nt + t, w)v(w)
= @(nt, 6;w) o p(t, w)v(w)
= pnt, 6,w)v(6,w)
= p(nt,0)v(w"), o' =0,w €l
= v(0p0") = v(0,.0,w)
= v(Ons1yew)
Thus
P{w: p((n + 1)t, w)v(w) = v(G(nH)tw)} =1

This prove the lemma. m
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Theorem 2.2 Let v € X&. Then the following are
equivalent;
1. v is random fixed point,
2. 7y(w) = {v(w)},
3.1 (@) = {v(w)},
4.y, (w) = {v(w)},
Proof.(1) & (2): Suppose(1) holds, then
Yo(w) = {o(t,0_w)v(6_w): t € R}
={p(t, w)v(w'):t € R},
where 0’ = 0_,w
= {v(6,w):t € R}
={v(0,0_;w):t € R} = {v(w)}.
Conversely, suppose (2) holds, then
¥o(w) = {v(w)}. But
Yy(w) = {p(t, 0_w)v(0_.w):t € R}, then
{pt, 0_w)v(0_w):t € R} ={v(w)} That is
vt € Rand Vw € 02,
o(t,0_w)v(6_,0w) = v(w). Thus vVt € R
P{w: (t,0_w)v(f_,w) = v(w)} = 1.

w' ==6_,w . Then forevery € R,

Set

o, w)v(w") =v6,w") and

P{w": o(t, w)v(w") = v(6,0")} = 1.
Consequently v isan R.F.P.

(2) &(3). Suppose (2) holds. Since y,(w) >
v (w) = @, we conclude that v, (w) = {v(w)}.
Conversely, suppose (3) holds. Then y(w) =
{v(w)}. Thatis,

{p(t, 0_rw)v(0_ w):t € R*} = {v(w)}. Then
{0(s,0_s0)v(0_sw):s € R™} = {v(w)},
s = —t. Thus

{pt, 0_ w)v(0_w):t € R} = {v(w)}.
(2) & (4). Asin (2) < (3).

where

This end the proof. m

Theorem 2.3 Let (¢,6) be an RDS with 8
considered as a topological MDS. v EXD is
continuous, then the following are equivalent:

1. v israndom fixed point,
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2. There is a sequence {t,},t, > 0, t, — 0 with

[P’{w: @(t, w)v(w) = U(Qtnw)} =1.
Proof To prove (1) (2). Assume (1). Since v is
random fixed point, then forall e R,

P{w: o(t, w)v(w) = v(6,w)} = 1.

Thus we can say that there exists a real sequence
{t.}, tn >0, t, — 0 with
]P’{w: o(ty, w)v(w) = v(etnw)} =1.
Conversely, assume (2) holds, let teR. If
t = kt,, for some integers k and n, then by Lemma
2.1 we have
]P’{w: pkt,, w)v(w) = U(Bktnw)} =1.
If t # kt,, then for every n, there exists k,, such
that k,t, <t < (k, + 1)t,, and moreover for any
n there exist an integer m > n with

kpty, < kpty <t < (ky+ Dty < (ky +
Dt .
Thus clearly the so constructed sequence {k,t,}
has the property that k,t, —t . Now since
o(w,v(w)):R— X is continuous for every
w € Q, then
P kytn, @v(w) — @(t, w)v(w),
for every w € Q. Since
P{p(kpty, w)v(w) = v(antnw)} =1
for every n then for every w € Q,
v(@kntnw) — o(t, w)v(w).
Again, since k,t, —t and 6(,w):R— Q is
continuous for every w € Q, then

Hkntnw d

0w, and since v is continuous, then
v(Ok,t,w) — v(6,w) for every w € Q. Thus
o(t,w)v(w) = v(B,w) for every w € Q. This
means that

P{w: o(t, w)v(w) = v(B,w)} =1
forallte R. m
Note 2.4. The implication (1) =(2) is true when

6 is any MDS.
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Definition 2.5 The set X% is said to be
distinguishable if for every u,v € X2, there exist
two random open sets U and V in X with D :=
{w:u(w) # v(w)} € Q such that © = @, and for
every w € D we have u(w) € U(w) ,
V(w) and U(w) N V(w) = @.The set D is said to

be distinguish set.

v(w) €

Lemma 2.6 Let X% is distinguishable with
distinguish set © . If v € X¥ is not random fixed
point, then there exist two random open sets U
and V
U(w) and ¢(t, w)v(w) € V(w) we have V(w) =
o, w)U(w)and V(w) N U(w) = 0.

such that for every w € D with v(w) €

Proof. Note that if W is random open set in X,
then for every w € Q, ¢(t, )W (w) is random
open set in X, since ¢@(t,w):X—X is
homeomorphism. Since X% is distinguishable with
distinguish set ®, then there exist two random
open sets W; and W, in X such that for every
v(w) € W;(w)
o(t, w)v(w) € Wy(w) and Wi (w) NW,y(w) =0
for every w € © . Since v(w) € W;(w) for every

ED ,

w€ED we have and

then ¢ (t,w)v(w) € @(t, w)W;(w) for
every w € D. Set

V(w) =
{fp(t, )W (w) N Wy (w), €D
@, w € DY

Then ¢(t, w)v(w) € V(w), for every w € D. Set

o(t,w) V(w), w€eD
0, w € DY

Then v(w) € U(w), for every w € D. Clearly that
V(w) € Wy(w) and U(w) € W;(w) for every
But W;(w) N Wy(w) =@ for every
w € D, this implies that U(w) NV (w) = @, for

U(w) = {

w ED.

everyw € D. m
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Theorem 2.7 Let X2 is distinguishable with
distinguish set ©. Then v € X% is random fixed
point if and only if every random neighborhood of
v, contains semi-trajectory for all w € D.

Proof Suppose that v € X$ is random fixed point,
then y,(w) = {v(w)} so that y,(w) contained in
every random neighborhood of v. Conversely,
suppose that every random neighborhood of v
contains semi-trajectory. Assume contrary that
v € X2 is not random fixed point, then there exists
t € R*, such that for every 0 < Q with P(Q) =
1, o(t,w)v(w) # v(6,w), for some w € Q. By
Lemma 2.6 there exist two random open sets U
and V' such that for every w € D with v(w) €
U(w) and ¢(t, w)v(w) € V(w) we have V(w) =
@(t, w)U(w) and V(w) NnU(w) = @. Since for
u(w) € U(w),
ot wu(w) € V(w),
o, w)u(w) ¢ U(w), w€D. But this is a

each w€ED we have

w €D, then
contradiction. m

Theorem 2.8 Let X% is distinguishable with
distinguish invariant set © .If w,v € Xg and
d(p(t,0_iw)v(0_iw),u(w)) — 0, for

wENa t— 4o (0Or t— —oo ). Then u is

every

random fixed point.

Proof. Let U be a random neighborhood of wu.
d(e(t,0_iw)v(0_ w),u(w)) — 0, for
every w € Q ast — +oo, there exists T > 0 such
that

Since

@, 0_tw)v(6_iw) € U(w),

for every w € Q, for all t >T. Hence for all
w € D we have
{o(s,w)e(t, 0_;w)v(f_w):s € R*} € U(w).
Then for all w € D,
{p(s+t,0_w)v(0_w):s € R*} € U(w). Or for
all w € D,

{ptr,w)v(w):r € Rt} € U(B,w"),
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where r=s+t and w' =6_.w. That is U

contains  semi-trajectory, by

Theorem 2.7 uisR.F.P. m

consequently,

Proposition 2.9 Let v € X% be a random fixed

point. If u € X§ with P{w:v(w) # u(w)} =1,
then
P{w: ¢(t, )u(w) = v(6,w)} # 1.
Proof. Suppose that v € X% is a random fixed
point. Let u € X% with
P{w: v(w) # u(w)} = 1.
Assume contrary that
P{w: ¢(t, w)u(w) = v(6,w)} = 1.

Then P{w: ¢(t, w)u(w) = ¢, w)v(w)} =1
Since ¢(t, w) is bijective, then

P{w: u(w) = v(w)} = 1.
So P{w:u(w) # v(w)} = 0.
Which is a contradiction. m
In [9] 1.J.Kadhim introduce the concept of random
periodic point for random dynamical system. Here
we define this concept in another manner which
more suitable with our work .
Definition 2.10 A random variable v € X% is
said to be random periodic point of a RDS (6, ¢)
if there exists T # 0 such that

P{w: ¢ (1, w)v(w) = v(6,w)} = 1. The number
T is called the period of v.
Remark 2.11 In any RDS every random fixed
point is random periodic point.

Proposition 2.12 A random variable v € X¥ is

random periodic point if and only if there exists
T# 0 such that for every te RP{w:@(t+
7,w)v(w) = @(t, 0, w)v(0,w)} =1

Proof. Suppose that v € X2 is random periodic
point. Then there exists T # 0 such that

P{w: ¢ (1, w)v(w) = v(6,w)} = 1.

If and only if
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P{w: p(t, 0, w)e(t,w)v(w) =
o, 0,w)v(0,w)}=1,VteR

If and only if

P{w: p(t + 7, 0)v(w) = @(t, 0, 0)v(6w)} =1
vt ER
This complete the proof. m
Theorem 2.13 Let (8, ¢) be an RDS with 6 be a
stable TMDS and let v € X¢ be a random periodic
point and continuous but not R.F.P. Then there
exists T > 0 such that T is the smallest positive
period of v.Further, if 7 is any other positive period
of v, then T = nT for some integer n.
Proof. Consider the set

S == {t > 0:t the period of v}.

If T + 0 period of v, then

P{w: o(T,w)v(w) = v(rw)} =1

Let ' = 67w ,then w = 6_;w'. Since

P{w: (T, w)v(w) = v(f;w)} =

P{w": (T, 0_r0" )v(0_r0") = v(w")},
then

P{w": o(T,0_r0")v(0_rw") = v(w')} = 1.
Now, set

Q={w:o(,0_r0)v0O_r0") =v(w)}
show that

To

(=T, w)v(w") = v(6_r0"), Vo' € Q:
o(=T,0")v(w")
= o(=T,w)(T,0_r0)v(6_rw")
=@p(-T+T,0")v(O_;0") =v0_rw").
Hence
P{w": o(-T,w")v(w') = v(0_rw')} = 1.

either T or —T is positive, then the set S is

Since

nonempty. Now, set infS = T. We calem that T >
0. Indeed T = 0, and if T = 0, then there exists a

sequence {t, } in S with t,, — 0. Since

P{w: ¢ (t,, w)v(w) = U(thw)} =1
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for each n, then by Theorem 2.3 v is random fixed
point which contradicts our hypothesis. Thus T > 0.
Since infS =T, then there is a sequence {t,} in S
with t, — T. Since ¢(-,w): R — X is continuous
for every we, then for every we€Q,
o(t,, w) — ¢(T,w).So for every w € Q,
¢ (tn, w)v(w) = @(T, w)v(w).
Since 6(-, w): R — Q is continous for every w € Q,

then 6, w — Orw for every w € Q. Again, since
v € X3 is continuous, then v(6,, w) — v(6rw) for
But

every w € (.

v(0,,w)} =1,

i.e., there exists a full measure subset { of Q such

]P’{cu: o(ty, w)v(w) =

that @ (ty, w)v(w) = v(6,,w) for every w € Q.
Hence Vo € Q,

U(Btnw) — (T, 0)v(w),.

On the other hand, v(6;,w) — v(6rw), for every
w € 0. Since X is metric space, then from the
unigenss of the limit we have (T, w)v(w) =
v(0rw) VYo € QL.

That P{w: (T, w)v(w) = v(Orw)} =1. It
follows that T € S. By definition of T itis also the

is,

smallest positive period of v . Finally, let t € Rbea
positive periodic. If t # nT, for any integer, then
there is an integer n with nT <t < (n+ 1)T. Then
by Lemma 2.1, we have
P{w: o(nT,w)v(w) = v(O,rw)} = 1.
Since the TMDS 8 is satble, then

P{w: 0,w = O ;w} = 1.
Therefore by Lemma 2.1 we have
P{w: o(nT,w)v(w) = ¢(t,w)v(w)} =1.So
P{w:v(w) = ¢(—nT, Oprw) o o(t, w)v(w)} =1
Thus
(T, W) (0;—prw) = @(t, w)v(w)
V(0r—nrw) = (=0T, 0;_nrw)p(t, w)v(w)

¢ (1, w)v(w) = v(6,w)
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where t:=t—nT. Then t satisfy (2.1). Since
0 <7 < T, we geta contradiction to the fact that T
was the smallest positive period of period of wv.
This complete the prove. m

In the following we need to show that the set of
random periodic point for random dynamical system
(under certain conditions) is P —closed. To this end
the following notations are introduced.

Definition 2.14 Let (Q,F,P) be a probability

space with Q considered as a topological space and
X be any metric space. A sequence {v,} in X% is
said to be P —uniform converge in X if there exist
vEXZ and Q<O such that v,(w) converge
uniformly (shortly u.c.) to v(w) for every w € Q.
That is for every ¢ > 0, there is a positive integer
n, such that

d(v,(w), v(w)) < &, for every w € {1 and for every
n>ng.

Definition 2.15 Let (Q,F,P) be a probability

space with Q considered as a topological space and
X be any topological space. A subset of X2 is said
to be P —closed if any sequence {v,} in X% is
PP —uniform converge in X%.

Lemma 2.16 Let (8, ) be an RDS with 8 is be a
TMDS. If {v,} be a sequence of continous random
periodic point in X$ with positive periodic T,, — 0,
and P —uniform converge in X2, then v is random
fixed point.

Proof. For a given t € R, there are integers k,, such
that

kT, <t < k,T, +T,.

Since T,, — 0, we have k,T, —t. Since v, is
then

P —uniform to

P{w: v,(w) u.c.tov(w) } = 1. Let

converge v,
Q = {w:vp(w) u.c.tov(w) },
then P(Q,) =1 But ¢, w,):RXX—X is

continuous for every w, then for every w € Q,
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@ (knTy, @)V (@) = @(t, )V ().
Since 6(,w):R — 2 is continuous for every w,
then 6, .  — 6, for every w. Therefore

for Since

vn(eknan) — v, (6;w) every w.

1, (0,w) — v(0,w), for every €Q,, then
Vp (O, 1,,w) — V(6. w) for every w € Q. Since v,
is random periodic point for every n, then

]P’{a): @k, Ty, 0)v,(0) = vn(Oknan)} =1

Set

Q, = {a):(p(knTn, w)v,(w) = vn(Oknan)}. Then
P(Q,) = 1.So

@ (kn Ty, w)vp(w) = 1711(6knTn(’J)a for

every
w € Q,.

@ (ky T, @)V (w) — @(t, w)v(w),

for every w € Q,. Then,

vn(HknTna)) — @(t,w)v(w), for every w € Q, N
%

Since vy, (6,1, w) — v(6,w) for every w € Q,

it follwos that

o(t, w)v(w) =v(6,w) , for every w € N, NQ,.
Since P(Q, N Q) = 1,then v is random fixed point.
Theorem 2.17 Let (6, ) be an RDS with 0 is be a
TMDS .Given any a > 0, the set of all v such that v
is (continuous) random periodic point with positive
period T < a is P —closed.

Proof. Let P be a set of all random periodic point
with positive period T < a. Suppose that {v,} be
P —uniform converge sequence in P. Then for every

n, v, is random periodic point with periods T,, < a

and v, then
P = {w:v,(w) — v(w)} = 1.
Set

Q= {w: v (w) — v(w)},

then P(Q,) = 1. Since

P{w: ¢(Tn, @)vy (@) = v, (6p,0)} = 1,
P(Q,) = 1, where

then
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Q, = {w: (T, 0V, (w) = vn(Gan)}. Also for
every € Q, ,

P{w: v, (61, w) — v(6r,w)} = 1.

Since 0 < T,, < a, either T,, — 0 in which case v is
random fixed point by Lemma 2.15 and hence

random periodic, or there is a subsequence T, — T,
0 < 7 < a, then by the continuity axiom for every
w € Qy
P (T @), (@) = 9 (7, 0)V(W).
and also for every w € Q,,

(T )0, (@) = v(0r, )
Since 6 is continuous, then BTnka) — 6,w for every

w. Also we have v is continuous for every w € Q,,

then v(GTnkw)—m(Gta)), for every we

Q,.Therefore

(p(Tnk' w)vnk(w)) — U(H‘L'w)'
for every w € Q, n Q. Consequently

o1, w)v(w) = v(0,w),
for every w € Q, N €. Since P(Q, N Q,) = 1.,then

v is random periodic point.
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Abstract
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1- Introduction

Nonlinear partial differential equations are used
to describe many phenomena in physics and other
domains. The investigation of the exact solutions of
Nonlinear PDE plays an important role in the study
of physical phenomena.

In applied mathematics, it has importance to
obtain and search the exact solutions of these
equations. Therefore, recently, a lot of efficient and
accurate methods to find exact solutions for
Nonlinear PDES submit by many authors includes
the(G' /G) — expansion method [3].
Homogeneous Balance Method [6], Darboux
transformation method [8], the inverse Scattering
method [1], the F-expansion method [9], the sine-
cosine method [7], Jacobi elliptic function [5],
homotopy perturbation method [2] and several
powerful methods which have been employed to
obtain exact solutions.

2 — Description of the Method

Consider a general nonlinear partial differential
equation, with two variables x , t

P(U, U, Usy Unepy Ugy ) =0 .. (2—-1)
Where u = u(x, t) is the solution of (2-1)
Step I: The transformations which are used are as
follows:
u(xy, %z, ..., x,t) =u(6)
6=k + kyxy + -+ kg —At) .. (2-2)
Where k4, k,,...,k; ,Aare  constants to  be
determined Inserting (2-2) into (2-1) change the
NPDE to ODE for u (&)

p(u,%,%,..)=0 ~(2-3)

Step 11: According to the modified F-expansion

method,

u (8) = ao + LI, qiF (5)+ZIL, biF(5)
w(2-4)

Where a,,a;,b; constants to be determined are

F(6) satisfies the following eq. :

F(8) = A+ BF(8) + CF*(8) ..(2-5)

Where A, B and C are constants to be determined.

Integer N can determined by considering the

homogeneous balance between the governing

nonlinear term(s) and highest order derivatives of

V(8) in (2-3).Given different values of A , B and

C , the different Riccati function solution , F (§)

can be obtained from (2-5) (see Table 1).

Step I11: Substitute (2-4) into (2-3) and using (2-

5), and collect coefficients of Fi(§) (i =

—N, ..., N), then set each coefficient to zero.

Equating each coefficient of F(8) to zero yields a

system of algebraic equations for a;( i =

N,...,l,O), bl(l = 1,...,N ),kl(l =

1,..,m) and A.
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Step 1V: Solve the system of algebraic
equation,a;, b; , k; , A can be expressed by A, B, and
C (or the coefficients of ODE (2-3)). Substituting
these results into (2-4), we can obtain the general
form of travelling wave solutions to Eq. (2-3).
StepV: From Table 1, and the general form of
travelling wave Solutions, we can obtained a series
of Soliton — like solutions, trigonometric function
Solutions and rational solutions of Eq.(2-1).

Tablel. Relations between values of A, B, C and
corresponding F (&) in Riccati equation
F(8) = A+ BF(8) + CF%(5)

A B |C F(6)
0 1 |-1 1 1 1

g + gtanh(g 5)
0 101

575 COth(E 6)
1 (O coth(&) + Csch(6)
? ? tanh(8) + i sech(5)
1 0 |-1 tanh(&), coth(6)
1 0 |1 sec (&) + tan(9)
2 2

Csc(8) — cot(d)
—tojo |2 sec (6) — tan(6)
’ ’ Csc(8) + cot(d)
1- [0 |1(-1) tanh § (cotd)
1)
0 0 |#0 -1 . .

517 (n is anarbitrary

Ais|0 |0 Ad
arbit-
rary
cons-
tant
Ais|£00 exp(BS) — A
arbit- —
rary B
const
ant

3-Exact solutions to zoomeron equation
In this section we apply this method to Construct
exact solution of the (2+1)— dimensional zoomeron
equation (see [4])

(m)“ _ (”ﬂ)xx +Que =0 ..3-1)

u u
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Where function u ( X, vy, t) is the amplitude of the
relevant wave  mode. This highly nonlinear
equation play an important role in describing the
evolution of a single Scalar field and is a
convenient model to display the noval phenomena
associated with boomers and trapons. If y=t, the
(2+1) — dimensional zoomeron equation reduces to
its (1+1) — dimensional form which can be regarded
as a sub case of the boomeron equation.
By using the transformation:

u (x,y,t) =u(s) and
S=x+y—At ..(3-2)
Where A is arbitrary constant.
Substituting Eq. (3-2) with Eq. (3-1), the change
will be:
PC)-()-22w?) =0 ..(3-3)

Now integrating (3-3) with respect 2 twice, we
get:
P -Dh-2Au*+ku=0
Where Kk is an integral constant.
Considering the homogeneous balance between
ugs and u® in (3-3),
The Solution to ordinary Eqg. (3-3) can be expressed
be
U(6)=ay+aF(&) +bF 1) ..3-5)
Where ay,a, and b, are  constants to  be
determined. By Substituting (3-5) with (3-3) and
using (2-5) the left — hand side of Eq.(3-5) can be
converted into a finite series in F/(8) (j=
-3,..,3).
Equating each coefficient of F/ (&) to zero yields a
system of algebraic equations for ay, a; , b, and k.
F3:(2-1)2bA%) - 223 =0
F~2: (22 = 1)(3b;AB) — 2A( 3a,bh?) =0
F~1: (A% = 1)(2b,AC + b,B?) — 2A( 3ay2b, +
3a;b?) +kb; =0
F%: (2 = 1)[a,AB + b;BC] —2A(al) + ka,

+ 6aga.b; =0
F: (% —-1[a;B*+ 2a,AC] — 2A[ 3ada,
+3a?b; ]+ ka, =0
F?: (22 —1)(3a,;BC) — 24(3a,a,2) =0
F3: (2 -1)(a,C?) —2M(a;3) =0
..(3-6)

Solving the algebraic equations (3-6), we have the
following solutions of ay, a,, b;and k

Case I:a0=0 a1 = ¢ ‘1_% ab1=
1
A /ﬂ—z

k = —4AC + 22( 4AC — B?)

~(3—4)
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Casell: a, =B /A—%,alzC /a—%
= _1
by =A /,1 2
2

CB
k= (1-2*)(~4AC +—— - 6B%)

2_
Caselll: q, =22=

a]_:C vlz—l,b1=0
* -1
22

k =

(—4A%AC + B?)

The solition - like solutions to

Zoomeron equation:

1)When A=0, B=1, C=-1, from Table 1,

F(5) = § + gtanh(é 5)

By Case I, the exact Solution to equation (3-1) is
given by:

up = = [A-2(1 +tanhGx + 2y —2t)

By Case Il, the exact solutions to equation (3-1) are
given by:

1
u; = - /A—%(l—tanh(;x+%y—%lt))

By Case Ill, the exact solutions to equation (3-1)
are given by:

Vaz-1 ,1-2 1 1 1
Uz = T (T - tanh(zx + Ey - E At))

2) When A=0, B=-1, C=1, from Table 1, F(§) =
~—~coth(;6)

By Case I, the exact solutions to equation (3-1) is
given by

A
By Case Il, the exact solutions to equation (3-1) is
given by

up = - //1 — = (1= cothGx + 2y —2At))

us = = //1—% (1—cothGx + sy — A1)

By Case I, the exact solutions to equation (3-1) is

given by
Jaz-1 -1 1 1 1
Ug = — (T—coth(5x+ 2y = EM)))

3)When A = % ,B=0,C= ;,from Table 1,
F(6) = coth(§) £ Csch(6)

F(5) =tanh(§) £ isech(5)

By Case I, the exact solutions to equation (3-1) is
given by

U, = _71 A —%(coth(x +y —At) + Csch(x +

y —At)

+% A —%(coth(x +y—2At) £ Csch(x+y—
A7,
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Ug = _?1 A—%(tanh(x+y—/1t)iisech(x+
y—At)
+% A—%(tanh(x+ y— At) tisech(x +y—

AL

By Case Il, the exact solutions to equation (3-1) is
given by

Uy = ;m(COth (x+y—At) + Csch(x+
y — A1),

Uy = _?1\/,12 — 1(tanh(x +y — At) + i sech(x +

y —At)

4)When A=1, B=0, C=-1, from Table 1, F(6) =
tanh(6)

F(8) = coth(8)

By Case I, the exact solutions to equation (3-1) is
given by

Uy = — A—%(tanh(x +y—At) +
/,1 — > (tanh(x +y — A) ™
Uy = — l—%(Coth(x+ y—At) +

A== (coth(x +y — At))™"
By Case I, the exact solutions to equation (3-1) is
given by
Uy = — A—%[tanh(x +y—At)—
(tanh(x +y — At))™1]
Uy = —\/T—%[Coth(x +y—-At) -

(Coth(x +y — At))_l]

By Case Ill, the exact solutions to equation (3-1) is
given by

Uz = — A2 — 1(tanh(x + y — At)

U = — VA2 — 1(Coth(x + y — At)

The Trigonometric Function solutions to
Zoomeron equation:
1)When A = % ,B=0,C= % from Table 1,
F(8) = sec (8) + tanh(6)

or F(6) = Csc(8) — cot(9) .
By Case |, the exact solutions to equation (3-1) is
given by

Uyy =% ’A—%[(Sec(x%—y—/lt)+tan(x+y—
)+ (Sec(x +y—At) +tan(x +y — At )71],

1

Uig =3 ’A—%[(Csc(x+y—lt)—Cot(x+y—

At)) + (Csc(x+y—At) — Cot(x +y—At) L.
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By Case IlI, the exact solutions to equation (3-1) is
given by

Ugg = %\/AZ —1(Sec(x+ y —At) +

tan( x +y — At)),

Uyg = %\//12 —1(Csc(x+ y—At) +

Cot( x +y — At)).

2) When A=1, B=0, C=1, from Table1l,

F(6) = tan( 5 )(cot(5))

By Case I, the exact solutions to equation (3-1) is
given by

Uyy = /A—%tan(x+ y —)(Cot(x +y —2A)) +

/,1 —=[tan(x +y — )(Cot(x + y — )]

By Case I, the exact solutions to equation (3-1) is
given by
Uy, = VA2 —1Sec(x+ y — At)(Cot(x +y —
D)

The rational solution to zoomeron

equation:
1) When A=B=0, C # 0, from Table 1, F(§) =

prye (n is an arbitrary constant)

By Case I, an exact solutions to equation (3-1) can
be written as:

-c [a—3

Uzz = C (x—At)+n

By Case Ill, the exact solutions to equation (3-1)
can be written as:

—CVaz -1
Cx—At)+n
2) When A is an arbitrary constant, B=C=0, from
Table 1,F(8) = A8,
By Case Il, the exact solutions to equation (3-1)
can be written as:
=
A

(x—=At)’

Ups =

Ups =
The exponential Solution zoomeron
equation:

When A is an arbitrary constant, B#0,C =
0, from Table 1, F(§) = ZXRED=A

By Case I, the exact solutions to equation (3-1) can
be obtained that:

exp(B(x—At)—A)

Upe = A //1—%( )

By Case Il, the exact solutions to equation (3-1)
can be obtained that:

Uyy = BJA -2+ A\//l - 2 (@B

B
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4- Conclusion

The powerful modified F-expansion method was
employed of the (2+1) — dimensional zoomeron
equation. This method is an efficient way to solve
nonlinear PDES as it is used to solve differential
equations which can be integrated or non-
integrated. By using this method , we have been
able to calculate many new exact solutions for

nonlinear partial differential equation include
soliton-like  solutions, trigonometric  function
solutions, rational solutions and exponential
solutions.
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1) Introduction:

The topological idea from study this type of the
space came to determine the relation between
minimal T, — space and maximal T, — space In [5]
Abd El — Monsef M. E., El — Deeb S. N. Mahmoud
R. A., the Category 3 — open set was defined which
considered to study the B"c — open set. In [1] and
[2] F. Nakaoka and N. oda. , has been defined
minimal and maximal open set. In [4] M. C.
Gemignani, has been defined T, — space In[3]S.S
Benchalli defined the function category strongly m
— open function and m — irresolute function which
is study open function continuity respectively. In
[6] and [7] proved proposition about T,—space by
the B"c — open set.

2) Basic Definitions and Remarks
Definition (2.1): [5]

Let X be a topological space, then a sub
set A of X is said to be B - open set if A
ccl(int(cl(A))) is B - closed set if A% is p - open.
Definition (2.2):

Let X be a topological space and A € X.

Then a B - open set A is said a B'c - open set if V x
€ A3 F closedsetaxeF, C A AisaBc—
closed set if A® is a Bc — open.

Definition (2.3):

The family union of all B'c - open set of a
topological space X contained in A is said Bc -
interior of A is, denoted by A°B’¢. i.e
A% = U{:Gc Aand GB'c-openinX}.
Definition (2.4): [1]

Let X be a topological space A proper non empty
open set U of X is said to be a minimal open set if
any open set which is contained in V is @ or U.
Definition (2.5): [2]

Let X be a topological space A proper nonempty
open set U of X is called to be a maximal open set
if any open set which is contained in U is X or U.
Definition (2.6):

Let X be a topological space A proper non empty
B - open set U of X is said to be
i) A minimal B - open set if any 3 - open set which
is contained in U is @ or U.

ii) A maximal - open set if any B - open set which
contains in U is X or U.
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Definition (2.7):

Let X be a topological space A proper non empty
Bc - open set U of X is said to be
i) A minimal B'c - open set if any B'c - open set
which contains in U is @ or U.

ii) A maximal B’c - open set if any B'c - open set
which is contained in U is X or U.
Definition (2.8): [4]

A topological space X is called T, — space iff for
each x # y in X, there exists open sets U and V
suchthatx e U,yg¢ Uandy e V. x ¢ V.
Definition (2.9):

A topological space X is called m - T, space
(respace M - T;) space iff for each x =y in X, I3 m
— open (respace M — open) sets U and V such that x
eUye¢UandyeV.x¢V.

Definition (2.10):

A topological space X is called BT, —
space iff V x # y in X there exists B - open sets U
and Vsuchthatxe U,yg¢UandyeV.x ¢ V.
Definition (2.11):

A topological space X is called mp - T,
space (respace MB T, - space) iff for each x # y in
X there exists mp — open (respace M — open) sets
Uand VsuchthatxeU,ygUandyeV.x ¢ V.
Definition (2.12):

A topological space X is called BcT; — space iff
for each x # y in X ,3B*c - open sets U and V such
thatxeU,ygUandy eV.x ¢ V.

Definition (2.13):

A topological space X is called mB*c - T, space
(respace MB*c - T,) space iff for each x # y in X
there exists mB*c — open (respace MB*c — open)
setsUand Vsothatx e U,ygUandy € V. x &
V.

Definition (2.14):

Let X,Y be a topological spaces and let F: X —
Y be a function Then:

i) F is called strongly m — open [3], if v m — open
set U in X, then F(U) ism - opensetin.

ii) F is called strongly M — open ,if v M — open set
Uin X, then F(U) M - opensetin.

iii) F is called strongly mp — open (respace strongly
MB — open),if for all mp — open (respace Mp —
open) set U in X, then F(U) is mp — open (respace
MpB — open) setinY.[8].
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iv) F is called strongly mB’c-open (respace
strongly M B'c — open), if vm B’c — open (respace
MB*c — open) set U in X, then F(U) is mB*c —
open (respace MB*c — open) setinY.
Definition (2.15):

Let X,Y be a topological spaces and let F:
X =Y be a function Then:
i) F is called m — irresolute function [3], if v m —
open U in'Y, then F*(U) is m — open in X.
ii) F is called M —irresolute function, if YM —open
UinY, then F'(U) is M — open in X.
iii) F is called mp — irresolute (respace Mp —
irresolute) function. If ¥ mp —open (respace Mp —
open) U in Y, then F*(U) mp — open (respace Mp —
open) set in X.[8].
iv) F is called mB"c — irresolute (respace MB'c —
irresolute) function, if v mB’c —open (respace
MB’c — open) U in Y, then F(U) mB"c — open
(respace MBc — open) set in X.
Notion: We will use the symbol m to minimal sets
and the symbol M to maximal sets.
The family a fall B — open set is denoted by po(X)
and the family of all B'c — open is denoted by
B co(x).
Theorem (2.1):

Let X be a topological space and A < X.

Then:

i) Every open set is 3 - open.

ii) Every B"c — open set is B - open.

Proof:

i) Let A be open set, then A =int(A). Since A
C cl(A), then A = int(A) < int(cl(A)), there for A
ccl(int(cl(A))), hence A B - open set in X.

ii) By definition (2.2)

The converse of above Theorem is not true in
general.

Example (2.1):

Let X ={a b, c}, t={0, X, {a}, {b}, {a, b} }.
po (X) ={@. X, {a}, {b}, {a, b}, {a, c}.{b, c} }.
B*co (X) = {9, X, {b,c}, {a, c} }.

Then let A = {b, c}, B = {b}. Note that

i) A'is B - open, but not open.

ii) B is B - open, but not B*c — open.

The following diagram shows the relation among
types of open sets

Raad .A / Karim .F

Open ﬁ/‘ B - open

N

Remark (2.1):

Let X be a topological space . Then:
i) Every m — open (respace M — open) is open.
ii) Every mp — open (respace MB — open) is B -
open.
iii) Every mB*c — open (respace MB*c — open) is
B*c - open.
The converse of above Theorem is not true in
general.
Example (2.2):

In example (2.1) ,we notice:
i) A = {a,b} open, but not m — open also B = {a}
open, but not M — open.
ii) A = {a,b}p - open, but not m 3 — open also B =
{a} B - open, but not M — open.
iii) A = @ B*c - open, but not m B*c — open also B
= X B*c - open, but not M — open.
Corollary (2.1):
i) Every m —open (respace M—open) is 3 - open.
ii) Every mB*c — open (respace MB*c — open) is
- open.
Remark (2.2):

Let X be a topological space Then

i) Every T, —space is - T, space
ii) Every B*c — T, space is p - T, space
The converse of above Theorem is not true in
general.
Example (2.3):

In example (2.1), we see that X is f - T;
space But
i) X is not T, — space, since V a, ¢ € X 3 a # ¢, but
AUNVopeninXsaeU,c¢Uand ceV,agV.
ii) X is not B¥c — T, space ,since Va, c€E X3 a#
c,buta U,V B*c—-open3aeU,c¢Uand ce
V,a¢V.
Theorem (2.2):

Let X be a topological space and A < X.
Then x € A°B"C iff 3 B*c —openin X 3 x € G S A.

/

B*c — open
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Proof:

Let x € A°B’c
Since A°2C = U { G : G S A, G is B*c - open set
in X }.
Thenx € U { G : G € A, G is B*C - open set in
X} and hence 3 G B*c—openin X3 x € G S A
Conversely

LetxeGS Aand Gis B*c—open3 x €
G < A Then
xeU{G:Gc A Gis B* - open set in
X }.therefore x € A°B°C,
Definition (2.16):

Let X be a topological space and A € X, X € X.
Then
i) The point x is called limit point of A [7] iff v U
openset 3 x € U, then (U N A) - {x} #+ 0.
ii) The point x is called B-limit point of A iff v U
-open set 3x €U,then (UN A) - {x} # 0.
iii) The point x is called B*c - limit point of A iff V¥
U B*c - openset 3 x € U, then (U N A) - {x} # 0.
Remark (2.2):
i) The set of all limit point of A is denoted by A.
ii) The set of all B - limit point of A is denoted that
AP,
iii) The set of all B*c - limit point of A is
denoted that ABc.
Lemma (2.1):
Let X be a topological space and A € X, x € X.

Then
i) Ais closed set iff A € A. [7].
i) Ais B - closed set iff AP € A, [5].
Theorem (2.3):

Let X be a topological space and A < X.
Then A is B¥c — closed set iff AB© € A,
Proof:

Let Abe B*c—closedand b ¢ A, thenb €
A® is B*c — open set, hence 3 B*c — open set A® 3
AN A=@. Hence x ¢ AB’c, therefore AB'c c A.
Conversely

Let AB c Aand b & A then b ¢ AB™c,
hence 3 B*c —opensetG3 b € G n A= @, hence
b € G © AC. Therefore A® is B*c — open set in X
by Theorem(2.2), hence A is B*c— closed .
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3) m—T; (M —T;) space by using the set
(open. B - open, B*¢ — open).
Lemma (3.1) [6]

Let X be a topological space Then X is T,
— space iff {x} is closed setin X V x € X.

Theorem (3.1):

Let X be a topological space Then X is p—
Ty space iff {x} is p— closed setin X ¥ x € X.
Proof:

Let X be B— T, space and let y ¢ {x}, the x
# Y. Since X p— Ty space, then 3 U, V B - open in
XaxeUyeéUandyeV,x&V.ThenV -
open in X and y € V, then (V n {x}) - {Y} = 0,
then y not B - limit point of {x}, then y & [{x}{®,
then [{x}]® © {x}. Hence {x} is B - closed by
lemma (2.1) (ii).
Conversely

Letx,ye X3 x#Y.Let{x}p-closed in
X, then {x}° B - open in X. Let U = {x}°, V = {y}°
are-openinXa3xeV,ygVandye X, x¢ U,
hence X B-—T; space
Theorem (3.2):

Let X be a topological space Then X B*c
—T, space iff {x} is B*¥c — closed setin X V x € X.
Proof:

Similarly of Theorem(3.2).
Theorem (3.3):

Let X be a topological space Then
i) Every m - T, space is T, space
ii) Every m B - T, space is p—T, space
ii) Every mB*c - T, space is B*c —T, space
Proof:
i) Let Xbem-T;spaceand letx,y € X3 X # .
Since X m - T, space, then 3 U, V m - open in X 3
xeU,yegUandyeV,x¢&YV, then by Remark
(2.1) (i) and definition (2.8), we get the resulte.
ii) Let X be mB- Ty space and let X, y € X3 X # V.
Since X is mp- T, space, then 3 U, V mp- open sets
inX3xeUyeéUandy €V, x ¢ V. then by
Remark (2.1) (ii) and definition (2.10), we get the
resulte.
iii) Let X be mB*c - T, space and let X, y € X 3 X
# Y. Since X is mB*c - T, space, then 3 U, V
mB*c - opensetsin X3 xeU,y¢Uandy eV, x
¢ V. then by Remark (2.1) (iii) and definition
(2.12), we get the resulte .The converse of above
Theorem is not true in general.
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Example (3.1)

Let X = IR with a usual top. Then X is T,
— space, but not m — T, space
Proof:

Let x € IR and let (X, o), (-0, X) € T.
Since (X, ©) U (-0, X) € T, then IR — {(X, ) U (-
o0, X)} closed setin IR.

But IR — {(X, ®) U (-0, X)} = {x}, then 3 {x}
closed set in IR ¥V x € IR. Hence X is T — space by
lemma (3.1).

T.P X notm-—T, space
Letx,yeX3x=y,butaU,Vm-openinX>3x
eUye¢UandyeV,x¢V.

Example (3.2):

In example (3.1). Note that X is T, —
space by remark (2.2) (i), but not mp - T, space
Since VX, yeX,x=#Yy,buta U,V mB-openin
XaxeUygUandyeV,xegV.

Example (3.3)

Let X = IR with a usual topology. Then X
is B*cT; — space, but not mB*c — T, space
Proof:

Letx,y €Y, x=#yandlet|x -yl =¢and
letU=(x-,x+2),V=(y-5y+) thenU, Ve
TaxeUYegUandY eV, X¢gV.

Choose U = (%, Y], V = [X, Y), then U, V are B -
open set, then
vaeU3J{a}closedsetoae {a} c U.
vbeVa{b}closedsetaae {b}cV.

Then U, V B*c —opensetsin X 3y e U, x ¢ U
andxeV,Ye&V.

Then X is B*c — T, space

T.P. X notmB*c — T, space Letx,y € X3 x#Y,
but z mB*c —opensetU, VinX3yeU,x¢U
andxeV,Y ¢e&V.

Corollary (3.1):

Let X be a topological space .Then:

i) If X m—T, space , then {x} closed set in XV x€
X.

ii) If X mp — T, space, then {x} B - closed set in X
vV x € X

i) If X mB*c — Ty space, then {x} B*c - closed set
inXVxeX.

Proof:

i) Follows from theorem (3.3) (i) and lemma (3.1).
ii) Follows from theorem (3.3) (ii) and
Theorem(3.2).
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iii) Follows from

Theorem(3.2).
Theorem (3.4):
Let X be a topological space Then:
i) If X is m— T, space, then X is p - T, space
i) If X is mB*c — T, space, then X is 3 - T space
Proof:
i) Follows from Theorem(3.3) (i) and remark (2.2)
().
ii) Follows from Theorem(3.3) (iii) and remark
(2.2) (ii).
Lemma (3.3)

Let X be a topological space and a € X.

theorem (3.3) (iii) and

Then:
i) [1]. If {a} open (respace closed), then {a} m —
open (respace m — closed) set. So [{a}]® M — closed
(respace M — open).
ii) If {a} P - open (respace B - closed), then {a} mp
— open (respace mp— closed). So [{a}]® Mp —
closed (respace M — open).
iii) If {a} B*c - open (respace B*c - closed), then
{a} mB*c — open (respace mB*c — closed). So
[{a}]© MB*c — closed (respace MB*c — open).
Theorem (3.5):

Let X be a topological space .Then X is M
— T4 space iff {x} closed setin X V x € X.
Proof:

Let X be M- T, space and let Y & {x}, the
X # Y. Since X M- T, space, then 3 U, V M - open
inX3xeUyeéUandy eV, x ¢V, then by
Lemma (3.1) we get {x} closed set in X.
Conversely

Let X,y € X and x # y. Let {x} be closed
set in X, then by Lemma (3.3) (i), we get {x} m —
closed, then [{x}]° M — open in X. Let U = {x}°, V
= {Y}“are M - open in X, then 3 U, V M - open in
XaxeV,y¢Vandye U, x¢&U,hence XisM —
T, space
Theorem (3.6):

Let X be a topological space Then
i) X MB-T, space iff{x}p—closed set in Xv¥xe X.
ii) X MB*c — T, space iff {x} B*c — closed set in X
vV XeEX
Proof:

Similarly Theorem(3.5).
Corollary (3.2):

Let X be a topological space Then
i) X M — T space iff X is T, — space
ii) X Mp — T, space iff X is p—T, space
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iii) X MB*c — T, space iff X is B*c —T, space
Proof:

i) Follows from Theorem(3.5) and Lemma (3.1).
ii) Follows from Theorem(3.6) (i) and
Theorem(3.1).

iii) Follows from Theorem(3.6) (ii) and
Theorem(3.2).

Theorem (3.7):

Let X be a topological space .Then
i) Every m — T, space is M —T, space
ii) Every mp — T, space is MB—T, space
iii) Every mB*c — T, space is MB*c —T, space
Proof:
i) Follows from Theorem (3.3)(i)and Corollary.
(3.13) (i).
ii)Follows from Theorem (3.3)(ii)and
Corollary.(3.2) (ii).
iii) Follows from Theorem(3.3) (iii) and Corollary .
(3.2) (iii).
The converse of above Theorem is not true in
general.
Example (3.4):
i) In example (3.1), we note that X is T, — space,
then X is M - T, space, by Coro. (3.13) (i), but not
m - T, space Since VX, Y€ X, x=Y,buta UV
m-openinX3xeU,Y¢UandY eV, X¢&V.
if) In example (3.2), note that X is BT, — space, then
X is Mp - T, space by (3.13) (ii), but not mp - T,
space Since VX, YE X, x=#=Y,butaU,Vm-
openinX3xeU, YgUandY€eV, X¢gV.
iii) In example (3.3), note that X is B*c — T, space,
then X is MB*c - T, space by corollary (3.2) (iii),
but not mB*c - T, space Since VX, YE X, X %Y,
but 2 U, V mB*c —openin X3 x e U, Y ¢ U and
YeV, X¢gV.
Theorem (3.8):

Let X be a topological space . Then
i) If X M — Ty space, then X is p— T, space
ii) If X M — T, space, then X is MB—T; space
iii) If X MB*c — T space, then X is B— T, space
iv) If X MB*c — T, space, then X is MB— T, space
Proof:
Itis clear.
The converse of above theorem is not true in
general.

Example (3.5):

In example (3.1), note that X is BT, —
space, and Mp - T, space But
i) and (ii) Not M - T, space Since a,c € X 3 a # c,
butAzU,VM-openinX3a€eU,cgUandce
V,agV.
iii) and (iv) Not MB*c - T, space Since a,c € X 3
a#cbutaU VMB*—-openinX3a€eU,cé
UandceV,ag V.
The following diagram shows the relation among
types of M - T, space

M-Tizp. [ bt T: —=p.

1]

M B—T[SP. B—Tlsl:l_

MEc— T sp.

- Be—Tisp.

4) Hereditary properties:
Lemma (4.1): [7]

Let X be a topological space then
i) If V openin Y and Y open in X, then V open in
X.
ii) If V closed in Y and Y closed in X, then V
closed in X.
Lemma (4.2): [6]

Let X be a topological space Then G open
set in X if and only if cl(Gncl(A))=cl(GNA) v A
c X
Theorem (4.1):

Let X be a topological space and Y open
in X. If AB -openinY, then A - open in X.
Proof:

Let Abep-openinY
Let x € A, then there exists U - open in Y such
that x € U € A. Then

oY
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0
~unv)
0
= U NY ) by lemma (4.2).

o
cU .

Then U is B - open. Since x e U <€ Xand U is p -
open in X. Therefore A 8 - open in X.
Theorem (4.2):

Let X be a topological space and Y clopen
in X. If AB*c - openinY, then A B*c - open in X.
Proof:

Let A be B*c - openinY, then Ap - openin.
Since Y clopen in X, then Y open and closed in X,
then A B - open in X by Theorem(4.1). Let x € A,
then 3 F closed set in Y such that x € F, € A, then
F closed set in X by lemma (4.1) (ii). Then x € Fy
c A, hence A B*c —open in X.

Theorem (4.3):

Let X be a topological space and Y open in X.
Then:

i) If U m—openin X, thenUN Y ism-openin.
ii) If U M—open in X, then UNY is M—openin Y.
Proof:
i)LetVopeninY3VCUNY.T.PV=0QorV=
U N Y. Then V open in X by lemma (4.1). Since V
c Uand Um—openin X, thenV =@ orV = U.
SinceV=VnY=UnY,thenUNY m-openin
Y.
ii)LetVopeninYS3UNYCSV.T.PV=XorV
=UnN Y. Then V open in X by lemma (4.1). Since
UcVandUM —openin X, thenV=XorV=u.
SinceV=VnY=UnY,thenUNY M -openin
Y.

Theorem (4.4):

Let X be a topological space and Y clopen in X.
Then:

i) If U mB c—open in X, then UNY is mB*c— open
inYy.

ii) If U MB*c— open in X, then UNnY is MB*c —
openin.

Proof : Similarly Theorem(4.3).

Theorem (4.5):

i) Every open sub space of m — T, space ism — T,
space

ii) Every open sub space of M — T, space isM — T,
space

138

Proof:

i) Let X be m — T, space and A is open sub space of
XT.PAm-T;space

Leta;, ay E A3 a; # a, Since AcS Xanday, a, €
A, then a;, a, € X 3 a; # a,. Since m — T, space,
then3 U,V m-openin X3 a, € U,a, & Uand a,
€V, a; ¢ V.Since U, V m-openin Xand A open
sub space of X, then. LetU"=UU A, V' =V UA,
then U", V" are m — open in A by Theorem(4.3) (i).
Sincea; € U, a, ¢ Uand a;, a, € A, thena; € AN
U=U"anda, ¢ AnU=U" thena, e U", a, ¢ U".
Sincea, € V,a; ¢ Vand a;, a, € A, thena, € A n
V=V'anda, g AnV=V, thena, eV, a ¢ V.
Hence A is m — T, space

ii) Similarly part (i)

Remark (4.1):

i) If A m— T, space sub space of X, the X not
necessary m — T, space

ii) If A M — T, space sub space of X, the X not
necessary M — T space

Example (4.1)

Let X = {1,23}, t = {@, X, {1}, {2},
{12} }.
Let A= {12}, ta={0, X, {1}, {2}}. Note that
i) Am — T, space, but X not m — T, space Since 2,
3eX32#3,butAU,Vm-openinX32€eU,
3¢Uand3eV,2¢V.
i) AM — T space, but X not M — T, space Since 2,
3eX32+3,butaU,VM-openinX32€U,3
¢Uand3eV,2¢V.

Theorem (4.6):
i) Every open sub space of mp-T; space is mp—T;
space
ii) Every open sub space of MB-T space is mB*c—
T, space
Proof:

Similarly Theorem(4.5).
Theorem (4.7):
i) Every clopen sub space of mB*c — T, space is
mB*c — T, space
ii) Every clopen sub space of MB*c — T, space is
MB*c — T, space
Proof:
i) Let X be a mB*c — T, space and A is clopen sub
space of X T. P A mB*c — T, space
Leta;,a, € Ada;# a. Since A< Xanda, a, €
A, then a;, a, € X 3 a; # a,. Since X mB*c — T,
space, then 3 U,V mB*c-openin X3 a, €U, a, ¢
Uanda, € V, a; ¢ V. Since U, V mB*c - open in X
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and A clopen sub space of X, then. Let U"= U U A,
V"=V U A, then U", V" are mB*c — open in A by
Theorem(4.3) (i).

Since a;€U,a,¢U and a;,a,€A, then a,eAnU = U”
anda, € ANU=U"thena; e U", a, ¢ U".
Sincea, € V,a; ¢ Vand a;, a, € A, thena, e An
V=V'anda; € ANV =V thena, e V', a ¢V,
hence A is mB*c — T, space

Remark (4.2):

i) If A mB*c — T, space sub space of X, the X not
necessary mB*c — T, space

ii) If A MB*c — T, space sub space of X, the X not
necessary MB*c — T, space

Example (4.2):

Let X={a, b, c, d, e}
t={0, X {a}, {b}, {e} {a b} {a e} {b. e} {a
b, e}, {a, c, d}, {a,b,c,d}, {a, c, d, e} }.

B*co (X) = {0, X, {b}.{e}.{b, e}, {a, ¢, d},{a, b, c,
d}.{a, c,d, e} }.

Let A ={b, e}, ta = {0, A, {b}, {e}}. B*co (A) =
ta Note that:

i) A mB*c — T, space, but X not mB*c — T, space
Sincea,d e X3 a=+#d, buta U, V mB*c —openin
X3aeU,d¢gUanddeV,agV.

ii) A MB*c — T, space, but X not MB*c — T, space
Sincea, d € X2 a=d, buta U, V MB*c —open in
X3aeU,d¢gUandde V,agV.

5) Topological properties

Lemma (5.1): [3]

Let F: X — Y be abjection, strongly m — open, m
— irresolute function. Then X is m — T, space iff Y
ism— T, space
Theorem (5.1):

Let F: X — Y be abjection, strongly mp — open. If
X mp — Ty space, then Y is mp — T, space
Proof:

Let X be mp — T, space T. P Y mpB — T, space
Lety;, y> € Y 3 y; # Y, Since F on to, then 3 xg,
Xo € X3 F (X)) =y, F(X2) =V, If X; =X, then F
(x1) = F (xp), then y; =y, which is contradiction,
then x; # X,. Since X mp — T, space, then 3 U, V
mp- opensetin X 3 x; €U, x; € Uand x, €V, X;
¢ V. Since F strongly mp - open, then F (U) mp-
open in Y, then y; = F (Xx;) € F (U), y, = F(xp)¢
F(U)and y, = F (X2) € F (V), y1 = F (x1) € F (V).
Hence Y mp—T, space
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Theorem (5.2):

Let F:X—Y be abjection,mB*c—irresolute function.
If Y is mB*c-T; space ,then X is mB*c—T, space
Proof:

Let X be mB*c — T, space T. P X mB*c — T,
space Let X3, X, € X 3 Xy # X and let F(xy) = vy,
F(Xg) =Y, then Y1, Y2 € Y.

If y; = y,, then F (1) = F (X,), then x; = x, which is
contradiction, then y; # y,. Since F bijection, then
X1 = FY(y1), o = FX(y,). Since Y mB*c — T, space,
then 3 U, VmB*c -opensetinY 3y, e U, y, ¢ U
and y, € V, y; € V. Since F mB*c — irresolute
function, then F}(U) mB*c - open in X, then x, =
Fi(y:) € F'(U), xo = F(y,) € F'(U) and x, = F
Y(y2) € FY(V), . = F(y1) € F'(V). Hence Y mB*c
— T, space
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Abstract:
Let R be a ring. In this paper, a right R-module M is defined to be AS-injective if
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1. Introduction
Throughout R is an associative ring with

identity and all modules are unitary R-
modules. If not otherwise specified, by a module
(resp. homomorphism) we will mean a right R-
module (resp. right R-homomorphism). We use R-
Mod (resp. Mod-R) to denote to the class of left
(resp. right) R-modules. If Y € R, then r(Y) = {r €
RIYr =0} (resp. I(Y) = {r € R|7Y = 0} )stands
for the right (resp. left) annihilator of Y in R. We
will use M*
Homy (M, Q/Z) of a module M. Let G (resp. F) be a
class of right (resp. left) R-modules. A pair (F,G)

is called almost dual pair if the class G is closed

to denote the character module

under direct products and summands, and for any
left R-module M, M € F if and only if M* € G [11,

p. 66]. An exact sequence 0 - A 5 B ﬂ C - 0 of
right R-modules is said to be pure if the sequence
0 - Homy(N,A) » Homg(N,B) —

Homy(N,C) - 0 is
presented right R-module N and we called that
a(A)is a pure submodule of B [18]. A right R-

exact, for every finitely

module M is called FP-injective if every
monomorphism a:M — N is pure. A right R-
module M is called pure injective if M is injective
with respect to all pure short exact sequences [18].
Recall that a subclass G of Mod-R is called
definable if it is closed under pure submodules,
direct limits and direct products [14]. A right ideal X
of aring R is called small in Rif X +Y # R, for
any proper right ideal Y of R [8]. A right R-module
M is called small injective if Ext'(R/K ,M) = 0,
for any small right ideal K of R. A right ideal I of R
is called annihilator-small (a-small) and denoted by
I € Ry if for any right ideal K of R with I + K =

R, then I(K) = 0]13].
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The sum of all the annihilator-small right ideals
of a ring R is called the right AS-ideal of a ring R
and denoted by A, [13].

We refer the reader to [1, 7, 8, 14, 18], for general
background materials.

In section 2 of this paper, we introduce the class
of AS-injective modules. This class of modules lies
between injective modules and small injective
modules. We first characterize rings over which
every module is AS-injective. Over a commutative
ring R, we prove the equivalence of the following
statements: (1) A, = 0. (2) Every module is AS-
injective. (3) Every principal a-small right ideal of R
is AS-injective. (4) Every simple module is AS-
injective and A, €% Rg. Conditions under which the
class of AS-injective right R-modules (ASIg) is
closed under quotient are given. For instance, we
prove that the following statements are equivalent:
(1) The class ASIy is closed under quotient. (2) If
K <% R, then K is projective. (3) ASI; contains all
sums of any two AS-injective submodules of any
module. Also, we show that the class ASIy is closed
under pure submodules if and only if all a-small
right ideals in R are finitely generated if and only if
all FP-injective modules are AS-injective. Finally,
we give conditions such that any direct sum of
modules in the class ASI; is also belong to ASIg.
For instance, we prove that if A, €% Ry, then the
following are equivalent. (1) A, is a noetherian
module. (2) The class ASI is closed under direct
sums.

Section 3 studies the definability of the class
ASIg. It is shown that the following assertions are
equivalent: (1) ASIy is definable. (2) The class ASIy
is closed under pure submodules and pure

homomorphic images.
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(3) Every a-small right ideal in R is finitely
presented. (4) A module M € ASIy if and only if
M™* € ASIy. Finally, we prove that if the class ASIy
is a definable, then the following are equivalent. (1)
The class of flat left R-modules and the class
{M € R-Mod | M* = Homy(M, Q/Z) € ASI;}

coincide. (2) Each module in ASIy is FP-injective.

are

(3) Each pure-injective module in ASIy is injective.

2. AS-Injective modules

Definition 2.1. A module M is said to be
annihilator-small injective (shortly, AS-
Ext'(R/K ,M) = 0,

annihilator-small right ideal K of R; equivalently, if

injective), if for any
K is any annihilator-small right ideal in R, then any
R-homomorphism f: K — M extends to Rg. A ring
R is said to be right AS-injective if
Ry is AS-injective.

We will use ASI; to denote to the class of AS-

injective right R-modules.

Examples 2.2.
(1) It is clear that AS-injectivity implies small

injectivity, but Z is a small injective Z-module
[17] and clearly, it is not AS-injective. Thus the
class of small injective modules contains
properly the class of AS-injective modules.
(2) All injective modules are AS-injective and
generally the converse is not true, for example,
let {F;};c; be a family of fields and let R =
[Liea F; be the ring product of F;, for all i € A,
where addition and multiplication are define
componentwise and let K =@;c, F;. If A is
infinite, then Kj is not itself injective by [8, p.
140], but Ky is AS-injective, since
A, = 0. Therefore, AS-injective module is a

proper generalization of injective modules.
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Hence Injp G ASI; & SIz, where Injg (resp.
SIg) is the class of injective (resp. small

injective) right R-modules.

Remarks 2.3.

(1) The two classes Inj, and ASI, are coinciding,
when R is an integral domain, since all proper
right ideals are a-small in any integral domain.

(2) All finitely generated Z-modules are not AS-

injective and this follows from (1) and the fact

that every non-trivial finitely generated Z-

module is not injective [7, p.31]. Also, we have

from [17, Theorem 2.8] that any Z-module is
small injective.

(3) From (1) and [9, p.410], we have that any ring

R is a field if and only if it is an AS-injective

integral domain.

Proposition 2.4. The class of AS-injective
modules (ASIg) is closed under direct summands,

direct products and isomorphic copies.

Proof. Clear. O

Theorem 2.5. Consider the following conditions
foraring R.

(1) 4, =0.

(2) All modules are AS-injective.

(3) All principal a-small right ideals of R are AS-
injective.

(4)

All principal a-small right ideals of R are direct
summand in Rg.
All simple modules are AS-injective and

Then (1) and (5) are equivalent and (1) = (2) =

®)

(3) = (4). Moreover, if R is commutative, then (4)

implies (1).
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Proof. (1) = (2) = (3) and 1=

(5) are obvious.

(3)=®.

hypothesis, aR is AS-injective and so there is a

Let aR €* R, where a€R. By

homomorphism a:R — aR such that ai = I,
where I,z:aR — aR is the identity homomorphism
and i: aR — R is the inclusion mapping. Thus aR is
a direct summand in Rp.

(4) = (1). Let R be a commutative ring. Assume
that A, #0, is (0#)a€A,. By

hypothesis, 4, €% R and hence Lemma 1 in [13]

thus there

implies aR €% R,. By hypothesis, aR is a direct
summand in R, and hence there exist a right ideal
K with aR@®K = Ry. Since aR S® Ry, r(K) = 0.
Since aR + K =R, we have r(aRNK) =r(aR) +
r(K) and hence r(aR)=R. Thus aR =0, a
contradiction. Therefore, A, = 0.

(5) = (1)Assume that A, # 0,
(0#)a€A,. If A, +r(a) #R,then A, +r(a) S

thus there is

C, for some maximal right ideal C of R. Thus R/C is
a simple right R-module. By hypothesis, R/C

is an AS-injective module. Define
a:aR - R/C by a(ar) =r+C. Clearly, a is a
well-defined right R-homomorphism. By AS-
injectivity, there exist b € R with 1+ C =ba+C
and hence 1 — ba € C. Since a € A, and A, is a two
sided ideal (by [13, Theorem 9 (1)]), we have
ba € C. Thus C =R, a contradiction. Therefore,
A, +r(a) =R. Since A, €% Ry (by
hypothesis), I(r(a)) =0, so that r(I(r(a))) = R.
By [1, Proposition 2.15, p.37], r(a) = R and hence
a=0, a contradiction. Thus A,=0. 0O
Recall that a ring R is called regular if for any

X € R, there is an element y € R such that x = xyx

[8]
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Corollary 2.6. If R is a commutative regular
ring, then every module is
A, =0.

AS-injective and

Proof. By [8, Theorem 10.4.9, p. 262] and
Theorem25. O

It is not true in general that if K % Ry, then K is
a projective right R-module, for example, if R = Z,
and K = 2R, then K €% Ry but it is not projective
right R-module.

Theorem 2.7. For a ring R, the following are

equivalent.

(1) If K S% Ry, then K is projective.

(2) The class ASIy is closed under quotient.

(3) ASI; contains all quotients of injective
modules.

(4) ASI; contains all sums of any two AS-

injective submodules of any module.
®)

ASI, contains all sums of any two injective

submodules of any module.

Proof. (2) = (3) and (4) = (5) are obvious.

(1) = (2) Let a:N — M be any epimorphism,
where N is an AS-injective module and M is any
module. Let A::K — M be any homomorphism,
where K €% Ry. By hypothesis, K is projective and
hence there is a homomorphism g: K — N such that
af = A

is a homomorphism y:R —» N with yi = 8, where

By AS-injectivity of N, there

i:K > R is the inclusion mapping. Put ¢ =
ay:R — M, so that @i = ayi = aff = A and hence

M is an AS-injective module.

(3)= (1) Let K<*Ry. Let a:E—> N be an
epimorphism (where E is an injective module) and
B:K - N a homomorphism. By hypothesis,
N € ASI, and hence there is a homomorphism
AR — N with i =, where i:K - R is the

inclusion mapping. By projectivity of Ry, there is a
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homomorphism y:R — E such that ay = A. Let
a@:K — E be the restriction of y over K. Clearly,
a@ = and hence from Proposition 5.2.10 in
[2, p.148] we get that K is projective.
(2) = (4) Let M, and M, be two
injective submodules of module M. By Proposition
24, M, @ M, € ASI.  Since M;+ M, is a
homomorphic image of M; @ M,,
M; + M, € ASIy, by hypothesis.

AS-

we have

(5) = (3). By similar argument as in the proof of
Theorem 2.14 ((6) = (3))in[12]. O
Proposition 2.8. For a ring R, consider the
following conditions.

)
)

Every module is AS-injective.

Ry is AS-injective and the class ASI, is closed
under quotient.

(3) Forany x € R, if xR S% Ry, then thereisy € R
such that x = xyx.

Then (1) = (2) = (3) and if R is commutative,

then (3) implies (1).

Proof. (1) = (2). Clear.
(2) = (3). Let x € R such that xR €% Ry. Since
ASIy is closed under quotient (by hypothesis), xR is
projective, by Theorem 2.7. Define a:R — xR by
a(r)=xr, for all reR. Clearly, a is an
epimorphism, so that there is a homomorphism
f:xR - R with af (a) = a, for all a € xR. Since Ry
(by

a homomorphism g: R — R such that gi = f, where

is AS-injective hypothesis), there s

i:xR - R is the inclusion mapping. Thus x =
a(f(x)) = a(g(x)) = xyx, where y = g(1) € R.

(3) = (1). Suppose that R is a commutative ring.
Let xR =% Ry, where x € R. By hypothesis, there is
y € R with x = xyx. Let e = xy. Clearly, e is an
idempotent of R and xR = eR, so that xR is a direct
summand of Rg. Therefore, the result follows by

Theorem 2.5. O

145

Akeel .R

Proposition 2.9. For a ring R, the following are

equivalent.

(1) All a-small right ideals in R are finitely
generated.

(2) The class  ASI; is closed under pure
submodules.

(3) All FP-injective modules are AS-

injective.

Proof. (1) = (2). Let M € ASI; and K a pure
submodule of M. Let I €% Ry, thus
the hypothesis implies that I is finitely generated
and so R/I is a finitely presented. Hence
the sequence Homg(R/I, M) -

Homg(R/1,M/K) — 0 is exact. By [6, Theorem

XIl.44 (4), p. 491], the exact sequence
Homg(R/I ,M) — Homgz(R/I,M/K) —
Ext'(R/I,K) — Ext'(R/I, M) and <)

Ext!(R/I ,K) = 0. Thus, K € ASI and hence the
class ASIy is closed under pure submodules.

(2) = (3). If M is any FP-injective module, then

M is a pure submodule of an AS-injective
module. By hypothesis, M € ASIj.

B)=(1). Let IcC*R, and a:I>M a
homomorphism, where M is an FP-

injective module. By hypothesis, M is AS-injective
and hence a extends to Rg. By [4], I is finitely
generated. 0

Corollary 2.10. If each a-small right ideal in a
ring R is finitely generated, then the class ASIj is
closed under direct sums.

Proof. Let {M,|i € I} be a subclass of ASI,. By
Proposition 2.4, [1;e;M; € ASI,. By [14, Proposition
2.1.10, p. 57], @ M; is a pure submodule in
[T:e:M; and hence @, M; € ASI,, by Proposition
2.9. 0
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Theorem 2.11. For a ring R, consider the
following conditions.
(1) A, is anoetherian module.

(2) The class ASIy is closed under direct sums.
(3) MY is AS-injective, for any

injective module M.

MN is AS-injective, for any injective module
Mg.

Then (1) = (2)= 3) = (4) and if A, €% Ry,
then (4) = (1).

Proof. (2) = (3) and (3) = (4) are clear.

AS-

(4)

(1) = (2). By [13, Theorem 9(1)] and Corollary

2.10.

(4) = (1).Let A, S*RpandletK; € K, < --- be

a chain of right ideals of R with K; € A,. Let

E =@, E;, where E; = E(R/K;). Forevery i > 1,

put M; =[I2,.E; =E @ (H?;lEj), thus M; is
ji

injective. By hypothesis, 2. M; =

(BR, E) @( ) ]'[j";lE]-> is AS-injective. By

ji
Proposition 2.4, E is AS-injective. Define
a:UR,K; — E by a(x) = (x + K;);. Clearly, a is
a well-defined homomorphism. By hypothesis,
A, €% Ry and hence Lemma 1 in [13] implies that
2, K; €% Ry. Thus a extends to a homomorphism
B:R — E and hence B(R) €@, E(R/K;) for
some n €N, since R is finitely generated. Then
a(UE, K) <@}, E(R/K).
So, if a € UR, K;, then a € K,,, for all m > n, and
hence U2, K; = K,,,. Therefore, the chain K; <
K, < -+ terminates at K,,, and hence A, is a

noetherian module. 0

Corollary 2.12. If A, S Ry, then the following
are equivalent.

(1) A, is anoetherian module.

(2) Direct sum of injective modules is AS-

injective.
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Lemma 2.13. If R satisfies ACC (ascending
chain condition) on a-small right ideals of R, then
A, €% Ry

Proof. Let # = {K|K < Ry}. Thus # has a
maximal element, say N (by Zorn’s lemma). Since
A, =Ygex K, it follows that A, =N
A, C%Ry. 0

and so

Proposition 2.14. For aring R, the following are

equivalent.

(1) R satisfies ACC on a-small right ideals.

(2) A, isanoetherian R-module.

(3) MN is AS-injective, for any injective module
My and A, €% Ry.

Proof. (1) = (2). Let N, € N, < - be a chain
of right ideals of R in A, By Lemma 2.13,
A, €% Rp. By [13, Lemma 1], N; are a-small right
ideals. By hypothesis, the chain N; €N, € -
terminates and hence A, is a noetherian R-module.
(2) = (1). By [13, Theorem 9(1)].
(2) = (3). By Theorem 2.11 and
2.13.

(3) = (2). By Theorem 2.11. O

Lemma

3. Definability of the class ASIg

For any class G of right R-modules, we will set
Gt={ME€e Mod-R|M is a pure submodule of a
module in G} and G© ={M € R-Mod|M* =
Hom,(M, Q/Z) € G}.

Proposition 3.1. The pair ((ASIz)®, ASIR) is an
almost dual pair over a ring R.

Proof. By proposition 2.4, the class ASI is closed
under direct summands and direct products. By [11,
Proposition 4.2.11, p.72], the pair ((ASIz)®, ASI)

is an almost dual pair over a ring R. 0
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Corollary 3.2. Consider the following conditions

for the class ASI, over aring R.

(1) The class ASIy is definable.

(2) (ASIg, (ASIz)®) is an almost dual pair over a
ring R.

(3) (A4SIx)* € (ASIR)C.

(4) (ASIx)™ € ASIy.

(5) The class ASI, is

homomorphic images.

closed under pure

Then (1) & (2), (1) = (3), (1) = (5) and
(3) & (4). Moreover, if all a-small right ideals in R
are finitely generated, then all five conditions are
equivalent.

Proof. (1) & (2). By Proposition 3.1 and [11,
Proposition 4.3.8, p. 89].

(1) = (3). Since ASI, is a definable class, it is
closed under pure submodules and hence (A4SIx)* =
ASIy. Since ((ASIz)®, ASIy) is an almost dual (by
Proposition 3.1), it follows from [11, Theorem 4.3.2,
p.85], that (ASI;)* S (ASI)C.

(1) = (5). By [14, 3.4.8, p. 109].

(3) & (4). By Proposition 3.1 and [11, Theorem
4.3.2,p.85].

(4) = (1) and (5) = (1). Suppose that all a-small
right ideals in R are finitely generated. By
Proposition 2.9, the class ASIy is closed under pure
submodules and hence (ASIg)* = ASIz. Thus the

results follow from [11, Theorem 4.3.2, p.85]. O

Corollary 3.3. If every AS-injective modules is
pure-injective, then the following statements are
equivalent for a class ASI; over aring R.

(1) ASIy is definable.

(2) ASlIy is closed under direct sums.

(3) (ASIx)* = ASl,.

(4) Each a-small right ideal in R is finitely

generated.
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Proof. The equivalence of (1), (2) and (3) follows
from Proposition 3.1 and [11, Theorem 4.5.1,
p.103].
(1) & (4). By Proposition 3.1, Proposition 2.9 and
[11, Theorem 4.5.1, p.103]. O
Lemma 3.4. A left R-module M € (ASI;)® if
and only if Tor;(R/I,M) = 0, for any a-small right
ideal I of aring R.
Proof. Let M be a left R-module and I €% Ry. By
[5, Theorem 3.2.1, p.75], Ext'(R/
I,M*) = (Tor,(R/I,M))", so that Tor,(R/I,M) =
0 if and only if M* € ASI,. Hence (rRASF,ASIy) is
an almost dual, where RASF ={M € R-Mod|
Tor, (R/I,M) = 0, for any a-small right ideal I of
R}. By [11, 4.2.11,
p.72],(ASI;)®© =gASF. O

A right R-module M is called n-presented if

Proposition

there is an exact sequence F, » F,_; = = = Fy; —

M — 0, with each F; is a finitely generated free right

R-modules [3].

Theorem 3.5. The following statements are

equivalent for a class ASI; over aring R.

(1) ASIy is definable.

(2) The class ASIp, is closed under pure submodules
and pure homomorphic images.

(3) Every a-small right ideal in R is finitely
presented.

(4) A module M € ASI, if and only if
(ASIR)®.

(5) A module M € ASI, ifand only if M™* € ASIj.

M* €

Proof. (1) = (2).By[14, 3.4.8, p. 109].
(2) = (3). Let M be any FP-injective module, thus
there is a pure exact sequence 0-> M SE

1E/M—>O, where E is an injective right R-
module. By hypothesis, E/M € ASIy.
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Let K €% Ry, thus Ext'(R/K,E/M) = 0. By [6,
Theorem 4.4 (4), p. 491], the sequence 0 =
Ext'(R/K,E/M) — Ext>(R/K,M) —
Ext2(R/K,E)=0 s
Ext?(R/K,M) = 0. By [13, Theorem 4.4 (3), p.
491],

0 = Ext*(R,M) — Ext(K,M) —
Ext?(R/K,M) =0 is exact,
Ext!(K,M) = 0. By hypothesis, ASIp is closed

exact and hence

the sequence
so that

under pure submodules, so that K is finitely
generated by Proposition 2.9 and hence [4,
Proposition, p. 361] implies that K is finitely
presented.

(3) = (1). Let M € ASI,. Let K €% Ry, thus K is
finitely presented (by hypothesis) and hence there is

az ay
an exact sequence F2 — F1 — K —0, where
R-

is the

F,, F, are finitely generated free right

modules. Let B =ia,,where i:K — R

a
inclusion mapping, thus the sequence F2—2>F1

LR i>R/K — 0 is exact, where m:R — R/K
is the natural epimorphism. Hence R/K is a
2-presented module, so that from [3, Lemma 2.7 (2)]
we have Tor;(R/K,M*) = (Ext'(R/K,M))* = 0.
M* € (ASIR)®
(ASIx)* € (ASIz)®. By hypothesis, every a-small

By Lemma 3.4, and hence
right ideal in R is finitely generated, so that ASIy is
closed under pure submodules by Proposition 2.9.
By Theorem 3.2, ASIy is a definable class.

(1) = (4). By Corollary 3.2, (A4S, (ASIZ)®) is an
almost dual pair and hence a module M € ASI; if
and only if M* € (ASI)®.

(4) = (5). By hypothesis, (ASIz)* € (ASIz)®. By
Corollary 3.2, (ASI)** < ASIg. Hence for any right
R-module M, if M € ASI, then M™ € ASI.
Conversely, if M** € ASIg, then M* € (4SI;)©. By
hypothesis, M € ASI.
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(5) = (1). Let N be a FP-injective module, thus

there is a pure exact sequence 0—->N-E
—-E/N — 0, where E is an injective right R-
module. By [18, 34.5, p.286], the sequence 0 — N**
- E* > (E/N)*—>0 By hypothesis,
E* € ASI, and hence N** € ASI;. By hypothesis,

N € ASI; so that ASIy

is split.

is closed under pure
submodules by Proposition 2.9. Thus ASI; is
definable class by Corollary 3.2. O

Note that if the class ASI; is closed under pure
submodules, then (ASIz)* = ASI,. Thus we have
the following corollary.
Corollary 3.6. The class ASI, is a definable if
and only if it is closed under pure submodules and
the class (ASIz)?" is a definable.
Corollary 3.7. If the class ASI; is a definable,
then the following are equivalent.
(1) The class of flat left R-modules and the class
(ASI)® are coincide.
Every module in ASI is FP-injective.
in ASIp is

)
@)

Every pure-injective module

injective.

Proof. (1) = (2). Let M € ASI,, thus M* €
(ASIx)® by Corollary 3.2. By
M* is a flat left R-module and hence Proposition
3.54 in [15, p.136]
injective. Since M is a pure submodule in M™*, we
FP-injective by [18, 35.8,

hypothesis,

implies that M** is

have M is
p.301].

(2) = (3). Let M be any pure-injective module in
ASIp. LetE: 0> M — M' — M" — 0 be any exact
sequence. By hypothesis, M is FP-injective. By [16,
Proposition 2.6], the sequence €& is pure and hence
pure-injectivity of M implies that the sequence € is

split by [18, 33.7, p. 279] . Therefore, M is injective.
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(3) = (1). Let M be a flat left R-module, thus
Tor, (N, M) = 0, for any right R-
By Lemma 3.4, M € (ASI;)°.
Conversely, if M € (ASIz)®, then M* € ASI;. By
[14, Proposition 4.3.29, p. 149], M* is a pure
injective module. By hypothesis, M* is injective and
hence M is flat by [10, Theorem, p.239]. O

module N.
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Abstract

The system proposed in this paper design a system of intelligent reservoir "
water level sensor" helps reduce thewaste percentage of water. Through the
automatic control and control of the water level by determining the water
proportion of the reservoir in terms of emptiness and fullness and is carried out
using the concept of artificial intelligence with micro controls, where the use of a
simple and cheap control is arduino and is stored and stored information is written
in IDL program to determine the percentage of fullness and lack Depending on
the need of the user of the reservoir with the management of electronic parts
associated with the Arduino to fill the tank when it is free of water and stop the
filling process when reaching the specified level of fullness while monitoring the
level of water during use.
This system can be applied at the level of tanks reservoirs Cities and irrigation
tanks and reservoirs for agricultural land with the development of electronic parts
used in the control system to achieve the desired goal in preserving the amount of
safe water for drinking and non-potable.

Keywords: Water Tank , Arduino, microcontroller , Control System, Water Level
Sensor
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1. Introduction

Because many countries of the world suffer from
problems of low water quantity, it is important to
manage water level in a modern way in all areas
of life in agriculture and industry and reduce
waste [1][2].

And to achieve intelligent water management
both at the level of dam reservoirs or at the level
of reservoirs with local use for individuals in
homes or water reservoirs for irrigation in
agricultural lands that do not rely on rain water
throughout the year[3]. The importance of
intelligent control and management of the level of
water in the reservoirs, which is of economic
importance in preserving water and not wasting
it, is mentioned[4]. In addition, this system helps
in the industrial side to monitor and follow up the
level of different types of dangerous fluids, which
are preferred to follow them[5][6].

It is possible to achieve the level of water
monitoring in a number of highways, which
require many equipment, but in the system used
in this paper is explained a simple system of
control depends on the tools available and cheap,
including sensors and ultrasonic sensor to
monitor the water level in the tank Water-level
ultrasonic and water level recording on the LCD
screen to monitor the water level and use
Bluetooth to send information about the water
level of the screen by mobile phone, but the use
of Bluetooth to monitor a certain distance
commensurate with the extent of the Bluetooth
broadcast .

It is also possible to control the filling of the tank
when the water is connected to the access and
stop the flow of water in the tank when it reaches
the full extent specified by connecting the water
supply and sensor and the screen of the plug and
the Bluetooth chip by Arduino, which is fed
information about the water level required in the
reservoir in terms of fullness The library has been
written in c¢ language for each electronic part of
the parts associated with Arduino to organize the
work between the parts and achieve the desired
goal of intelligent reservoir management and
knowledge of water level in the reservoir and the
optimal use of water and non-waste[7][8].

In this paper will show the following parts . At
the first part' the basic concepts of system design'.
Second part focuses on' design and
implementation'. Third part deals with ' Design
and Implementation part '. Fourth part describes
conclusion and future work.

2. The Basic Concepts of System

Design :

In this section, the basic parts that aggregated

together to create the intelligent tank system and

water level control will be explained below:

2.1 Water level monitor :

Water level monitor is consist of (LCD and

cellular devices by using Bluetooth technique)

e Monitoring by LCD: A liquid-crystal display
(LCD) is a flat electronic screen that produces
light from liquid crystals that cannot send
light directly so it uses a reflector to produce
monochrome images. LED screens consist of
7 parts and use technology similar to the
technology used in digital clocks. And
displays arbitrary images or fixed images with
low information content such as on the
computer screen. However, other displays
have larger elements than arbitrary images
with a large number of pixels[9].

LCD interference in many applications such as
TV sets, indoor and outdoor signs, and cockpit in
aircraft And enter into mobile devices such as
smart phones, watches, digital cameras, manual
calculator. The sizes of the screens range from
small to large, such as small digital clocks and
large TV screens.

Because the LCD monitors do not use
phosphorus, the fixed image does not burn if
exposed for a long time on the screen, such as the
inner mark of the aircraft table. LCDs are the
best-selling CRT monitors for low power
consumption.

Figure 1: Screen Shot of LCD
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o Monitoring by Bluetooth : Bluetoothis a
wireless technology found in mobile devices and
computer peripherals is easier than WIFI .It is
able to access the signal emanating from the
devices in a short distance. Anyone can access
Bluetooth because it is unauthorized. The
frequencies that use in Bluetooth are '2.4 to
2.485 GHz band'.

Figure 2: Bluetooth

2.2 Water level Sensor
Water level Sensor is consist of (Ultrasonic
Sensor )

The Ultrasonic Sensor sends out sound in a high-
frequency pulse and then times how long it takes
for the echo of the sound to reflect back. The
sensor has 2 openings on its front. One opening
transmits ultrasonic waves, (like a tiny speaker),
the other receives them, (like a tiny microphone)
[10].

The speed of sound is approximately 341 meters
(1100 feet) per second in air. The ultrasonic
sensor uses this information along with the time
difference between sending and receiving the
sound pulse to determine the distance to an
object. It uses the following mathematical
equation:

'Distance = Time x Speed of Sound divided by 2'
'Time = the time between when an ultrasonic
wave is transmitted and when it is received'

You divide this number by 2 because the sound
wave has to travel to the object and back. The
HC-SRO04 Ultrasonic Sensor (shown in fig.3) is a
very affordable proximity/distance sensor that has
been used mainly for object avoidance in various
robotics projects It essentially gives your
Arduino eyes / special awareness and can prevent
your robot from crashing or falling off a table. It
has also been used in turret applications, water
level sensing, and even as a parking sensor. This
simple project will use the HC-SR04 sensor with
an Arduino and a Processing sketch to provide a

Baraa .l

neat little interactive display on your computer
screen [11].

Figure 3. HC-SR04 sensor

It has 4 pins ( Vce, Trig , Echo, GND)

Vce : Connects to 5V of positive voltage for
power

Trig : A pulse is sent here for the sensor to go
into ranging mode for object detection

Echo : The echo sends a signal back if an
object has been detected or not , if a signal is
returned an Robjects has been detected , if not ,
no objects has been detected .

GND: complete electrical pathway of the
power

Electrical specifications:

Working Voltage 5V DC

Working Current 15 mA

Working Frequency 40 Hz

Max Range 4m

Min Range 2 cm

Measuring Angle 15 degree
Trigger Input Signal 10 uS TTL pulse

Echo Output Signal Input TTL level
signal and the range in proportion
Dimensions 45*20*15 mm

2.3 Water level controller :

Water level control is consist of (Arduino

microcontroller )

e The Arduino is the best microcontroller
because it's easy to use and powerful board.
Arduino is like a small computer achieve
interact and control electromechanical
devices[12]. Arduino works much better
than a conventional desktop computer.
Technically, arduino uses an open source
software platform the system depend on a
control board microcontroller (arduino) and
Arduino IDEprogramas  development
environment for the' writing software'.
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The strength of Arduino is in noticeable Arduino boards:
ability to management with other electronic
parts, such as 'switches' or 'sensors’, and use
them to gain different data such as ’ ‘
temperature or light intensity, furthermore uno Mega Liyead
being very effective in Control of 'motors’,
'LEDs', 'lamps' and many other electronic
parts. the execute of any Arduino projects
via the ‘computer-link’ and perform a
transaction on the device or the software can
be run independently[13].

Arduino BT Arduino Nano Arduino Mini

Figure 5:- types of Arduino
In this paper Arduino Uno (shown in Fig.3) was
used as the development board to run the

MADE Qo

NITALY ‘ 1 intelligent tank  because it is a simple,
— ’ el Z il e inexpensive board with limited resources can be
R e e it :f‘———— used to impl;ment complex and intelligent tasks.
' Here used with pumper ,relay and LCD.
X 6
wam ARDUINO . Relay
ba wa s oo 4 A relay is defined as an electrically controlled

device that opens and closes electrical contacts,
or activates and deactivates operation of other
devices in the same or another electrical circuit.
Two types of relay technology are available,
mechanical and solid state. A mechanical relay is
' essentially a combination of an inductor and a
POWER ANALOG IN

N e switch, where the
<

—
o=
cm =
=
Figure 4:- Arduinouno =
. . : - =
The Arduino has Characteristics make its e S5
potential is high and the able to control various -
electronic parts and software The arduinoorder i
. . oo =
is designed to meet the needs of all, =
'professionals, professors and students' .these =
Characteristics  comprise  (‘Simplicity,'Cheap o=
Price’,'Open Source hardware',/Open Source _—
Software').and there are more types for arduino
('ARDUINO UNO',ARDUINO Fi 6: i |
NANO'ARDUINO  LILYPAD' ARDUINO lgure 6:- magnetic relay
MEGA 2560')ARDUINO MINI',/ARDUINO
BT"). electromagnetic force of the inductor causes a

switch to change position. A solid state relay
accomplishes the same  function  with
semiconductor devices changing impedance to
effectively activate or deactivate a circuit open or
closed. This document is intended to be a general
guide to aid the designer in the appropriate
selection of a relay for the intended application.
Detailed information on the selection and use of
relays can be found in MIL-STD-1346. [14]
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e Water pump

It is a device that depends on the mechanical
movement of fluid transport. The pumps are
divided into three types according to the way the
pump moves the liquid: direct lifting,
displacement and gravity pumps. Pumps operate
by energy consumption to perform mechanical
work by moving the liquid. The pumps operate
according to many sources of energy, including
manual operation, electricity, motors and wind
power.It is come in many sizes, from
microscopic for use in medical applications to
large industrial pumps.

Mechanical pumps serve in a wide range of
applications such as pumping water from wells,
aquarium filtering, pond filtering and aeration, in
the car industry for water-cooling and fuel
injection, in the energy industry for pumping oil
and natural gas or for operating cooling towers.

A

Figure 7:- Water pump

3.Implementation and Design :-

The goal of this paper is satisfy intelligent
controlling on the electrical parts that’s connected
by microcontroller 'Arduino' to create smart tank.
The part of smart execute by programming code
written in 'C programming language' and feed
inside 'Arduino'as a kind of artificial intelligence.
3.1 Flowchart for Intelligent tank and
Table : This flowchart show the procedure of

the work.

Ce | Heightofhe watern the | Tumthe pump | Tenk Cases | Max Capeity
tak on oroff

1 lm Pumpison | Takisempty | 1em

] b Pumpisoff | Tukishll | 0em

Table 1:- The cases for Intelligent tank

start

4

Sense water reserve tank

M controller (Decision) making

based on Water level switch on the
corresponding Water pump

l

switch off the corresponding
Water pump

\ 4

stop

Figure 8:-flowchart for Intelligent tank

3.2 The Modules for Intelligent tank:

The paper contain three primary modules :
1. Water level monitor
2. Water level sensors
3. Water level controller

We use these components to managing the
amount of water in the tank depend on the
measurement of water level in the tankby using
Ultrasonic Sensor that measure the distance
between the sensorand Surface of the waterand
Follow wup readings by the LCD and
mobilescreen.This monitor devices connected
with Arduino (microcontroller) that control on
the level of the water on the tank by matching the
measures that come from theUltrasonic
Sensorwith the data saved inside Arduino by set
of orders written by' C programming language' as
a type of artificial intelligence.




Journal of AL-Qadisiyah for computer science and mathematics Vol.10 No.3 Year 2018

ISSN (Print): 2074 — 0204

ISSN (Online): 2521 — 3504

When the tank supervises the water-free level
according to the user-defined level, the controller
activates the associated water to fill the tank. In
case water reaches the specified level of fill, the
microcontroller gives the pump order to a
stopover. Which helps to solve the problem of
waste water and avoid the consequent economic
losses.

Figure 9:-Intelligent tank
Here use (HC-SRO04Ultrasonic) to send and
receive the ultrasonic waves and calculate the
speed of waves and the time arriving (receive) by
calculate the distance between the sensor and the
water to know the water level.

3.2 Integrated development
environment
Arduino is programmed through a special

program called the Integrated Development
Environment Brief for (IDE)

Baraa .l

Figure 10:-Arduino Interface

3.3 Link method:

Connects common the variable resistance with
pin3(V0) of the crystal and the rest of the sides
with the VCC and Gn arduino, lcd pins RSS and
RDD is feed from Gn and vccarduino ,also lcd
pin4(RS) connected with pin4 for arduino , lcd
pinS (RW) with Gn,led pin 6(E) with arduino
pin3 ,and lcd pins D4, DS, D6, and D7,
respectively with arduino pin4, pin5, pin6, and
pin7. In addition, the cathode lcd is connected to
the Gn and anode with Vce. The relay input (IN1)
is connected with the pin 8 of the arduino and
series with led and the buzzer , either the water
pump is connected one wires with 220v source
dirctly and other with the relay(NC) and
common relay with 220v, finally the HC-SR04
sensor connects the echo input with the pin12, the
trig input with the pinl1, the vcc and the ground
with Feed the Arduino. As well as connect VCC
and Bluetooth to the ground with arduino feed
and RX ,TX with RX, TX for arduino
respectively.
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As a future view in this subject we can
connect this system with internet and send
the information from the Sensor to the
database in the server and control on it by
using mobile .
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Abstract

The research is devoted to the analysis of page loading time, which is an important
indicator for any web-site. As a rule, the sites are hosted on web-servers with certain
characteristics. The users interact with the environment is largely aggressive and uncertain
(external threats such as penetration, denial of service, the introduction of code into the
language of structured SQL queries, etc.). It should be noted that there are the
uncertainties generated by hardware and software are also important. Any site can be sub-
is influenced by the influence of the external environment and various subsystems of
servicing the functions of web-sites, which leads to occurrence of contingencies and
generates uncertainty of his work. The degree of uncertainty is cannot always be assessed
on the basis of statistical material alone. This leads to an increase in the number of
methods and means of intellectualizing the performance of evaluations on the basis of
methods of artificial intelligence, and methods based on the use of fuzzy estimates. The
assessment of the security status of Internet sites as poorly formalized objects on the basis
of fuzzy logic methods considered in the article is implemented in the form of technology
for assessing the states of reliability of a web site. The proposed approach allows a more
flexible adaptation to the particular problem and allows diagnosis object already in the
step of calculating an integral index of reliability. Flexibility is achieved due to the fact
that the state of reliability can be estimated At once on several reliability indicators.
Keywords— fuzzy logic, methods of system analysis, metrics, analysis and features of a
web-site.
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Introduction

Currently, information systems (IS) are
actively developing, including the intellectual
ones. An important link in the development of
information technologies are web-sites, which
number is more than 4 billion [1-3], and their
number is growing rapidly. Therefore, the
analysis of the quality and reliability of the
created and operated programs, the underlying
requirements for the work of web-sites are special
requirements. Web-sites depending on the
location of elements (pages, sections, navigation)
and their relationship with each other can have a
different structure [4]. The key ones are linear,
hierarchical and lattice. In the design,
development and operation of a web site as an
information resource, the main criteria and
indicators evaluation of its quality, reliability and
efficiency.

Description of the metrics of websites
The selection of the best characteristics,

which are included in the basis of the web
application, implies the use of such a thing as
"metrics". Basically, the metric represents a
numerical characteristic of the system. When
these characteristics are formed, various factors

Yasir .A

are taken into account [6]. The most common
ones are the mean time between failures MTBF
(ms), access (%), delay (ms), channel bandwidth
(Kb), time to the first byte TTFB (ms), DNS
domain server search time (ms ), redirection of
the universal URL resource pointer, the number
of HTTP requests, the size of the main page (Kb),
the connection time (ms). There are three types of
metrics for assessing web-sites: server, user and
network.

Server metrics allow you to determine the system
resources used and the possibility of resource
conflicts. These metrics are aimed at tracking the
resources of the machine level, such as network,
memory, processor and disk utilization. They
give an idea of the internal conflicts that underlie
the computer. Allocate the hardware and software
metrics of the server systems (see table 1 and
table 2).

Table (1) Hardware metrics of server appliances

Metrics Calculation / Range Comment
Latency - Waiting time before sending data or the time
at the beginning of the transfer.
The shorter portion of the transmitted data,
the more frequently occurs latency.
The transmission speed is characterized by
the maximum channel capacity at large
portions of the transmitted data, while the
costs for latency are reduced
Mean time between | Tu The metric of the work of equipment, set by
failures MTBF NE the manufacturer.
, where TU is the total Due to the reliable operation of modern
working hours; computer equipment, this metric is missing
NE - number of failures from some manufacturers or is given as a
lifetime warranty
Network tracking | (2¢) Describes the time of the system.
indicator where Td is the operating | Similar to the MTBF metric, but only
time; T - total time provides network maintenance problems
Site volume - Number in Kb
Number of | / O | SD* ND, where SD is the I /
operations O disk speed, ND is the
number of disks
Time to firstbyte TTFB | TFB The required wait time before the first byte of
the requested resource arrives from the server
after sending the HTTPGET request

10
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Table (2) Software metrics of server systems

Metrics Calculation / Range Comment
Number of threads NTh Multithreading
Replication delay Tp Parameter - time in ms

You can track metrics to determine performance
and reliability aspects: It is necessary to be aware
of the interdependence between the system
indicators and the application load. Probably, the
system will need additional hardware resources
(real or virtual). In the case of constant load, data
values increase metrics. This may be due to
external causes: background tasks, constantly
running tasks, network activity or input / output (I
/ O) devices.

WebPageTest.org defines TTFB as the browser
wait time until the first byte of the requested
resource is received, which begins after the DNS
lookup time and connection time [7]. Some
sources combine DNS time, connection time, and
latency in the TTFB metric, since TTFB
represents the amount of time required to respond

to the server and create a web page.

Figure (1) shows the TTFB value of 124 ms,
which is essentially perfect. Typically, the
optimal TTFB should be in the range of 5-180
ms. It is considered that the web page is slow if it
has a large TTFB, since the start time of the
display will be delayed. This is a form of
feedback used to evaluate web sites for
effectiveness research. It should be noted that
(uodiyala.edu) loads most of the components,
such as Java Script JS, CSS style sheets, Flash
animation, not immediately, so the website's
delay is minimal. The delays of the web page are
mentioned in different sources [2, 6]. Metrics
(Figure 1) are as follows:

* DNS lookup time- the time to search for the IP
address for the corresponding domain;

* Connection time - the time required to establish
a TCP connection;

* Timeout - waiting time until the first byte is
received after the connection is established;

* Content downloads time - the time it takes to

download the entire object.

Load First Start User  Speed
Time Byte Render Time Index
120.050s | 0.277s | 2.193s | 0.526s @ 29970

Document Complete

Time Requests

Fully Loaded
s Time  Requests i
In In
9,169 9,169
0 KB 120.050s 107 KB

URL: http://www.uodiyala.edu.ig/
Host: www.uodiyala.edu.iq

1P: 94.228.39.10

Error/Status Code: 200
Priority: Very High

Client Port: 65115

Request Start: 0.135s

DNS Lookup: 27 ms

Initial Connection: 107 ms
Time to First Byte: 124 ms
Content Download: 479 ms
Bytes In (downloaded): 47.6 KB
Uncompressed Size: 47.2 KB
Bytes Out (uploaded): 0.4 KB

Figure (1) Key metrics for web page delay

11
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Table (3): Hardware metrics of user systems

Metrics

Calculation / Range

Comment

Requests per second RPS

()77

P - memory, PO - RAM, TZ -
preset time

The amount of memory for
programs

Measured in MB

Table (4): Software metrics of user systems

Metrics

Calculation / Range

Comment

Bandwidth of the channel RWIN

RTT

RTT - Round-Trip -Time, RWIN
- TCP receive window

Simultaneous Users

Number

Application response time 100~300

Integral performance of IP in
terms of user [8].

The amount of time between the
appearance of the user's request
to the application and the receipt
of a response to the request.
Depends on the type of user
request, from which user and to
which server it is accessed, from
the current state of the network
elements and the settings of the
operating systems and DBMS [9]

Download time 1-10

The time it takes to fully load a
web page with a browser.
Measured in seconds

Stages of loading a web page: request—
forwarding— searching in the DNS cache—
TCP—

receipt— processing— reply— download.

TTFB can be from 1-5 sec to 100-200 ms, but the
page loads much faster and will be ready for use
in a shorter time. Many web-sites are seeing a
general increase TTFB 5-10 times. There are also
some disadvantages to Gzip compression:

* increases the total server load during
compression;

* Data processing can take a long time, since the
first byte is not sent until the compression is
completed;

* A large TTFB often causes the user to re-create
the current request to the web server, which
increases the overall load and the required
resources due to consecutive requests.

Network metrics are associated with the
emergence of network problems, which are
accompanied by a decrease in productivity.
Network delays lead to an increase in the duration

of query execution (Table 5).

12

The application response time, as a rule, is
formed from the time.

* Preparation of user requests;

* Transfer of requests between the user and the
server  through  network  segments and
intermediate communication equipment;

* Processing requests on the server and sending
responses to the user;

* processing the responses received on the user's
device.

To determine the optimal performance of IP in
order to determine which metrics are determining,
a service level agreement must be drawn up
between the various services.

Web pages are often compressed in the Gzip
format to reduce the size of the downloaded file,
which prevents sending the first byte until
compression will not be completed, and greatly
increases TTFB.
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Table (5): Website network metrics

Metric

Formula / Range

Comment

Network Latency

Y(tp +tl+ Q(t)) , where tp is the
packet delay; tl - propagation delay;
Qt - delay in queue

The performance of the network
is extremely important for cloud
applications, as it is a conductor
through which all information
passes

Bandwidth of the channel 126:M55  \vhere RTT - Round-Trip-
RTT+JL '
Time; MSS - segment size; L - loss of
frames
Packet Throughput PPS Rwin \where RTT - Round-Trip-Time; | Reflects the number of frames
lguin - TCP Receive Window tran_smitted per time _unit )
It gives an opportunity to assess
whether the equipment copes
with the load and whether its
performance corresponds to the
declared
Frame loss

iz where W is the segment load
3w

Network availability

MTBF R
——  where MTBF is the mean
MTBF+MTTR

time between failures; MTTR - Mean
Time To Repair

It is used to assess the reliability
and stability of the network.
Displays the time that the
network is functioning without
fail or need to reboot for
administrative or maintenance
purposes

Bandwidth

(Fmax'Fmin): where FmaX-Max.
frequency; and F;, -min. frequency

Response time

B .
—4 | where B the maximum

bandwidth; F is the number of
flows

The average speed of the full
load of the pages of the website.
Use a weighted average score for
users, servers, and day periods.
Time in seconds

Response time is an important indicator, first of
all, for any visitor to the site. Therefore, it is
important for the site owner to download the
main page of the website. Many users do not have
enough speed to quickly download large portals.
Waiting for the page to load fully should not
exceed 5-10 seconds. To date, for example, MS
Windows does not have performance counters to
measure the latency of individual application
requests.

However, there is a "Resource Monitoring" which
is an excellent tool for analyzing network traffic
on the local machine. "Resource Monitoring"
provides information about lost packets and
additional information about the delay of current
TCP / IP sessions. The information about the lost
packets makes it possible to represent the quality
of the connection. The delay describes the time it
takes to completely traverse a TCP / IP packet.

13

Approaches to determining the state
Determining the security status of Internet sites is
a complex task, the solution of which requires an
integrated or systemic approach. Diagnosis is
performed based on a fuzzy set. To do this, it is
necessary to determine the degree of fuzziness of
all terms relative to the center.

Let X = {x} be a family of objects denoted by X,
then the set A in X is A = {x, pA (x)}, xeX,
where PA (x) is the degree of belonging of x to A
When the sets A and B (A U B) are joined,
MAUB(X) = Max (LA(X), UB(X)), xeX .

M)

The intersection of A and B (AnB) has the
relation PANB(X)= min(LA(X), UB(X)), xeX.

)
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The degree of fuzziness is determined from the
implication A on B, then we find the inverse
implication B on A and compare the obtained
implications:

A—B =max(4 , B) = max(1 - A, B);

@)

B—A =max(B , A) = max(A, 1 - B);

Yasir .A

4

I&)E B = min(A, B) == min(max(1 — A, B),
max(A, 1 — B)).

(5)

Proposed evaluation criteria based on data
collected from publicly available sources

Table (6) : Website working parameter's state

So S1 S2

Ra >8 7

R, >70 45 ~ 55

D > 780 381 ~ 450 321

Tpws >1200 580~ 880 380~ 580 200~ 300
P > 7168 1536~ 4096 700 ~ 1536 180 ~ 350

S4 Ss Se

S3
~ 380 181 ~ 260

34 ~48 19 ~ 29

Tcon | >5500 1550~750 340~780 t 248~ 286

=0
—gm=s]
-5

s3

- =S/

—®—55
-6

Figure (2) A website condition radar chart for 6-indicators datasets

Based on (Table 6), we construct a diagram
(Figure 2), which shows the position of possible
states of the web site operation in space. It can be
concluded that the closer to the center, the higher
the safety of the site.

Conclusions

The assessment of the security status of Internet
sites as poorly formalized objects on the basis of
fuzzy logic methods considered in the article is
implemented in the form of technology for
assessing the states of reliability of a web site.
The proposed approach allows a more flexible
adaptation to the particular problem and allows

14

diagnosis object already in the step of calculating
an integral index of reliability. Flexibility is
achieved due to the fact that the state of reliability
can be estimated At once on several reliability
indicators. Diagnostics at the stage of computing
the integral index of security states is achieved
due to the fact that the calculations can be divided
into different stages. Each stage evaluates any of
the individual indicators, which ultimately leads
to a conclusion about the state of the
corresponding element.
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Abstract:

A file that has to be moved between two schemes can be moved through the network. Security
needed between the sender and the receiver. Electronic mails are fastest way of communication and
information sharing, but in new years, Email system has been changed, which known Spam Mails. Spam is
information, which is spread to a big number of receivers without telling them. Now, a number of techniques
have been proposed to stop spam. Filters for anti-spam can be worked in two methods: Preventive
techniques and Curing Techniques; The Preventive techniques are Stop Spam before delivery which are
depend on URL Based and List Based. Such as whitelisting, blacklisting. The Curing Technique is
Destination Spam Filtering that used is Content Based Filtering. The Curing Technique, the messages are
categorized as Spam or not Spam based on these techniques. Such as Bayesian filtering, keyword-based
filtering, heuristic-based filtering, etc. In this study introduce combining preventive techniques and curing
techniques to get good algorithm.

Keywords —Spam, Unsolicited Commercial e-mail, Bayesian Classifier, Black Listing, White
Listing, preventive techniques, curing techniques .

1. INTRODUCTION system has been changed, also affected by Spam
Sending messages by the communication Mails. Spam is as unwanted email for a receiver
network is known Electronic Mail (Email)  [1]. that the user do not required to have in this inbox.
Emails are reliable, fastest way of communication Spam is use of messaging system to send
and information sharing. E-mails have low unwanted messages randomly [3]. Spam is
transmission costs [2]. E-mail become important message, which is send to a number of receivers
topic for huge of persons. One can send without inform them. Spam has become huge
information electronically to another one in problem for users of Internet [4].

speedily. However, in current years, Email

16



Journal of AL-Qadisiyah for computer science and mathematics

ISSN (Print): 2074 — 0204

Vol.10 No.3 Year 2018
ISSN (Online): 2521 — 3504

Spam messages has grown in the recent years.
Some researchers consider that spam is becomes
from 30 % to 70% of all messages (email) on the
Internet [5]. A large number techniques for
filtering spam have been proposed such as
whitelisting, blacklisting, Bayesian filtering,
keyword-based filtering, heuristic-based filtering,
etc. Three principles in the following that meet
with any email:

1) Anonymity: The address and identity of the

sender are concealed.

2) Mass Mailing: The email is sent to large group
of people.

3) Unsolicited: recipients do not request the
email.

Spam Mail has become an increasing problem in
recent years. It has been estimate that around 70%
of all emails are spam [6]. The spam classifier
makes use of the machine learning to classify
web documents as either spam or not spam [7].
The common algorithms are Bayesian Classifier,
KNN, NN, Black List, White List [8]. Nowadays,
the researchers are working to hybrid two or more
filters to develop best classification [9].

This paper introduce merging classifiers (Black
List, White List with Bayesian classifier) to get
good This
organized in the following parts:
Related works with this paper. Section 3 Spam
Detection techniques.  Section 4  Proposed
System which is used for this paper. Section
5 Data Set. Section 6 Results of this paper,
Section 7  Evaluation the results of this paper
and Section 8 conclusion.

classification. paper has been

Section 2

2. RELATED WORK

There are large researches existing work to detect
spam in E-mails.

[10] A Study in 2013, work on bad URL
detection. To classify URLs: spiteful URL and
valid URL. In addition, used Bayesian filter to
increase the accuracy of the system.

[11] A study in 2015 proposed a spam and bad
URLs detection system by stopping spam
messages and malicious URLs in Email. And use
detect based on Bayesian filter and Decision
Tree.

17
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[12], a study, propose hybrid three approaches:
(Bayesian, thresholds, probability) working
together to detect spam emails.

3. SPAM DETECTION TECHNIQUES

Figurel showing common techniques
using to detect and stop spam from
email messages [13].

1) Preventive Techniques (Stop Spam before
delivery):

Preventive techniques is better than curing
techniques, In the Preventive techniques, the
messages that are arrived toward mailbox are
checked for legitimacy and then permitted to pass
in the mailbox. There are two ways within
Preventive Techniques: URL Based and List
Based.

URL Based: in this way, spam classifier done
based on URL [14]. The arriving URL is first
verified to be valid or not. Then accept to email
messages entered to the mailbox.

List Based: this is filtering way which is used the
network information before a message is received
by the receiver in order to classify whether this
Black

messages is spam or Ham such as

Listing[15].

2) Curing Techniques

The common approach that used is Content Based
Filtering. Also called Destination Spam Filtering.
This approach, message emails are filtered as
Spam or Ham. learning techniques and Al ways
used to classify Spam.
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I Spam Detection Techniaues I

»

4

[ Preventive Techniaues

Curing Techniques

v

v

| ListBased Techniaues | | Content Filtering Techniques

l

\

-
< < o s
Bayesian Support K-Nearest
White List Black List Classifier Vector Neighbor
Machine
SVAD (KNN)

Figure (1) general classification of approaches to spam filtering

Black List: this method is done by use
classification principles, the goal of these ways is
stopping the unwanted content and do not reach
the mailbox. A way to do is on the basis of IP
Address.

Blacklists are used to IP addresses [16]. The not
strong with this method was that clever spammers
frequently change their IP addresses [17]. Black
list is the general method of detect spam, since its
simple work. The key idea include create simple
database and listing (domain names, IP-
addresses). Now the messages to arrive from the
list that recorded are stopped.

White List: this method is used to categorize
users email addresses as valid. Emails addresses
are saves automatically in white-listed. Making a
database of White lists; which includes domain

names and IP-addresses [18].
Bayesian Classifier: is a common method of e-

mail filtering. It apply to identify spam e-mail.
Classification process apply the Bayesian
statistics on the features that drive from these

classifications [19].

Bayesian Classification was derived from the
Bayes' theorem in  probability theory. If the
calculated probability value is higher than the
preset threshold, the message is classified as a
spam, and treated accordingly [20].

E i 1
w quation (1)

P(A|B) = P )

where:

P(A) is the prior probability of A.

P(A|B) is the conditional probability of A,
given B.

P(BJA) is the conditional probability of B,
given A. It is also called the likelihood.

P(B) is the prior or marginal probability of B,

and acts as a normalizing constant.

4. OBJECTIVE OF THE WORK

The aim of the paper is improve spam detection
system. A filter is used to organize a message:
SPAM or HAM. In this paper, the procedure for
the spam detection is summarized under the

Figure (2) [21].
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Pre-processing step

v
Feature Extraction (Tokenization) step

.Y
Representation of Data step

v
Classification step

Figure (2) Main Steps in the Spam stopping

The basic steps of spam detection are:

5. Pre-processing

Pre-Processing  Steps  the  purpose  for

preprocessing is to transfer messages in email

into a uniform format that can be understand by

the learning algorithm. The basic preprocessing

steps of spam detection algorithm are [22]:

1. HTML Removal.

2. The words that have length <=2 are removed.
Ex:

Input (x) = ‘I have a list of people you missed!"

Output (x) = “have list people you missed!"

3. All the special characters are removal.  EX:

(continue )

Input (x) = “have list of people you missed!"

Output (x) = have list people you missed

4. Stop words are removal. “Words” do not
include any useful information. Such as
[then,threr,the,was,you,are,by,they,have,has,al
so,before,both,because,about]. Typically
include  pronouns, prepositions  and

conjunction. Ex:(continue)

Input (x) = have list people you missed

Output (x) = list people missed

19
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5. Stemming Algorithm: is used to fetch the basic
form of the word (root). This algorithm is used
to reduce the words to its root by remove the
plural from nouns(e.g. "pens" to "pen™),
the suffixes from verbs(e.g. "reading" to

"read"). Example (continue)

Input (x) = list people missed

Output (x) = list people miss

6. Feature extraction

Feature extraction Phase also called,
“feature reduction”, “attribute selection”.
It is the method to choice a subset of
relevant features for structure the
learning prototyp. This method is used to
tokenize the file content into individual
word [9]. Feature extraction
(Tokenization) is the process that
extracting features from email into a
vector space [23]. Feature extraction
employs to excerpt selective features
from the process of pre-processed steps.
A feature can be anything in an email
message. It can be a word, a phrase, a
number, an HTML tag, etc.

7. Feature Selection

This technique must be differentiate from
feature extraction. Feature extraction is
create new features from the original
features, but feature selection select

subset of the existing features [6].
Improves the performance of the feature selection
by makes training and applying a classifier more
efficient by decreasing the size of data set.
Second, feature selection enhances accuracy of
classifier by eliminating extra features from the
data set. An email message contains two parts: a
header and a body [24].
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There are some approaches used to get features
selection[22]:

1) Chi-square: Chi-square hypothesis
tests may be performed on contingency tables in
order to decide whether effects are present.
Effects in a contingency table are defined as
relationships between the row and column
variables; that is, are the levels of the row
variable differentially distributed over levels of
the column variables. Significance in this
hypothesis test means that interpretation of the
cell frequencies is warranted.

2) Gain Ratio : The various selection
criteria have been compared empirically in a
series of experiments. When all attributes are
binary, the gain ratio criterion has been found to
give considerably smaller decision trees. When
the task includes attributes with large numbers of
values, the subset criterion gives smaller decision
trees that also have better predictive performance,
but can require much more computation.
However, when these many-valued attributes are
augmented by redundant attributes which contain
the same information at a lower level of detail,
the gain ratio criterion gives decision trees with
the greatest predictive accuracy. All in all, it
suggests that the gain ratio criterion does pick a
good attribute for the root of the tree:

7. Representation of Data:

This step is main task of spam detection
algorithm because it is very hard to do
computations with the textual data. The

representation should be show the real statistics
of the textual data. The actual statistics of the
textual data is converted to suitable numbers.
Here are many methods for term weighting that
calculate the weight for term differently.

1) Term _
occurrences

Frequency: counts the number of
of term in a text document.
Mathematically it can be represented as:

20
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Equation (3)

Where, Ifx_; as the frequency of term | mn document |

2) In tf-idf, found normalized term frequency,
inverse document frequency and tf-idf of each
word in document (email). Tf-idf is a statistical
measure used to calculate how significant a
word is to a document in a feature corpus.
established by

Word frequency is term

frequency (tf) , number of times the word
appears in the message yields the significance of
the word to the document. The term frequency
then is multiplied with inverse document
frequency (idf) which measures the frequency of
the word occurring in all messages.

The formula is:
Equation (4)

Where

1= term.

j = document.

TF i,j = frequency i in the j.

|D| = number of documents [25].

8. Classification

Classification is a task of learning data patterns
that are present in the data from the previous
known cases and associating those data patterns
with the classes. Many techniques used in
classification into spam detection algorithm.

The following equations showing the main
concepts of the classification.

1- Good message (Ham) = Ham message / Total
messages.

2- Bad message (Spam) = Spam message / Total

messages [26].
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9. Proposed Approach

Bayeszian Classifier

[/

Figure 3. The proposed approach

] |

Algorithm(1) Proposed Spam Email Detection

Step1: Input Email Message.

Step2: Apply White List Filter.

Step3: Apply Black List Filter.

Step4: Using Pre-Processing Steps.

Step5: Apply Feature Selection method.
Step6: Caculate Term Frequency(TF),TF-IDF.
Step7: Classificate using Bayesian classifier.

10. EXPERIMENTS AND RESULTS

10.1 Implementation:

We established four files: The first file used of
the White List which is stores the IP addresses
and URLs for wanted websites; the system
employ the white list to match with the received
messages, and this file is updated repeatedly by
the user. The second file employ the Black List
which is keeps the IP addresses and URLs for
unwanted websites; the system uses the black list
to match with the received messages, and this
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file is updated repeatedly. The third file employ
to keep the Unsolicited mail List; the filter
usages the list to match with the received
messages. The four file used keep the Ham
List; the filter employ the list to matching with
the received messages. This file is updated
regularly by the user.

10.2 Data Sets

After collected a new data set, composed by 1424
emails. 1113 are spam emails and 311 emails are
HAM messages. Those emails grouped from the
mail boxes of some students. Divided the
emails in two groups: the training group
contains 70 % of the emails. The training 30%
email messages; 14 % Ham messages and 16 %
unsolicited mail messages. The checking group
contains 31 % of the emails: 10. 916  email
messages; 3.788 Ham messages and 7.139
unsolicited messages.

10.3 Results
Accuracy of White, Black, and Bayesian filter
“with” and “without’ pre-processing is shown in
table (1).
1) White listing algorithm: use
preprocessing data is 85% precision.
Do not use preprocessing data is 40%.

2) Black listing algorithm: using
preprocessing data is 78% precision.
Do not use preprocessing data is
50%.

3) Bayesian algorithm: using
preprocessing data is 89% precision.
Do not use preprocessing data is

48%.

4) Hybrid  approach (proposed
approach): using preprocessing
data is 91% precision. Do not use

preprocessing data 66%.

Validate the results using some questions:
Q1/ Can pre-processing benefits to
enhancing the results?
As shown in tablel, accuracy is better using
preprocessing.
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Q2/which algorithm is capable to complete well

results?
Hybrid algorithm that is close to 91%

Tablel: Accuracy with use and without use preprocessing

Algorithm

Accuracy

White List %85
With pre-processing data

White List 40 %
Without pre-processing data

Black List 78 %
With pre-processing data

Black List 50 %
Without pre-processing data

Bayesian Filter 89 %
With pre-processing data

Bayesian Filter 48 %
Without pre-processing data

Hybrid Approach 19 %
With pre-processing data

Hybrid Approach 66 %
Without pre-processing data
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10.4 Estimation

To estimate the performance of the system,
following steps are done:

The inbox include 800 email messages:

400 Ham messages arbitrarily selected from the
training set.

400 spam messages arbitrarily selected from the
training set.

All email messages: 800

Ham messages: 400

Spam messages: 400

Email messages filtered as Ham: 260

Email messages filtered as spam: 240
Accuracy: 89.56%

11. CONCLUSION

More than 70%  of emails nowadays is spam.
Unsolicited email detection is key part of concern
nowadays as it benefits in the finding of spam e-
mails. There are a lot of anti-spam techniques,
but there is no technology that has processed
unwanted messages permanently except the anti-
spam techniques that are based on "machine
learning" methods. These techniques are basically
text classifiers, they classify a email message into
two categories (spam or non-spam). This paper
described a machine learning approach based on
Bayesian analysis to filter spam. The filter learns
of what spam and non-spam messages. Before
use Bayesian analysis, this study apply white and
black listing to classify the email and to stop
spam e-mails. Then use Bayesian classifier. You
can train it once and after training the classifier, it
can filtering spam with high accuracy as shown
in the evaluation section.
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Abstract

In this paper, the reconstruction of faces in the form of a 3D model from unconstrained
images (different in pose) has been studied. Three-dimensional Morphable Model(3DMM)
Fitting method has been used in 3D reconstruction techniques. In this paper propose
improvement of the 3DMM fitting procedure to get accurate 3D model by taking best 2D
landmark of all images rather than taking only first 2D image landmark (traditional
method which proposed by A.Bas et al). The results of the proposed algorithm show its
very encouraging as far as execution time and quality of reconstruction as shown in

compare the improvement fitting process with the traditional method.
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1.Introduction

Face reconstruction is the way toward
making a 3D model of a face from two-
Dimension (2D) image(s) [1][2].

It is important to consider in mind that
creation human face models should look like as
genuine image as possible. This procedure
involves a transformation from 2D to 3D
spaces[3].

Face reconstruction is a significant application in
face recognition, video editing, virtual reality,

Shaimaa .H / Najlaa .A

For example, exact face models have been
appeared to fundamentally progress face
recognition [4]. In every one of these
applications, the reconstructed face should be
compacted and precised, particularly around, and
so on. Computer games can be appeared as a
good illustration which needs accurate human
face models [3]. Fig.1 shows general points
identified with the execution of 3D face
reconstruction procedures. Most of the 3D
reconstruction algorithms share the same basic
processing pipeline, and may be not running all

anlmat!qn [4], . Ve-l’lfICf’:ltlon, expression the processing steps [4].
recognition and facial animations [5].
Features Detection 5| Data acquisition >{ Face Registration

Figure 1: General steps of 3D reconstruction.

The determination of important features in the
input 2D image(s) is a significant stage in
most 3D face reconstruction procedures.
Usually face feature determination has been
utilized for [1][6]:
1.  Introducing the situating of face models
in 3D reconstruction methods based on the
model.
2. Finding feature on sideways and forward
images so it is conceivable to misshape
general 3D face prototypes to accept the form
of the specified face.
3. Instating the procedure of point tracing
in 3D reconstruction methods based on video.
4.  Creating point consistency in faces taken
from unlike vantage point

Another  important part of the
reconstruction process is "data acquisition”. It is
gathering

the 3D information about that object by
using one of 3D reconstruction technique. In this
paper 3D MM model fitting procedure has been

used in reconstruction of 3D faces.

26

A significant task of 3D reconstruction
methods is the face registration. It is bringing the
whole generic 3D model vertices as near as could
be expected under the corresponding to the
relating 3D coordinates of the feature points
which computed from images. The opposite is
also potential, i.e., transporting the intended 3D
points near to the generic 3D model. This
corresponding involves scaling, translating and
rotating of the one to be moved closer to the

other.

The 3D registration approaches can be classified
into two distinct collections [4]:

1. Three-dimensional to 3D registration:
Corresponding is done among two 3D
points. One is a base mesh, and other
one is the 3D data produced in anyway

after the data acquisition procedure.
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2. Three-dimensional to 2D registration:
These methods achieve a 3D model
which is utilized to fit 2D data.

In this work, registration approach is applied to
perform model fitting. The goal of this paper is
reconstruction multiple unconstrained image
(different in pose) in the form of 3D model. In the
rest of this paper, show a 3D Model Fitting
approach in section 2, display a 3D Morphable
Model and Fitting with 2D Landmarks and edges
in Section 3, section 4 displays the proposed 3D
Face Reconstruction, section 5 displays result and
Discussion, section 6 shows the conclusions and,

finally, a list of the references in section 7

2D Image \

Fitting
Process

Shaimaa .H / Najlaa .A

2. Three-dimensional Model Fitting
approach
The fitting is actually an optimization

process, targeting to discovery the parameters of
best model usually by minimizing the difference

model
The 3D

model fitting can reconstruct the camera model

among the input images and

reconstructed/synthesized image[7].
and 3D shape, lighting texture, from a single
image as shown in Fig. 2 [8]. The recovered
then be used for face

parameters can

reconstruction.

Parameter of Shape |

Applications:

Parameter of Texture
Face Reconstruction

Parameter of Camera Face Recognition

Parameter of Lighting =

Figure 2: 3D model fitting.

In the proposed system, perform fitting process of
a 3D model to a 2D images according to features
(landmarks and edges). In the following sections,
a detailed introduction of the model fitting

approach will be given.
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3. Three-dimensional

Model
The Morphable Model is the one applied by The

Morphable

University of Basel in 2009. Its name is Basel
Face Model [9]. It’s a mesh can be deform where
shape is specified by the shape parameters o €R®.
Consequently, any face shape can be estimated
as[10]:

f(@) =Ca+m 1
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where C € N®*S holds the principal components,
m € N3R | is the shape of mean and the vector f
(o) € N® holds the vertices coordinates (R),
f =

[x1 y1 21 ... xg Yrzg]T. Later, the jth vertex is

accumulated to compose a vector
specified by U; = [fs f5 f5]". For suitability,
indicate the submatrix matching to the jth vertex
as C; € N** and the matching vertex in the
shape of mean face as m, € N3, such that the jth

vertex is given by U = Ci,+m, also,
describes the row equivalent to the element (x ) of
the jth vertex as Cjx (correspondingly for y and z)
and describe the element (y ) of the jth vertex of
mean shape as m,, (correspondingly for z and
X)[71[11].
3.1. Fitting with 2D Landmarks

Fitting of 3DMM to N detected 2D
locations(landmarks) w; = [a; bj]T G=1..N)
rising on the projection of matching vertices in
the 3DMM. Without wastage of generalization,
suppose that the jth 2D location matches to the jth
vertex in the 3DMM. The goal of fitting process
is to get the parameters of pose and shape that
minimize the reprojection error, E,, among

experiential and projected 2D locations:

N
1
Ey(a,0,7,1) = NZ”"/ —[Cja+m,R, 1,“,s]||2
i=1

Where O is rotation matrix, r is translation vector
and | represents Scale.

Pose Estimation represents extraction of 0,r and
1. let double duplicates of the points (3D), such
that P21 = [Xy;2;1000 0] and P =[00 00 x;
y; z; 1] and compose a vector of the equivalent
points(2D) W = [a; b; ...

solve for d € R® in Pd = W utilize linear least

a_ b ]". subsequently

squares. describe 0; = [d; d, d3] and 0, = [ds dg

d]. Scale is specified by I = (J|o, || +]|0,1])/2 and
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dg/ 17"
achieve SVD on the matrix established from o,
and 0,[12]:

the vector of translation by r = [d4/l

01
UsvT = 01 3
0, X 04

The matrix of rotation is specified by 0 = UVT.
If det(0) = —1 then refuse the third row of (U)
and recomput( O). This assurance that (O) is a
matrix of valid rotation.

The 2D location of the jth vertex as a
function of the parameters of shape is assumed by
101.2(Cj, + m)) + Ir. Later, each detected vertex

complements (two) equations of a linear system,

for both image compose the matrix P € R?S
wherever
Py = 1(0115}'7;5 + 012CJ€/ + 0136}2) 4
and

Py = 1(021Cf + 032G, + 055CF; 5
and vector k € R?" where
1(0,m; +15) 6

solve Pa = k inalogic of least squares topic to
an extra limitation to guarantee believability of

the explanation[12].

3.2. Iterated Closest Edge Fitting

It’s a method to fit a 3DMM to 2D edges.
That is, for both vertex of projected model
contour, discovery the nearby pixel of image edge
and handle this as an identified matching. In
combination with the landmark matching, will

again perform the process in sections 3.1.
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This leads to updated parameters of shape and e Read 3D general Model, in this paper
pose, trying to update edges of model and “.ply’ file format are used (Morphable
correspondences.Repeat this procedure for a model). Algorithm (1) contains the main
static amount of repetitions. Denote to this steps needed to read 3D model file.
procedure as (ICEF) Iterated Closest Edge e Load parameters of initial models. The
Fitting. Discover the pixel of image edge nearby parameters are:

to a vertex of projected contour can be completed 1. verticesPC is a 3n by k matrix
powerfully by storage the pixels of image edge in where n is the model vertices
a kd-tree. Then filter the resulting matching using number and k the principal
two generally utilized heuristics. Initialy, components number.

eliminate 5% of the correspond for which the 2. verticesMU is a 3n by 1 vector
space to the pixel of neighboring image edge is containing the vertices of the mean
the biggest. Subsequent, eliminate correspond shape.

image space divided by n overtake a threshold. 3. StandardPC is a k by 1 vector
4. The Proposed 3D Face containing the sorted standard

. deviations of each rincipal
Reconstruction System princip

) component.

The Proposed 3D face reconstruction system ) ) o )

) o fl is an n by 3 matrix containing the face list
begins from obtaining “unconstrained” collection

) ) for the model.

of face images captured under a varied of poses.
the ending of proposed procedure is deriving a
3D face model with texture information. The
workflow of the proposed approach could be

outlined as follows and as shown in figure 3:
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Extraction of Landmark and
Edges for 2D images

Extraction the best 2D
landmark

Extraction pose and shape parameter
according to 2D landmarks

Extraction pose and shape parameter
according to 2D edges

Figure3: The Block Diagram of the improvement 3D MM model fitting Method
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Algorithm(1): Read of 3D Model
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Input: 3D file

Output: Faces array (F) ,Vertices array(V)

Begin

//IRead the size of vertices from 3D file

Vertices no. = size (V)

For i=1: Vertices no // read the vertices of 3D model

Read (Vi)
End

/l Read the size of faces from 3D file

Faces No =size (F)

For i=1: faces no. // read the faces of 3D model

Read (Fi)
End
End

e Load precomputed edge structure
for initial models.

e Read sequence of images (2D

image).

e Find edges in this 2D image by
using Canny methods. The Canny
technique discoveries edges by
searching for local greatest of the
image gradient. The gradient is
calculated utilize the derivative of a
filter of Gaussian. The method uses
two thresholds, to detect strong and
weak edges, and includes the weak
edges in the output only if they are
connected to strong edges. This
method is therefore more than the
others methods to be "robust” by
noise, and more likely to detect true
weak edges

e Extraction the landmark of the 2D

image by using the method which
proposed by [13].

31

e Initial estimate of pose and shape
parameters of finial 3D face model
using only location of 2D landmarks as
shown in subsection 3.1. In this step,
proposed improvement of fitting

process to get accurate landmark by

taking best 2D landmark of all images
rather than taking only first 2D image
landmark (traditional method). the step
of modifying detection of best
landmark shown in the following
algorithm (2), while the step of

extraction of pose and shape

parameters according to 2D landmark

shown in the algorithm (3)
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Algorithm(2): Detection best of 2D landmark

Input: serial of 2D image, 2D landmark
Output: detection of best 2D landmark

Begin

Count=0

for i = 1:imSet.Count // count for number of images
begin

count=count+1

im (i) =  read(image) // read the images

point(i)= landmark(im(i)) // extract the 2d landmark
end

/lcalculate the difference between each neighbor of 2D image landmark
diff1=landmark{length(landmark) }-landmark{length(landmark)-1}
diff2= landmark{length(landmark)}-landmark{length(landmark)-2}
diff3= landmark{length(landmark)}-landmark{length(landmark)-3}
diff4= landmark{length(landmark)}-landmark{length(landmark)-4}
diff5= landmark{length(landmark)}-landmark{length(landmark)-5}
/I calculate the average of difference //

average_diff=(diff1+diff2+diff3+diff4+diff5)/5;
point_thres=4;
[ROW,COL]=size(average_diff);
/I calculate the landmark according to average of difference
for RR=1:ROW

for CC=1:COL

begin

if abs(average_diff(RR,CC))>point_thres
landmarkIM(RR,CC)=(point1(RR,CC)+point2(RR,CC)+point3(RR,CC)
+ point4 (RR,CC)+point5(RR,CC)+point6(RR,CC))/length(landmark)
else
detectededgesIM(RR,CC)=point1(RR,CC)
end

end
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Algorithm(3): Extraction of Pose and Shape Parameters

Input: landmark of 2D image, (parameter of 3DMM),xyzpoints
Output: pose parameters (R, T) and shape parameter ( FACE.vertices)

Begin
mu = verticesMU (u,v,w) // the vertices of the mean shape.
P = verticesPC. // is a 3n by k matrix where n is the model vertices number and Kk is the
principal components number.
b=best 2D landmark using algorithm 2
for k=1:niter // niter is Number of iterations
begin
//Build linear system of equations in 8 unknowns of projection matrix
A2i-1=[ui Vi Wi 10000]
AZiZ[OOOO Ui Vi Wi 1]
I/ Solve linear system
k = (A\b)
/I Extract parameter from recovered vector
rl =k(1:3)
r2 = k(5:7)
S = (norm(R1)+norm(R2))/2 /IS is Scale //
r3 = cross(rl,r2)
[U,S,V]=svd([r1; r2; r3])
R = U*transpose(V) /I R is rotation matrix//
// Determinant of R must = 1
if (det(R)<0)
begin
/I reject the third row of U and precompute R
U(3,:)=-U(3,)
R = U* transpose(V)
end
STX = k(4);
sTy = k(8);
T(1,1)=sTx/s; /[ translation vector //
T(2,1)=sTyls;
// Obtain initial shape estimate (E )
for j=1:size (P)
begin
Cri—1 = S(Rnpl% + R12Pi71; + R13Pi7\:v)
Gy = S(R21Pi7;¢ + Rzzpi{; + R23Pi71:v
hyi_1 =x; —s(Rimu + t;)
hyi = yi — s(Rymu + t3)
End
solve Ca = h in a least squares problem
E = LSQLIN(C,h) // (norm(c*E-h)"2)
FACE.vertices= verticesPC *E+verticesMU
End
End.
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% Perform 3DMM fitting using 2D Perform an iterative procedure to
landmark and edges as shown in change the shape parameter
subsection 3.2. In this stage get according to 2D edge until get the
the final shape parameter to the accurate 3D model as shown in
final 3D model. algorithm(4).

Algorithm(4): 3DMM Fitting using 2D Landmark and Edges

Input: edge of 2D image, (parameter of 3DMM)
Output: finial shape parameter

Begin
FV.faces = tri; // Face structure of 3DMM mesh
//[Extract image edges E
For i=1:niter // Number of edge fitting iterations

//Compute vertices lying on occluding boundary(boundary edges)
/[Compute face normal
fn = normal_face( FV.vertices,FV.faces )
// Edges with a zero index lie on the mesh boundary, i.e. they are only
adjacent to one face
boundaryEdges = Ef(;,1)==0; // Ef : faces adjacent to each edge in the mesh
//Compute the occluding edges as those where the two adjacent face normal differ in
the sign of their Z component
Ev : vertices adjacent to each face in the mesh
occludingEdges = sign(fn(:,3)) ~= sign(Ef(:,3)) &~boundaryEdges
//Select the vertices lying at the end of the occluding edges and remove duplicates
occludingVertices = Ev(occludingEdges)
occludingVertices = unique(occludingVertices)
/I compute Project occluding boundary vertices
x2 = R* (FV.vertices(occludingVertices,:) // R is rotation matrix
x2(1,:) = x2(1,:)+t(2) // tis translation vector
X2(2,:) = x2(2,:)+t(2)
X2 =x2.*s [/sisscale
// Find edge correspondences
[idx,d] = knnsearch(E,x2)
/IFilter edge matches
sortedd=sort(d)
/[Proportion of nearest-neighbour edge matches used at each iteration, may be more
sensible to threshold on distance to nearest neighbour
percentile = 1;
threshold = sortedd(round(percentile*length(sortedd))
occludingVertices = occludingVertices(d<threshold)
/[ Perform 3DMM fit using edge corresponding
Perform algorithm (3) to get new shape parameters according to edge values

endfor

End
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5. Results and Discussion:

In this work, available comprehensive and
popular 2D image database Psychological Image
Collection at Stirling (PICS) is used. This dataset
contains 687 Colour faces, Between 1 and 18
images of 90 individuals. Its variations in pose,
viewpoint, and expression.

The database’s resolution is varied from 336x480
to 624x544. Fig.4 shows the unconstrained image
sequence (different in poses) which represent the
input for the system.

Figure 4: Input image sequence.

Fig.5 (a) represents the generic model,
then deforms this model by fitting with the 2D
image. First the generic model deforms according
to only 2D feature (landmark) as shown in figure

5 (b), then begins in iterative procedure to deform

(a)

the 3d model with 2D landmark and edges by
finding nearest neighbor between model edges
and image edges to get the finial 3D model which
match with the feature in 2D image as shown in

figure 6

(b)

Figure 5 (a): the initial 3D model. (b): the initial deform 3D model

Figure 6 : finial 3D model.
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As shown in figure 6 the proposed
system can deform the initial 3D model (figure
a) in order to be corresponding with 2D feature,
and can change the feature from male in initial

model to female feature (figure 6).
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5.1. Comparison between traditional
fitting procedure and the proposed fitting
method:

In this subsection shows the performance

the proposed fitting procedure and compare with
the classical method as shown in table 1.

Table 1: Comparison between traditional fitting
procedure and the proposed fitting method

Deform 3D model

method

according to traditional

Deform 3D model according to the proposed method

6. Conclusions

In this paper new 3D face reconstruction method
is designed by improvement fitting procedure to
get accurate 3D model by taking best 2D
landmark of all images rather than taking only
first 2D image landmark (traditional method). this
modify is shown by comparing the proposed
system with the traditional method. The main
conclusions that are achieved from the proposed
system are:

1. The proposed system can be applied to any
pose of the input image.

2. The proposed 3D reconstruction has
achieved good accuracy according to deform
general 3D model to correspond the 2D
feature.

36

As shown in above table, the proposed system gives 3D model more accurate and smooth from the traditional method.

3. the proposed system can overcome extremely
challenge which is deforming the 3D default
model to make it compatible with the 2D
feature especially female feature.
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Abstract:
The Wireless Sensor networks (WSN) consider an emerging technology that have

been greatly employed in critical situations like battlefields and commercial applications
such as traffic surveillance, building habitat, smart homes and monitoring and many more
scenarios. Security is one of the main challenges that face wireless sensor networks
nowadays. While an unattended environment makes the deployment of sensor nodes in the
networks more vulnerable to vary of potential attacks, the limitations of inherent power
and memory for the sensor nodes makes conventional solutions of the security is
unfeasible. The sensing technology combined with processing power and wireless
communication makes it profitable for being exploited in great quantity in future. The
wireless communication technology also acquires various types of security threats. This
paper discusses a wide variety of attacks in WSN and their classification mechanisms and
different securities available to handle them including the challenges faced.

Keywords-Wireless Sensor Network; Security Goal; Security Attacks; Defensive
mechanisms;Challenges
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1. Introduction

This paper presents a thorough picture of
Wireless Sensor Network (WSN), grid-based
cluster, and role of sensors in WSN. Additionally,
the security issue concern in WSN embraced with
several kinds of attacks in WSN is described.
Then tailed by several authenticated routing
protocols and the routing framework. Finally,in
the last portion of this paper, the literature survey
on intelligent routing for clustered WSN is
discussed. An overview of the current paper is
depicted in Figure 1.

2.1 Wireless Sensor Network

A WIRELESS sensor Network (WSN) is a self-
sufficient, self-arranging, and multi-hop network
that encompasses a significant quantity of sensor
nodes. The sensor nodes work together with each
other to screen the physical condition around
them. WSNs are ordinarily unattended and energy
compelled in nature. Accordingly, they require
energy efficiency and efficientprotocols to
expand the system lifetime and tasks [1]. A WSN
contains a few sensor nodes, which can be
exploited as a mass of various application
situations, for example, agriculture, military,
health care, and energy. WSN has been used as a
piece of various fields such as schools, colleges,
battlefields, surveillance and so forth. It has been
used as a piece of everyone’s day to day life and
its provisions are growing in well-organized
fashion. WSN has come in presence as a key
solution for a few issues where human mediation
is difficult.
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The fast advances in wireless technology,
implanted chip, incorporated micro-electro-
mechanical systems (MEMS), and
nanotechnology has engaged the progression of
nominal effort, low-control, and, multifunctional
sensors. Sensors are of little in size and can
perform event identification, data tracking,
interacting with each other or with the data sinks.
Sensor nodes are associated with each other
through the wireless medium, for example,
infrared or radio waves and it becomes
operational with application data arrival/sensing.
Internal memory related to every sensor node
stores the data of its related event packets. A
group of sensors sharing a wireless medium form
a WSN for gathering information and
transmitting it to remote clients (sinks). The
principle motivation behind the WSN is to screen
and gather information from the sensors and after
that transmit this information to the sinks [2].
WSNs are more appealing because of their wide
range of utilization, like weather monitoring,
military surveillance, health care, disaster
management etc. The essential reason for WSN
growing popularity was to ceaselessly screen
such conditions that happen to be extremely
difficult or unrealistic by people [3].

The exploration of WSNs is a subset research
area of Internet of Things (IoT). The sensors
ought to be allocated with a routing protocol such
that the information is transmitted to the end-
client by means of various intermediate sensors

nodes.
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Figure 1: Literature Review Framework

A WSN may comprise of a few heterogeneous these shortcomings may increment, bringing
sensor nodes to perform dedicated assignments about a non-uniform system topology. The issues
conveyed in a territory of intrigue. There exist that can happen because of the failure of sensor

. . ‘L nodes are misfortune in availability, dela
numerous proprietary and nonproprietary existing because of the misfortune in associa}t/ion anzil

solutions for fetching sensed information from partitioning of the system because of the gap
the sensor nodes. In any case, the present pattern created by the failed sensors [5].

of utilizing IP-based sensor organizing
arrangements, (for example, 6LoWPAN and
IPv6) empowers the WSN to be associated with
the web. Therefore, WSNs can be utilized for
observing/controlling diverse  applications
through the web based network, which in turn,
builds up the idea of the Internet of Things (10T)
[4]. In sensor nodes, the fault may occur because
of the incorrect condition of equipment or a
program as an outcome of a sudden fault of any
part. Also, any performance degradation for
nodes happening due to energy exhaustion is
critical and as the time advances
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2.2 Clustered Network

Clustering was proposed in early researches [6] as
a mean of enhancing WSN lifespan and was
immediately embraced in progressive works. In
clustered networks, a few nodes move towards
becoming Cluster Heads (CHs) and are in charge
of directing messages from other cluster CHs and
cluster member nodes. Nodes that are not CHs
moved toward becoming cluster member nodeand
send messages just to CHs. Clustering was
introduced to reduce the general power utilization
and expand network lifetime. Thought of
clustering seems to be self-explanatory and so
apparent that it was fixed deeply into WSN
theory. Clustering strategies are additionally one
of the means to covenant with topology control,
which can compose a WSN into a group based
system. Task scheduling, data gathering, and
Transmission Power Control algorithms can be
executed in this structure with a specific end goal
to accomplish particular task. A clustering
algorithm can partition sensors into various
clusters/gatherings/subgroups.

In each cluster, a CH is chosen to be responsible

for producing a transmission plan, gathering
information from every one of the sensors in the
group and transmitting the amassed data back to
the Base Station (BS). In light of the grouped
structure, the framework can provide extended
network life by keeping minimum
communication among the sensors within a
cluster, without affecting the usefulness of the
system. The CH is the developer of a cluster and
it is accountable for social affair information and
transmitting the information to the BS. The CHs
will possess more energy than ordinary cluster
member sensors and in this manner, can better
control the network for longer period. In many
scenarios, CHs also take part to adjust the power
utilization on participating sensors. Which
sensors should be chosen as CHs requires
cautious examination. In general, one of three CH
race plans is adopted as : a) Deterministic, b)
Random, and c) Adaptive. Subsequent to being
chosen, the CHs will publicize themselves by
communicating their data to different member
sensors. Every sensor will assemble the data from
all the CHs inside its radio coverage range and
after that choose which CH to join in view of
some correspondence properties. A few
measurements can be utilized to decide the
correspondence properties between a sensor and a
CH, for example,
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2.3 Grid Based Cluster

Many grid-based algorithms have been
developed. The author [7] displayed a calculation
called Low Power Grid-based Cluster Routing
Algorithm (LPGCRA).It chooses the CH among
the typical sensor nodes which have maximum
residual energy. Regardless of the fact that
LPGCRA focuses to balance the overall load of
the network, it has the accompanying limitations.
On the off chance that the CH is far from every
single other sensors in a group, then all member
sensors need to spend more energy including CH
itself. Also, CHs transmit accumulated local
information specific to the sink node which is
moderately less in number than the cumulative
amount of sensor nodes, prompting fast battery
exhaustion of the CHs. In another framework
based approach called Grid Based Routing
(GBR), has endeavored to expand the system
lifetime by ideal determination and dispersion of
the CHs over the objective zone. Nevertheless,
they expect a settled number of grids which may
not be sensible for a huge region of operation.
Besides, in the selection phase, CHs are chosen
based on the sensor node’s transmission time to
the sink. In this way, the technique chooses the
CHs which are close to the sink in every grid and
thus the member sensor nodes of the cluster
exhaust their energy faster for entire transmission
to the CH. However, none of the above
algorithms address the energy efficiency, load
matching and fault lenient secure routing issues
together [8]. Grid network with clustering
techniques showed better outcomes in contrast
with the grid network without clustering. It
requires less energy usage than other [9] available
methods.
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Security is a vital issue to be considered for the
system which is conveyed in threatening
condition. Organization of a system in a human

2.4 Intermediate sensors in WSN

The mix of heterogeneous sensors creates a key
innovation for the 21st century named WSN

which gives phenomenal open doors in many
areas running from military to agriculture and has
applications in events like , health monitoring,
modern control and home systems.As compared
to other type of wireless communication
technologies, WSN requires utilization of sensor
systems to transport the stream

uninterruptible place is extremely vulnerable
without security. Plan of a security convention is
a testing errand because of the nature and
accessibility of assets. Security instruments
utilized for systems can differ as per the diverse
needs ranging from fixed to wireless networks
[12].
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of detected information from numerous districts
(sources) to a specific sink [10].Sensors are the
genuine interface to the physical world, in other
words, the modern gadgets that can watch or
control physical parameters of the earth.In this
context, without the intermediate sensor nodes,
which helps to carry forward data en route, a
remote sensor system would be irrelevant totally.
Any sensor or actuator, which is part of WSN can
act as an Intermediate sensor based on their
location and data transmission path.Thus,
Intermediate sensor nodes are in charge of self-
sorting out a suitable system foundation, with
multi-hop data forwarding between actual source
and destination sensor nodes. In this way, WSNs
can operate with little, minimal effort gadgets for
an extensive variety of uses and they don't depend
on any previous infrastructure [11].

2.5 Security Issues

Security is a vital issue to be considered for the
system which is conveyed in threatening
condition. Organization of a system in a human
uninterruptible place is extremely vulnerable
without security. Plan of a security convention is
a testing errand because of the nature and
accessibility of assets. Security instruments
utilized for systems can differ as per the diverse
needs ranging from fixed to wireless networks
[12].

An arrangement of standards for tending to the
issue of securing remote sensor systems was
proposed. A solution with regards to these
standards, underpins a differential security benefit
that can be powerfully arranged to adapt to
changing system state. Security of a system is
controlled by the security over all layers. In a
massively distributed network, safety efforts
ought to be agreeable to dynamic reconfiguration
and decentralized administration. In a given
system, at any given instant, the cost brought
about because of the safety efforts ought not to
surpass the cost surveyed because of the security
dangers around them. If physical security of
nodes in a system isn't ensured, the safety efforts
must be strong to physical altering nodes in the
field of deployment. Since sensor systems posture
extraordinary difficulties, the security strategies
as a part of conventional systems can't be utilized
straightforwardly. On account of different
limitations in WSN, the accompanying
perspectives ought to be painstakingly considered
when planning a security plot: Power efficiency,
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Node Density and Consistency, Adaptive
security, Self configurability, Simplicity and local
ID [13]. Security in WSNs is as essential as in
different styles of frameworks, particularly in
military and security applications (e.g. intruder
recognition). Aggressors may endeavor to block
movement in destinations (i.e. execute a denial of
service attack) or deal information with the
expansion of some satirize detected information
to arrange (i.e. aggregating invasion). Aggressors
from the inside (ruined node already situated into
WSN) can confer steering issue by driving
information development to parodied sinkholes.
In WSNs, different assaults are discovered in the
following section that damages the normal
operation of the entire system framework.

3 Attacks in WSN

3.1 Spoofed routing information

The most direct attack against a routing protocol
in any system is to focus on the routing
information  itself  while it is being traded
between nodes. An aggressor may spoof, modify,
or replay routing data, keeping in mind the end
goal to upset activity in the system. These
interruptions incorporate the creation of routing
loops, attracting or repulsing system movement
from selected nodes, broadening and shortening
source routes, producing counterfeit mistake
messages, dividing the network, and expanding
end-to-end idleness. A countermeasure against
spoofing and alteration is to affix a message
authentication code (MAC) after the message.
Proficient encryption and verification methods
can shield satirizing attacks. In this kind of
attacks, a malevolent node parodies a MAC
address of a node and makes various ill-
conceived identities that highly influence the
normal operation of wireless sensor network [14].
3.2 Selective forwarding

WSNs are normally multi-bounce systems and
consequently in view of the presumption, that the
participating nodes will forward the messages
dependably. Malicious or attacking nodes can
however decline to course certain messages and
drop them. In the event that they drop every one
of the packets through them, at that point it is
known as a Black Hole Attack. In any case, in the
event that they specifically forward the packets, is
known as selective forwarding. To counter the
possible attacks associated with this, Multipath
routing can be utilized. Such ways of routing are
not direct as they don’t have two consecutive
regular nodes, and they utilize implicit
acknowledgements, which guarantee that packets
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are forwarded as they were sent. In networks,
attackers focus on two kinds of attacks: an
information attack and a routing attack. A
selective forwarding attack is a kind of
information attack, in which a traded off node
specifically drops a packet. In this way, a
selective forwarding attack may harm the system
proficiency. This kind of attack can also be
thought to be a unique instance of black hole
attack. Most of such attacks are caused by a
malignant node that is situated in the route of
information stream. Such nodes can dismiss a
certain or specific delicate message that starts
from different parts of the network and to be
forwarded to the base station. Consequently, a
malevolent node can bring down certain nodes
near the base station to damage end to end
connectivity. Such pernicious node specifically
targets dropping delicate packets, for example, a
packet that reports foe tank development.
Malicious sensor nodes can work as normal
sensor nodes. Selective forwarding attacks can be
categorized into two classes: drop packets in
certain nodes and drop packets of certain types
[15].

3.3 Sinkhole attack

Contingent upon the routing algorithm method, a
sinkhole attack tries to bait all the activity toward
the traded off node, making a figurative sinkhole
with the enemy at the middle. Geo-routing
protocols are known as one of the directing
convention classes that are impervious to
sinkhole attacks. Such routing topology is
developed utilizing just restricted data, and
movement is normally directed through the
physical area of the sink node, which makes it
hard for an attacker to target somewhere else for
making a sinkhole. In a sinkhole attack, the
gatecrasher’s point is to bait all the activity from
a specific zone through a traded off node, to
launch an attack. Thereafter, the traded off node
tries to pull in all the movement from neighbor
nodes in view of the direction measurements
utilized as a part of the routing protocol. Sinkhole
attack is one of the key routing attacks which is
tough to counter on the grounds that the routing
data provided by a node in a remote sensor
arrangement, is hard to validate [16]. To lunch a
sinkhole attack, the gatecrasher first victimize any
normal node in the network and then the
compromise node attacks the other neighbor
nodes based on the data received from the
conventional routing protocols. This leads to a
serious attack situation due to the traded off
nodes location proximity to the sink. As a
consequence, the source is unable to send
information packets to the sink . This prompts
misrouting of information bundles [12].
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3.4 Sybil attack

The Sybil attack signifies “damaging device
illicitly dealing with several identities”. The
attacker adopts the procedure of making a few
duplicate nodes utilizing a similar identity i.e.
indistinguishable  node id. For example, an
inconvenient node can easily stretch false
identities, or may mimic different other
trustworthy nodes inside system. In particular,
WSNs are more prone to sybil attack due to the
nature of open and shared wireless transmission
medium. In addition to that , exactly the similar
rate of reappearance is being shared among all
nodes. In such scenarios, the attacker could make
different lacking authenticity characters by
manufacturing or maybe taking these
personalities with respect to trustworthy nodes. In
this manner , the beds base station cannot
differentiate between the legitimate and produced
nodes. This befuddles the base station alongside
different nodes and corrupts the system execution
[17]. In this attack, a solitary node exhibits
different characters to every single other node in
the WSN. This may deceive different nodes, and
henceforth routes accepted to be disjoint as a
particular node can have a similar enemy node. A
countermeasure to sybil attack is by utilizing a
remarkable imparted symmetric key for every
node to the base station. Thus , in Sybil attacks a
noxious gadget wrongfully going up against
numerous personalities impact large number of
network nodes with a specific end goal to deplete
its assets or taking delicate data.

Types of Sybil assaults

1. Direct vs. Indirect Communication: In direct
communication, Sybil nodes straightforwardly
speak with true legitimate node while in Indirect
Communication, no real nodes can discuss
specifically with the Sybil nodes.

2. Manufactured versus Stolen Identities: In
manufacturing, the vindictive node creates
number of characters while in stolen, the node
hacks an honest node’s authentic node ID.

3.5 Wormholes

This kind of attack is imperative and furthermore,
it is a perilous attack for WSN kind of
deployment. The attacker could record a packet at
a solitary area in the system, burrows them to
another area, and resends them into the system.
The aggressor can replay messages to any piece
of the system. In wormhole attacks, malevolent
nodes can make a shrouded channel between
sensor nodes. A wormhole attack is a vital risk to
a wireless sensor network on the grounds that this
kind of attack does not entail that a sensor in the
system is traded off. See Figure 4.
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Figure 4. Representation of Worm hole Attack in
Network

This kind of attack influences the system layer by
constantly hearing and recording information. It
can be actualized in the underlying stage when
the sensor dispatches to find data [15]. A foe can
tunnel all the sensitive messages received into a
player node in the system over a low inactivity
connection and replay them in another piece of
the system. This is normally finished with the
coordination of two foe nodes, where the nodes
endeavor to downplay their separation from each
other, by communicating bundles along an out-of-
bound channel accessible just to the attacker. To
beat this, the data movement is directed to the
base station along a way, which is dependable
and topographically shortest or utilize tight time
synchronization among the nodes, making the
attack situation infeasible in commonsense
conditions. The wormhole connection can be set
up by numerous kinds, for example, long-range
wireless transmission in wireless networks, by
using an Ethernet cable, a long-range wireless
transmission and an optical connection in a wired
medium. Wormhole attack records packets
toward one side point in the system and passages
them to opposite end-point. These attacks are
extreme dangers to MANET and WSN routing
protocols. For instance, when a wormhole attack
is utilized against an on-request routing
convention, for example, AODV/DSR, then all
the packets will be transmitted through this
malicious path and no other route is found. In the
event that the attacker makes the passage
sincerely and dependably, then it won’t affect the
system and furthermore gives the valuable
administration in associating the system more
proficiently. The attacker can play out the attacks
regardless of whether the system correspondence
gives privacy and genuineness. A key
countermeasure can be integration of the
prevention methods into intrusion detection
framework. However, it is quite tough to locate
the attacker with a software-only approach, since
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the wormhole nodes send similar packets like
their counterpart legitimate nodes. In this case, If
single path on-demand routing protocol such as
AODV is being deployed in highly dynamic
wireless ad hoc scenario, a new route is required
to be found in the event of every route break.
Each such route discovery demands high
overhead and latency. This inefficiency can be
overcome with multiple paths route discovery
protocol which also addresses the phenomena of
all paths breakage in a network. To secure the
network against wormhole, a combination of
processes, procedures, multipath routing and
systems need to be adopted that can ensure
confidentiality, authentication, integrity, access
control, availability. Few techniques of
authentication and integrity mechanism, either by
the end-to-end approach or hop-by hop, is useful
to provide the accuracy of routing information.
3.6 Hello flood attacks

Hello flood attack has proved to be one of the
primary concerns in communication system and it
is generally observed in the network layers of
WSNs. These attacks are mainly caused by an
attacker with high transmission power and that
sends or receives the hello packets used for the
discovery of neighbor. During these processes,
the attacker develops an impression of being a
neighbor to other nodes and finds that underlying
routing protocol provides disrupting facilities for
different types of attacks. Further, the attacker
transmits the packets in such a way that large
number of nodes are considered as parent node in
the WSNs [31]. Figure 5 shows a hello flood
attacker broadcasting hello packets with more
transmission power than base station. In response
to this, a legitimate node has considered the
attacker as its neighbor and also an initiator.

In recent years, the research conducted in the
field of attacks , ascertains rapid increase in
delay while transmitting the message amongst
parent node in WSNSs. Besides, it has been
observed that attacker transmits these hello
messages through large number of nodes. From
this process, the attacker establishes the nodes as
the neighbor nodes in the network. Subsequently,
considerable amount of energy is dissipated
among the nodes while responding to the HELLO
message from attackers end , which further leads
to confusion state [32].
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Fiaure 5. Representation of Hello Flood network

The Hello flood attack recognizes the sensor
node, transmits hello message and proclaim itself
as their neighbor. Further, any normal neighbor
node assumes that the sender/attacker node is in
communication range when it receives the hello
message and start communicating with that node
by providing an entry through its routing table as
its neighbor. The communication amongst sensor
nodes and base station is provided through the
mean of neighbors. The hello message with more
power is generated when the attacker tries to
capture the legitimate node or develops a fake
node in the network and further it produces a
dilemma whether the message has been received
from neighboring nodes [33]. Moreover, it is
observed that hello message has been considered
to travel through the shortest path by the nodes
from the base station on the basis of assumption
that malicious node is the base station and starts
communication with the attacker. Through this
process, the attacker can gain control over the
base station and communication gap raised
among the base station and other sensor nodes,
which eventually affects the routing process.

The properties of the Hello packet has been
categorized into five features and they are as
follows,
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1. The Hello packet size is less compared
to data packet.

2. The tendency of hello packet reaching
its destination (receiver) is high
compared to data packet in weaker links
of the WSNSs.

3. The transmission of hello packet is
higher at lower bit rate, since basic bit
rate is more reliable compared to others.

4. Acknowledgement is not essential while
transmitting data in Hello packets.

5. There is no guarantee in bidirectional
transmission of hello packets.

Hello packets are capable of providing
opportunity for more number of attacks such as
flooding, tempering and node capturing, false
node replication. These attacks are explained in
brief as follows:

Flooding

In this type, a new connection request has been
continuously accepted by the neighbor from the
attacker for resource capturing. The results
observed in legitimate nodes are in terms of
severe resource constraints [35].

Tempering and node capturing
Tempering is generally observed in the attacks on
the components, which requires alteration in the
interior structure of an individual chip. An
advisory module can easily recognize it and can
be processed for hello flood attack. In this
process, the attacker can gain full control over the
sensor node through node capture attack. In order
to develop node capturing, the attacker should
have precise knowledge, efficient equipment with
other few resources. The main limitation
observed in this technique is complexity in
separation or removal of nodes from network
[36].

False node replication

In this process, new sensor node has been rooted
inside WSNs by an attacker by using the ID of
legitimate user. Initially, legitimate 1D has been
replaced with the false one in the network and
replication of this false node along with the
support of flood attack can lead to a huge
destruction in WSNs. The rate of such damages
was predicted to be high and also, the attacker
was found to have gained complete access over
the network [37].
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4.Authenticated Routing Protocols
4.1 Ad-Hoc on Demand Distance

Vector Routing (AODV)

The Ad hoc On-Demand Distance
Vector (AODV) routing protocol operates with
mobile/static sensor nodes for early recognition
of the routes and to reach new destination. Here,
the nodes are not required to preserve and
maintain routes to its destination. The AODV
algorithm comprises with features such as
autonomous, dynamic, multi hop routing amongst
the nodes to establish and maintain route in an ad
hoc network. It addresses the issues regarding
route breakages and fluctuations in network
topology in a well time manner. It is loop free
operation and excludes Bellman-Ford "“counting
to infinity" problem to provide fast convergence
rate during the changes in ad hoc network
topology, link breakage. Further, the affected set
of nodes is identified in order to nullify the routes
using the lost link [38].
The demand on various applications of the
routing protocol has influenced researchers to
modify the basic algorithm and provide better
utilization factor in adhoc networking. In this
study, various AODV routing protocols have
been reviewed, compared to select the effective
protocol. Additionally the benefits of ad-hoc
frameworks and the present difficulties have been
reviewed. Further, this study provides a review on
the areas to be enhanced and to understand the
capability of the ad-hoc networks. The evaluation
parameters such as end to end delay, packet
delivery ratio, energy, throughput are often to be
considered for analyzing Ad hoc On-demand
Distance Vector routing protocol [39] as shown in
Figure 6.

Time
out

Next
hop

Destination | Sequence | Hop

no count

Latest trends show that when a specific team goes

Figure 6 Represents the Routing Table structure in AODV

for a gathering or meeting, without a doubt they
have a handheld PC or laptop instead of scratch
pad. The primary reason behind the fact is that
the network information system data assumes a
dynamic imperative part in sharing data quicker
than with settled base stations. Moreover, it
conveys the data related information by means of
video or voice, starting with one safeguard
colleague to the next through means of portable
hand held or wearable remote gadget [40]. The
challenges arising in deploying ad hoc wireless
networks are,
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1. Energy management
2. QoS support
3. MAC protocol

It has been observed from the above study that
energy management in handheld devices , can
genuinely neglect forwarding packets to Ad hoc
mobile environment. Henceforth, the routing
traffic on the basis of node energy management is
the one way approach to recognize stable route
and nodes that are more enduring than others. It’s
insufficient to consider QoS simply at the system
level without considering the fundamental media
access control layer. In recent years, the trends in
WSNs have been outperformed by QoS approach
because of its advantages compared to other
approaches. A few ideal models are presented in
latest Ad hoc routing methodologies such as
reduced time delay, enhanced packet delivery
ratio, advanced techniques for path finding and
TCP performance to analyze the QoS
performance. An adaptable Ad hoc routing
protocol can responsively conjure on-demand
approaches on the basis of circumstances and
communication prerequisites [41]. Additionally,
these works are necessary in the future for media
access control, and security to understand the
capability of Ad hoc networks.

4.2 Optimized Link State Routing

(OLSR)

The OLSR commonly acquires the stability of the
connection state algorithm into link-state
protocol. Individual node recognizes every link in
the neighbor nodes and occasionally surges a
message containing the entire link connections i.e
link State Message [42]. Further, every individual
node develops a topology map for the network
and freely ascertains the best hop pointing to the
destination through shortest path algorithm.
Generally, the OLSR routing protocol is an
enhanced optimization process to the classical
link-state  algorithm. The advantages of
multipoint relays (MPRs) have been considered
as important concept in OSLR [43]. The MPRs
mechanism chooses the individual node, which
forward transmitted messages during the flooding
procedure. This algorithm decreases control
packet propagation in the entire network because
of the condition that node only selects the subset
of the link along with its neighbor MPR selectors.
In brief, the packet flooding in the system is
considerably decreased because of the fact that
exclusive MPRs only create the link state
information and communicates the message.
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In this way, the MPR nodes may promote just
connections among themself and its MPR
selectors, thus utilizing partial link-state
information for calculating the route.

Only two mobile nodes have been considered in
the single hop transmission. A portable mobile
node is associated by means of LAN association
with Host A, while the other is associated through
various LAN associations with Host B. The
OLSR routing protocol then spontaneously
calculates the link and subsequently creates the
routing path. In actuality, every one of the four
versatile nodes is utilized in multi hop
communication. Single hop experiment also
follows similar experimental setup. However, the
in-between mobile routers are placed at
foreordained areas between two LAN. The
chained link between two LANSs has been formed
by computing the links through OSLR routing
protocol and using intermediate routers [44].

4.3 Dynamic Source Routing (DSR)
Dynamic Source Routing protocol is
defined as a self-maintaining routing procedure
for wireless sensor networks. This protocol can
also work with cell phone frameworks and
portable systems having up to 200 nodes. A
Dynamic Source Routing system can design itself
autonomously without the mediation of human
overseers. A route on demand can be formed
while transmitting the node requests. Self-
developed source routing has been utilized at
individual intermediate device instead of
depending on the routing table. Deciding source
routing requires gathering the address of every
sensor node between source and destination,
during discovery of the route. The captured data
is further used by nodes for processing route
discovery packets. Moreover, the acquired
packets are used in route packets and it comprises
with the details regarding the address of the
individual device where the packet will traverse
[45].
Furthermore, the DSR is considered to be an on
demand protocol which is used to monitor and
regulate the bandwidth consumption rate by
means of control packets in ad hoc wireless
networks. Table driven approaches have been
considered to do the additional work and updating
the table in accordance with changing network
conditions. The key comparison amongst the
present and on-demand routing protocols is the
absence of hello packet transmission, which is
used to sense the presence of nearby nodes. The
fundamental procedure considered in this
protocol is to develop a node’s routing database
through the process of flooding Route Request
packets in the network.
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The destination node reacts by replying back with
a route reply packet to the source after receiving
route request packet. The information regarding
traversed route can be obtained through the route
reply packet received at the destination node [46].

5 Authenticating Routing Framework
Energy efficient routing protocols have been
developed by various authors in order to enhance
the life span of  Wireless Sensor Networks
(WSNs) and balance energy conservation.
Different authors reviews along with routing
frameworks are as follows,

5.1 Cluster head selection

A priority based load balancing method
comprising cluster head selection is used to
overcome the limitations arising due to clustering
in WSNs [20]. Low Energy Adaptive Clustering
Hierarchy (LEACH) technique is deployed to
allocate cluster head position amongst member
nodes. Later, clustering operation is performed
after a particular period of time to return new
setup phase and calculate new cluster head. From
the experimental study, it has been observed that
modified leach protocol comprising cluster head
selection provides better results of about 70,000
packets afore the network breakdown, which is
much higher compared to other existing
techniques. Furthermore, a new clustering
approach comprising multi criteria decision
making has been developed by author [21] in
order to effectively select and manage clusters by
considering different criteria. Technique for
Order Preference by Similarity to Ideal Solution
(TOPSIS) is considered to select the best value
and optimize the clusters. From the study, it has
been observed the result obtained in terms of
number of nodes of 100, initial energy of nodes =
0.5j, shows better performance in terms of
lifetime in WSNs compared to other techniques.
An enhanced protocol comprising node ranked-
LEACH is proposed by author [22] to overcome
the limitations such as random process selection
in existing techniques and enhance the life span
of WSNs. Both past cost and link number
amongst nodes is considered to determine the
cluster head of the individual cluster and
successfully handle shortcomings arises due to
extra overhead and high consumption of power.
The study on experimental analysis shows that
NR-LEACH enhances the lifetime of WSNs
compared to other LEACH techniques and
provides optimal CH for individual cluster
selection.  Another research [49], authors
proposed HHSRP protocol by developing a
mixed hierarchical clustering algorithm that
considers greatest value of coordinator node and
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fitness value to decide CH. The two key
algorithm utilized were mixed hierarchical cluster
based routing and hybrid hierarchical secure
routing. HHSRP showed the capability of packet
transmission based on packet priority and without
losing the packets due to any malicious network
activity.

5.2 Reputation Mechanism

Reputation Based (RB) security scheme has been
developed by author [23] to provide reliability
and security to beacon nodes which contain the
information of sensor nodes in WSNs. Reputation
evaluation model is considered to analyze the
performance of the individual beacon node and
validated to define the credibility of the beacon
node. From the study, it has been observed that
RB model successfully increase the accuracy of
the WSNs in hostile and untrusted environments.
The author specified that in future, this technique
can be extended to overcome the issues regarding
other malicious attacks. Furthermore, a new
model comprising Risk-aware Reputation-based
Trust (RaRTrust) technique has been developed
in order to analyze the issues regarding insider
attacks such as node compromise, traditional
security and bypassing [24]. The developed
technique has the capability to diagnose and
separate malicious and faulty nodes. Further risk
evaluation is considered to overcome dramatic
node spoiling. The results obtained from the
study shows that the proposed model reduces the
effect of bad mouthing attack and further stated
that recommendations can be aggregated securely
when dishonest recommendation is 30% more
compared to total recommendation.

5.3 Hash based node authentication

algorithm

A new memory based approach called hash table
has been considered to evaluate the security and
performance of energy consumption in WSNs
[25]. In this process, the individual node can be
distributed over the entire internet and each node
can be controlled using whole resource space and
related index information. Finally, different
experiments have been conducted by author to
evaluate the performance and results shows better
performance in terms of energy optimization
compared to other techniques. Furthermore, the
usage of energy consumption using Hash
functions such has MD-5, SHA-1, SHA224,
SHA512 has been analyzed by author [26] in
authentication nodes of WSNs. The hash
functions are represented in the form of optimized
codes and processed on virtual computer. It is
observed from the study that SHA-224 has
outperformed other techniques in terms of real
time of 0.1263 sec, user time of 0.0087 sec and
system time of 0.0634s. A new authentication
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scheme comprising Hash based DCHST has been
proposed by author [27] to analyze data
aggregation problems and energy constraints in
WSNSs. Distributed pseudo random function has
been considered to modify the SHA-1 hash
function and deliver collision  resistant
requirements. It has been observed from the study
that combined approach of dynamic clustering
along with hash technique increases the security
and removes redundancy with improved
bandwidth utilization and high data privacy
security.

5.4Data replication mechanism

WSN comprises with hundreds of sensor nodes
and individual node consists of short-distance
wireless links. Because of this wireless links,
energy constraint has always been a critical
issue. Data replication has proved to be an
effective and common way to address these issues
and improve data management in WSNs [28].
The advantages of virtual grid concept are used to
develop Adjustable Data Replication (ADR) to
increase the energy of the popular nodes [29].
The data replication based ADR has been used to
increase the life time of the data nodes and
WSNs. The data replica nodes are repeatedly
built using ADR and near to the query node to
provide balance between overhead and energy
consumption of the sensor nodes. From the study,
the results show that ADR can effectively reduce
replica nodes by 60%.and reduced energy
consumption by 33% compared to other
techniques. Furthermore, a low complexity data
replication scheme has been proposed by author
[30] to increase the rate of data storage and
decrease the probability of data loss. Periodical
recycling has been considered to limit the
memory usage and greedy distribution storage
scheme for data loss prevention. From the study,
it has been observed that data dissemination
scheme is modeled and simulated and results
obtained shows that relative improvement in life
time, energy usage and balance amongst data
storage and neighbor nodes is observed compared
to other techniques.

5.5 Security routing for clustered

WSNs

The sensed data should be effectively transmitted
among the sensor nodes for detection/prevention
of attacks after cluster head selection in WSNSs.
Secure routing protocol has been developed by
author [47] for intrusion detection in clustered
wireless sensor networks. An energy prediction
model has been developed to ensure the node
security and prediction flow model is developed
to reduce the attacks arise due to the traffic during
routing phase. From the study, it is observed that
NS2 simulation tool is used for evaluating the
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security of the developed protocol. The results
obtained shows better prediction and deliver
higher end security against certain routing attacks
such as wormholes, Sybil and hello forwarding
attacks. A secure routing protocol comprising
LEACH and ESPDA, has been developed by
author to address the issues regarding secure data
aggregation [48]. Several WSNs security
requirements such as confidentiality in data, data
integrity and source authentication, availability
have been considered during the protocol design.
The author has compared the developed protocol
with its counterpart namely security context,
complexity in computation and communication.
The results obtained from the study shows better
energy aware with high security compared to
other existing techniques. Furthermore, an
efficient technique on the basis of cluster based
hybrid hierarchical secure routing protocol has
been developed to analyze the issues arising due
to clustering algorithms [49].  An unique
technique has been considered for co-ordinator
head selection through a combination based
cluster algorithm and the co-ordinator head
selection has proved to be the highest value of co-
ordinator node with fitness value. The description
of the packet is received by co-ordinator node
through the source node followed by shortest
pathway selection on the basis of value generated
amongst the intermediate and sensor node. From
the study on experimental results, it is observed
that HHSRP approach  provides better
transmission capability between the source to
destination without the loss of packet to
malicious node.
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6.Proposed Method
The methodologies planned for the proposed
work are as following:

Our approach views the WSN network as a
square grid and utilizes a grid based
clustering method to arrange nodes and to
afford an optimized route to the destination,
taking advantage of the geometric properties
of the grid.

Design & development of a secure and fast
cluster head (CH) selection algorithm. This
algorithm will be extended to select a backup
CH node, in case the cluster head is not
there.

Design & development of network
reputation based system for sensor nodes, in
order to authenticate them.
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o Design & development of a hash based
robust authentication technique that any
sensor node will use to provision a set of
well reputed neighbours (which are
determined by the network reputation based
system) with a one-time password and the
associated hash function.

6.1 Proposed Secure Routing Framework

The proposed routing protocol consists of couple
of functional modules that make it highly
efficient to choose the bona fide sensor nodes in
network. The high level block diagram of the
routing framework is shown in Figure 6. The
entire routing engine will be built on the top of
already existing routing protocols for WSN, such
as aodv ,olsr etc. The lower level interface
module will collaborate data from all other
modules in order to convey the sensor node

validation decision taken by higher level
modules.
Node Validator
Hash Authentication
CH Elector Reputation System

I f

Interface Module
Standard Routing Protocol
ex: aodv, olsr,dsr etc.

Figure 6: High Level Block Diagram of Routing
Framework

7.Discussion

In this research, a wide range of literature
overview is presented in terms of wireless sensor
network deployment, protocols and security
loopholes, which are found to be important
aspects and latest trends in the field of
communication systems. Different techniques,
protocols and algorithms have been considered to
address the issues in WSNs such as data
clustering and various attacks such as spoofed
routing information, selective  forwarding,
sinkhole, Sybil based attack, wormholes, hello
flood attack and acknowledged spoofing is
ascertained in this research.
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From the aforementioned review as shown in
Table 1., it is observed that number of authors
have developed different algorithms to address
and solve the issues in WSNs. Due to the
digitization and increase in the amount of data for
communication purpose, considerable amount of
work is required to reduce the errors and
overcome the attacks. Furthermore, security acts
a key constraint and it is to be considered as
theprimary factor during the advancement of the
communication technologies. From Table. 1 it is
shown that HASH based function technique;
particularly  SHA-224  outperformed  other
techniques in terms of energy consumption and
security with less processing time. The output
parameters such as PDR ratio and throughput
should be improved to achieve effective and
efficient protocol for wireless sensor networks.

The study on routing framework is
found to increase the energy consumption rate
and enhance the lifespan of the system by
providing energy balance between the nodes.
From the study, it is observed that HASH based
technique is found to be effective in selecting the
better cluster head and providing proper
communication among the sensor nodes.
Furthermore, a study is conducted to address
issues arising in Ad hoc mobile environment such
as energy management, QoS support and MAC
protocol. This study conducted helps to find some
research areas and gaps in the field of WSNs in
which by developing an efficient algorithm can
improve the performance of the system. The
future studies comprise with several research
topics in the sensor technology field of providing
better communication among sensor nodes and
issues regarding the security.

8. CONCLUSION

The network vulnerability is more possible with
the sensor nodes in an unattended environment.
Wireless Sensor networks are gradually increased
used by military, health, environmental and
commercial  applications.  Wireless  Sensor
networks are inherently different from traditional
wireless networks as well as ad-hoc wireless
networks. Security is a significant aspect for the
deployment of Wireless Sensor Networks. In this
paper we review the attacks and their taxonomies
in wireless sensor networks. Furthermore, an
overview has been made to explore the security
approach that widely used to handle those attacks.
Wireless Sensor Networks challenges are also
briefly discussed. In this survey we hopefully
motivate the researchers in the futures by using
this survey to bring more effective and robust
security mechanisms that makes their network
more safe.
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Abstract

Identification (matching) system is a recognition and classification form that helps in
identifying the identity depending on his/her dental X-Ray image. This work displays a new
method to identify a person from his/her dental X-Ray image that is widely used in forensic,
border organization, parenting selecting and investigations. The goal of this paper is to design
an efficient identification model depending on dental X-Ray image of identities and that can
be useful to identify the unknown Individuals who died. The techniques that used were image
processing and features extraction techniques which had been added to improve the goal. The
best result attained from the dental X-Ray model was 89% as an identification rate.

Keywords: dental X-Ray; identification; recognition; image processing; features extraction
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1. Introduction

The goal in identification systems is to
determine the identity of an individual from a large
set of possible identities. The system depends on the
templates of the users that have been inserted into the
database at the enrollment process to extract the
desired features to be used for the identification
process. In this process, the system decides whether
there is a matched identity or not [1][2][3]. Biometric
identification system became an industrial implement
for person's matching. The increasing needs for this
system has a significant importance for the security
because there is massive information that the
identities wanted to be protected from the other
damages or hacking. Because of its reliability and
accuracy, biometrics became an important tool for
the security [1][4][5]. Dental identification process
applied in case of the totally damaged, burned
bodies. This biometric measurement is useful tool in
forensic identification in case that the system
couldn’t recognize the identity from his/her face if it
was smashed or burned, so it would be difficult to be
identified by face. Here dental biometrics would be
represented as a positive tool for identifying a person
from his/her dental besides another biometrics such
as finger-print, iris...etc. Besides the forensic
identification, dental biometrics can also be used in
security authentication [6][7]. The aim of paper is
identifying a person from many persons by collecting
their biometric traits in a database. The biometric
trait that employed on in this paper is Teeth
measurement. the aim of this paper comes true when
the designed identification system verify persons
depending on his/her biometrics traits without
humans entry in decision making. this decision
making based on a table that contains the calculations
of the similarity or the differences between the traits
of each person which is got through different stages
to calculate these results. each stage has its
importance to get the desired result. There are some
of the past researches that are related to the subject of
the paper and it is explained as the following:

[M.Cr. 2016], Proved an accurate edge detection
method for dental X-Ray which is canny edge
detection algorithm. It has been tasted of different
bite wing dental X-Ray images for the upper, lower
teeth and it also took in consider the missing teeth as
an object to ensure an accurate result. The stages of
the system included an image enhancement, teeth
segmentation and edge detection with feature
extraction. Three features are selected to be the
identity for each tooth individually: Area, Euler
Number and Standard Deviation.

The preprocessing stage works on bite wing X-Ray
images and gives an accuracy results. The results that
obtained were for normal and missing teeth. The
problem was dental X-Ray suffers from the accuracy
due to different issues, such as segmentation and
teeth edge detection. Additionally, dental X-Ray
images could be changed according to the shoot and
weather conditions [7].

[ S.Dh. 2017], Presented a full system for human
identification by using dental biometric traits with
full actions such as searching, matching and
insertion. The database was a collection of a bite
wing dental X-Ray with high resolution to be
compared with the other types. The system
performance evaluated according to its capacity,
accuracy, and time complexity by using different
dental X-Ray images samples [10].

[ L. Ka.2017], Proposed a dental biometric to
identify human. It is an important tool for forensic
identification in case of the totally damaged face, in
this case biometric identification is the most
promising way to authenticate humans with high
level of accuracy rate. The data tested on two types
of database such as dental radiographs and colored
teeth images. One of the problems that the
researchers was face is the bad quality of the Images
which create difficulties at every stages of features
extraction and matching [6].

2. Proposed Method

The typical design of verification and
identification model consists of many stages as
shown in fig (1).
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Figure (1): Verification and Identification Process

Preprocessing Stage: It has an effective role
on the system performance.

This role contributes in minimizing the problems
that will be found in the image which is
enhancing the image quality by filtering the
image from noise and dirt that might happen in
the capturing stage (the acquisition device). The
preprocessing methods differ from one trait to
another and according to the traits nature.

Feature Extractions: This stage contributes
in extracting the outstanding features of the
biometric measure using different methods to find
out the distinguishable feature of these
measurements.

Matching: The result of the matching phase
can be gotten from the ability of the minimum
distance which is used to calculate the lower
value of the test sample and compare it with the
saved one to get the nearby matching result.
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Experiment Results: It is depending on the
used biometric measurements which is employee
some as a training sample and another as a testing
one, so it differs from one system to another in

computing the recognition rate.

In our proposed system the database constructed
by Microsoft SQL server 2008 that contains the
person’s info (name, mother name and age),
besides the extracted features of the dental X-Ray
images which are mean(g), Standard Deviation
(STD), variance, PCA feature that we got it from
Principal Component Analysis algorithm (PCA)
and the minimum distance. The proposed dental
model divided into two phases: enrollment phase
that contains preprocessing stage, feature
extraction stage, while the identification phase
including preprocessing stage, feature extraction
stage and the matching /identification stage.
Fig(2)illustrates the proposal dental model
structure.
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Figure (2): Stages of Two Phases of Identification Dental Model

The enrollment phase is sequence of The work of this process inserts the
processes, f|rst|y the user reads the X- features into the database Only without
Ray image with Joint Photographic identification. Flg (3) illustrates the

Experts Group (JPEG) format, then dental enrollment phase.

passes through the preprocessing stage
that contains some steps such as image
resizing by scale factor, converting into
gray scale, filtering the image with
median filter and image histogram with
Contrast Limited Adaptive Histogram
Equalization (CLAHE), then passes
through features extraction stage that
consists of steps like PCA feature, g,
STD, variance and minimum distance
where these extracting features are
inserted into the Dental Features Table
(DFT) database.

59



Journal of AL-Qadisiyah for computer science and mathematics Vol.10 No.3 Year 2018
ISSN (Print): 2074 — 0204 ISSN (Online): 2521 — 3504

Shaimaa .H/Hajer .N

-

Input dental X-Ray
image (i) -

Is i exist in the
DB

& { Preprocessing stage ]

l

No |

= |
|

Feature extraction stage [
using PCA algorithm

Insert into (DFT) J

Figure (3): The Dental Enrollment Phase

The preprocessing Phase summarized as the following:

e The input X-Ray image will be preprocessed
starting from resizing all the selected X-Ray 's at
the same size by scale factor.

e Checking the X-Ray to convert it into gray scale
image.

e Apply median filter to filter the image from salt
and pepper noise by using "imnoise" function in
matlab program, if it exists in the image.

Apply image histogram using CLAHE method
Which help to get best results in the features
extraction stage. Fig (4) illustrates the
preprocessing stage.
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The output result of the previous stage treated as an
input for the features extraction stage, to extract the
outstanding feature of the specific X-Ray by using
PCA algorithm which is used to select a collection of
X-Ray images as a training matrix. It would select
the prominent traits of each X-Ray in the training
matrix, and then eliminate these traits to the
strongest one to be the wanted feature after
comparing the training matrix with the test X-Ray
image to decide which one is the strongest trait to be
added to the PCA feature column in the database.
PCA algorithm summarized as the following:
e Reading n of 2D images to convert it into 1D
images (vector).
e Put them in the training matrix which is contains
all the selected X-Ray images vectors as shown
in the formula below:
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Training matrix= [x1,X2,X34...,Xp]

e Calculating mean value (g) for the training
matrix rows as shown in eq (1):
g= Uk Tk, x; (1)

e Calculating Covariance equation (Cov)
depending on the previous results from the
formula and eq (1) as shown in the eq (2). Fig
(5) illustrates PCA algorithm process.

(2)

Each x represents an input X-Ray image vector (1D)
with k length. n represent the number of the input X-
Ray images. g represent the mean value of the
training matrix for each row.

K represents the row length of the input vector.

Cov is the covariance matrix that used to make
the dimensions of the training matrix in the above
formula symmetrical to use the diagonal as
variance of x. T is the transpose of the matrix
(x;, — m)which is made the row as a columns and
columns as rows.

Cov= (xx — &) (% — BT
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Features extraction stage that depending on the PCA DFT was constructed by using Microsoft SQL
algorithm to extract the prominent feature to insert it Server 2008. This table not specified with a specific

into DFT is not the only feature to be extracted, but  sjze which means that the data space of the table is
also there is more such as extracting the mean of the 1imited to a specific size. It contains 10 columns

whole X-Ray image as illustrated in eq (1), the . . r .
variance of the image is also one of these features. including person-id and age of numeric datatype of

The variance defined as the squared difference from  Sizé 4 digits, person’s name, mother's name and
the mean as illustrated in eq (3), STD defined as the image name of char datatype of size 10 digits, pca
measure of how spread out pixels numbers are, as value, mean value, variance value, STD value and
shown in eq (4) and the Euclidian distance of the test distance value of float datatype of different sizes
|mage1is illustrated in eq (5). according to the image feature using Microsoft SQL
0% = ;Z?: (=% A3 Server 2008. These values considered as the features

o= \/1 SN (x, — §)2 @ of the dental X-Ray image of each person which are

NSELEL eSS inserted by the user into the DFT as shown in fig (6).
Distance = %Z’i"zl(xi 2 5) Besides the ability of inserting to the table, there are
c’Represents  variance, o  represents STD, ability of searching, deleting and editing functions.

X; displays each pixel value of the image, g Algorithm (1) shows the way of calculating the test
represents the mean value, and N shows the total X-Ray other features such as mean, STD, variance,
number of pixel values. x; , y; represents different distance.

pixel point in the X-Ray image to give the minimum

distance between two outstanding pixels in the

image.
— = —p— ~ === ~
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Figure (6): Dental Features Table (DFT)
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Algorithm (1): Mean, Variance, STD,
Distance Features of the Test X-Ray

Input: Read the test X-Ray image from the
preprocessing stage
Output: mean, STD, variance, distance

Begin:
Step one: Read X-Ray image from the
preprocessing stage
1.1 Read row and column of the image
1.2 Calculate mean value from the

equation

Mean = Y7ow yreol image )/

(row * col)
Step two: Calculate variance, STD from
equations
Var= (252‘6’ Zgglo image(r‘c)—Mean)Z

(row * col)

STD=+vVar

Step three: Detect boundary for each
object in the image

3.1 Read each pixel point (x,y) in
each boundary

3.2 Calculate the distance (dis)
between each point in the disjoint
boundary objects (obj1, obj2) from the
equation

distance= J(objlx_oijx)z + (0bji1y_0bjyy)?

Select the minimum distance (dis)
Step Four: return Mean, STD, variance,
distance

End
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After inserting the dental features into the
DFT, now continue to the identification stage.
Firstly, the system input a test X-Ray image
from the X-Ray images database that is
containing all the dental X-Ray images of all
the persons with all of its cases (original,
darken, lighten, noisy and rotated one). And
pass through all the stages (preprocessing,
features extraction) where the system asked
for the person's name and mother's name.
Then, reading five X-Rays, preprocessed to
get them into the training matrix. checking if
there are five records for this person's X-Ray
in the DFT, if so, it will bring all the features
that belong to that person as average which is
bringing all the five rows of the pca value to
calculate the average pca value and all the
other features of the test image and the
training matrix to calculate the minimum
distance between the average features of test
X-Ray five records and the features of the
training matrix. Algorithm (2) displays the
dental identification rate  calculation,
Identification process structure illustrated in

fig (7).
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Figure (7): Structure of the Identification Process

Algorithm (2): Dental Identification Rate
Calculation

Input: Read test X-Ray image and input person
name (name), mother name

(mname), age and image name (imgn)

Output: Identification rate

Begin:

Step One: Get the test image into

preprocessing stage

Step Two:

2.1 if name and mname not =" "

2.2 calculate the difference (minimum
distance) between the test features

and each row of the DFT features
For each row (i) do:

(PCA;_PCA;p5t)? + (Mean; _Mean;s)? +
D= (STD;_ STDyest)* +
(vari— vartest)z + (disi— distest)2
If D < min
Min=D
ii=i
End if
End for
Select person name and mother name of
the Min (ii) and go to step 3.2
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Step Three:
3.1ifrecords>0
3.2 read mof X-Ray images and get into
preprocessing stage
Convert each image into a vector (1D) and
put it in the training matrix
Get the training matrix into features
extraction stage
3.3 if records = n for the query person
3.3.1 Calculate average of n records for
each feature of the test
image as Equations:
avgPCAtest= )iy pca; I n
avgMeantest= }.I-.; mean; I n
avgSTDtest= )iy STD; I n
avgvartest= Y.y var; [ n
avgdistest= Y1 dis; I n
Calculate the training matrix
features as equations:
PCAtr= YL pca; I n

Meantr= Y. ; mean; | n
STDtr= i1 STD; I n
vartr= )i var; I n

distr=Y7"  dis; I n
Calculate the minimum distance
between test and training features
As equation:

(PCA4r_avgPCAies)? + (Mean, _avgMeanes;)?
+(STD¢r— avgSTDyest)?
+
(vary,— avgvaryes)®* + (disg— avgdisges:)?

Dis=

Calculate the length of the integer number in Dis
select Num from
the formula:

Num = 10, 100, 1000, 10000, 100000

Calculate the difference (Diff) from equation:
Diff= Dis/ Num
Calculate identification rate (id rate) from equation:

Shaimaa .H/Hajer .N

3.3.2 Id rate= 100 — Diff, check if it is less than
75, don't insert it into DIT otherwise insert it
into DIT with personal information.
Else if the imgn exist in the DFT, then show a
message that it has been previously inserted the
features into DFT.
Else show a message that there are no saved
records in DFT for this person Insert records by
pressing button "insert"
Step Four: return Id rate

End

Discussion of the Results

The preprocessing stage can be considered as a
useful tool for enhancing the image because it is taken
from radiograph and that may have poor quality therefore
it needs to be adjusted in case of image contrast,
brightness, removing noise and threshold to show the
unclear important features. While, Features extraction is
used to extract all the important distinguishable features
that make each one unique than the other one. In this
paper, the features that have been extracted from the
image are mean (g), Principal Component Analysis
(PCA), variance, distance and Standard Derivation (STD).
Training phase take five images for each person to be
processed and extract their features and inserted into the
dental features table. Then testing phase compare the
extracted feature of the test image with the training phase
to give the decision (matched or rejected). There are some
measurements that are calculated to evaluate the quality
of the image, compare and evaluate the performance of
the system. Such measurements are Mean Square Error
(MSE) and Peak Signal to Noise Ratio (PSNR). MSE is
calculated to give the average of the squared intensity of
the original image and the output image pixels as
illustrated in eq(6). PSNR is a quality measure that
calculated from the difference pixels between two images
(original image pixels and the reconstructed image pixels)
which is depending on MSE to give the result of PSNR as
illustrated in eq
(7). Table (1) displays the differences of
the MSE and PSNR on different images sizes.

MSE = ImnlI1(mn)-12(mn)])?
MXN

PSNR = 10 logyo ——
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Table (1): MSE and PSNR on Different
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- 3. Laheeb M., Ibrahim A. Saleh, "Multi-biometric
Images Sizes Personal Identification based on Hybrid
Original Processed Artificial Intelligence Technique using Serial
Image Size 286 KB 164 KB Mode Architecture”, International Journal of
Computer Applications (0975-8887), Vol 87,
Mean 0.7736 0.5187 Issue 18, February-2014.
MSE 0.0650
PSNR 27.3323 4. Ephin M. | etal, "Survey on Multimodal
Biometric using Palm print and Fingerprint",
IJCA, 2013.
Image Size 435 KB 164 KB
Mean 0.6652 0.5144 5. S. M. E. Hossain and G. Chetty, " Human
Identity Verification by Using Physiological
MSE 0.0227 and Behavioral Biometric Traits, International
PSNR 37.8363 Journal of Bioscience, Biochemistry and
Bioinformatics", Vol. 1( 3), September 2011.
Image Size 269 KB 164 KB 6. L.Kasthuri, etal,"Dental Biometric Human
Mean 0.8605 0.5215 Identification", ljartet, VVol. 4, 2017.
MSE 0.1149
PSNR 21.6362 7. Muayad.C. etal, "Edge Detection and Features

Extraction for Dental X-Ray", Eng. & Tech.

. Journal, Vol. 34, Part (A), No.13, 2016.
These measurements would let us being sure that

the preprocessing stage enhances the image or not. The 8.
dental model training dataset includes 75 images belong

to 15 persons (five for each one of them). The best result
displays 89% as an identification rate.

E. Benson, E. Nwachukwu , "An Efficient
Image Preprocessing in an Improved Intelligent
Multi Biometric  Authentication System",
IJAIS, Vol 9, Issue 6, 2015.

Hassan Awheed. "Multibiometrics",
2016.

4. Conclusions 9.

The usage biometric measures to identify unknown
person would achieve flexibility to the system which

means that an identifying him/her from the dental ~10. Dh. K. Saja, S. C. Muayad, " Dental X-Ray

record. The usage of PCA algorithm increased the based ~human identification  system for
accuracy of the system because it extracted the most forensic”, Engineering and  Technology
important trait (unique) that is existed in the dental ;%li;“ah Vol. 35, No. 1,

image to distinguish between them. Besides the other
extracted feature that helps to accurate the result. It
can resist the changes that may be found in the image,
so it enhances the image (remove the damage and
show the important features) to identify the person
even though the image is damaged. The maximum
identification rate in dental model is 89%.
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Abstract

This survey presents an overview of eye-tracking techniques for various security
systems, provides insights into using eye-tracking techniques in security systems. This
paper classifies the techniques using some researches. Researches depend on
characteristics of eye tracking data, which includes viewer and stimuli aspects, also it
does depend on characteristics related to visualization methods. This work contributed
in explain some of the security systems that depend on eye gaze tracking, the
consequences, the positive and negative aspects resulting from the use of eye gaze
tracking in the security system, presents the strengths and weaknesses to keep in mind
in future.
The work finally presents a comparison between those security systems for facilitating
choose the more accurate and effective system.

Keywords. Real-time eye tracking, real-time eye detection, password, gaze,
authentication.
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1. Introduction

One of the security requirements for
general terminal authentication systems is to
be easy, fast and secure as people face
authentication mechanisms every day and
must  authenticate  themselves  using
conventional knowledge-based approaches
like passwords. But these techniques are not
safe because they are viewed by malicious
observers who use surveillance techniques
such as shoulder-surfing (observation user
while typing the password through the
keyboard) to capture user authentication data.
Also there are security problems due to poor
interactions between systems and users. As a
result, the researchers proposed eye tracking
systems, where users can enter the password
by looking at the suitable symbols in the
appropriate order and thus the user is
invulnerable to shoulder surfing. Eye
tracking is a natural interaction method and
security systems based on eye movement
tracking provide a promising solution to the
system security and usability. The aim of this
paper is to review techniques or solutions to
dealing with eye movement tracking in
security systems.

2. Related Work
This paper has performed a study of

existing security systems that based on eye

movement tracking developed by different
researchers according to their area of expert.

In the following paragraphs are given several

of the published researches related to the

goals of this work.

e Alexander, Martin and Heinrich (2009)
present “Eye-PassShapes Method”, Eye-
PassShapes extends and develops two
authentication approaches via combining
them, PassShapes and EyePIN. In
PassShape the users must paint shapes
(that consist of strokes) in a certain
order, this method increase memorability
but doesn’t improve security in
comparison with PIN or password entry.
EyePIN is focused on security instead of
usability.
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The user’s PIN is still the token of
authentication, and the security is
improved when the input method is
changed. Rather than inserting numbers,
an eye movement is performed by the
the user representing the associated
digits. = Eye-PassShapes can  be
considered simpler to be detected than
the exact location of the user's look and
can work with cheap devices. [1].

Alain, Sonia and Robert (2010) present
“CGP enhancements”, CGP which is an
abbreviation for Cued Gaze-Points can
be considered as a system of graphical
pass-word defending from such attacks
with the use of eye-gaze pass-word
input, rather than mouse-clicks, but it
requires  certain  approaches  for
improving the accuracy of gaze. This
study presented two improvements: a
nearest-neighbor gaze-point aggregation
method and a one-point calibration prior
to entering the pass-word. They reached
the conclusion that those improvements
made a significant enhancement to the
precision of users’ gaze and system
efficiency [2].

Justin, Kenrick and Bogdan (2011)
present “EyeDent System”, which is an
improvement to the present
authentication systems that depends on
eye-tracking which requires pressing a
trigger by the user when looking at any
symbol. Rather than that, EyeDent, gaze
points are being clustered in an
automatic way for determining the
character chosen by the user; this
method is beneficial in allowing the user
the authentication at their preferred pace,
instead of a predetermined dwell time. In
addition, not having visible trigger does
not reveal the number of symbols in the
pass-word [3].
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Andreas, Florian and Albrecht (2012)
presented  “a gaze-based
authentication scheme”, this scheme
uses cued-recall graphical pass-word on
all images. This approach uses a
computation of visual attention for
masking these image parts which will
probably be focused on. They created a
realistic threat-model concerned with the
attacks which could happen in public
places, like recording user’s actions
throughout the process of drawing
money from an ATM [4].

David Rozado (2013) present “the
subjectspecific gaze estimation
parameters” using this parameter which
has been gathered throughout a
calibration process to render impractical
to another individual to input a pass-
word by gazing even in the case where
the impostor is aware of the correct pass-
word [5].

Mihajlov, Trpkova and Arsenovski
(2013) present “eye tracking study of
ImagePass”,  ImagePass can be
considered as a graphical authentication
system that is based on recognition. The
aim of the study was discovering the
users perception and reaction to
graphical authentication [6].

Mohamed, Florian, Mariam, Emanuel,
Regina and Andreas (2016) present
“Gaze-TouchPass Scheme”, it’s a multi-
modal method combining touch and
gaze regarding shoulder-surfing resistant
authentication in  mobiles.  Gaze-
TouchPass accepts pass-words with
several  switches  between input
modalities throughout the process of
authenticating [7].

Zhenjiang, et al. (2017) present “iType

novel

System”, a system which utilizes eye
gaze to type private input on commodity
mobile platforms.
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The idea faced 3 main issues: 1) quite
low precision of gaze tracking for
mobiles; 2) issues in the correction of
the input errors because of a lack in
comparing of the value the true text-
entry value; and 3) the movement of the
device along with other noises which
could be interfering the precision of the
gaze tracking and therefore the
efficiency of the iType [8].

3. Typical Model
Movement

Eye tracking can be defined as the procedure

of the detection of the eye place throughout

video frames for the determination of the
position of the gaze. The movement of the
eye according to the head could also have
some impact [9]. This method will be helpful
for disabled people in communicating with
their voluntary motions such as movements
of eyes and nose. People that have unadorned
disabilities could also get benefits from
computer access to do their mundane
activities such as play games and surf the
internet [10]. The concept of eye tracking is
used which continuously track the eye
movement of a person by using a simple
webcam and moves the mouse curser
accordingly. The whole process is divided
into four stages such as face detection, eyes
detection, pupil detection and eye tracking

[11] as shown in figure (1). This system

utilize a USB (Universal Serial Bus) or built-

in camera for capturing and detecting the

movements of the user’s face [10].

3.1 Face Detection: Face detection is the

most important part of the eye tracking

process. Featured base and image base
methods are the two ways of face detection.

[11].

A. Feature-based method: In this method,
facial properties are detected (such as,
Nose, eyes and so on), then assess their
efficiency by observing position and
distance from one another. This method
can reach high speed in facial detection.
Mainly, it is known for its speed pixel
precision [10].

Of Eye Tracking
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This technique divided by Hjemal and
Low into three categories [15]:

e Low level analysis: It handles

segmentation of visual features

using pixel properties,
grayscale, and  animation
information.

e Feature analysis: It uses

additional knowledge about the
face and eliminates ambiguity
resulting from low level
analysis. The first involves
strategies for searching for
serial features based on the
relative situation of individual
facial features. Highlighted
facial features are initially
identified and allow less visible
features.

e Active shape models: Used to
make physical and higher level
appearance of features. It works
in two steps: Look in the image
around each point to get a
better position for that point,
and update the form parameters
to better match to these new
placements.

B. Image-based Method: This method
performs scanning of the particular
image with a window looking for faces
at every scale and location. By the study
of Hjelman this algorithm is essentially
just on exhaustive search of the input
images for possible face locations at
every scale [10]. It contains various
approaches such as neural networks,
example based learning, support vector
machine [15].

3.2 Eye Detection: It consists of four
projections for detecting of eye that are
Edge-Projection, Luminance Projection,
Chrominance  Projection, and  Final
Projection. Viola Jones algorithm is used to
use object Detector it is used for detecting
object [1]. In the pattern of “Between-the-
eyes”, eyes are found and tracked with
updated pattern matching.
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After that, from the taken images correct
image is chosen based on the distance
“Between-the-eyes” [10]. Eye detection
approaches [16]:

A. Regression approach: Minimize
the distance between the expected
and actual eye positions by
understanding the job assignment
from the image input to the eye
sites.

B. Bayesian approach: Learn model
of the appearance of the eye and the
appearance of non-eye. Use the
Baye’s principle to build an "eye
prospect”. Outputs formulas around
each pixel of the input image, from
which prediction will be extracted.

C. Discriminative approach: The
problem is treated as one of the
classifications. A  classifier is
trained to produce a positive result
for spots around the eye and
negative elsewhere.

3.3 Pupil Detection: In this section the

actual pupil of eye is detected first. After

detecting eyes it will start its own processing
and one type of mark is form on eye portion,
after that image is converted into binary form

[11].

3.4 Eye tracking: Eye tracking is the last

section of this process, in this stage the

mouse little bit start moving from its own
location. Gradually it starts up its process and
start working according to eye movement

[11]. Eye tracking techniques [16]:

A. Limbus Tracking: The limbus is the
boundary between the white sclera of the
eye and the dark iris. Since the sclera is
white and the iris is darker, these borders
can be easily detected visually as well as
tracked. This technique is negatively
affected by the eyelid and often hides all
or part of the limbus. This makes its uses
limited to horizontal tracking. This
technique usually does not involve the
use of infrared light.
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Pupil tracking: There are several
reasons for this; but the main advantage
is the idea of "bright spot". Such as the
red-eye mode when capturing flash
images at night, infrared can be used to
detect the pupil to create a high intensity
bright spot that is easy to find with
image processing.

Shaimaa .H/Eqgbas .A/lsraa .A

Electrooculography: Depends on electrodes
connected to human skin. Because of the high
rate of metabolism in the retina compared to
cornea, the eye maintains a constant voltage with
respect to the retina.

o

y

Appearance-based methods,

Template

methods, Feature-invariant

“Bright pupil eye
tracking”, an
tlluminator 1s put near
the optical axis of the
imaging device which
causes the pupil to
seem lit up, and “dark
pupil eye tracking”,

where put farther and

cause the pupil to
seem darker than the
irs.

|

Face Detection J

v

7~

~
Eye Detection

7

.

.
Pupil Detection

J

matching

methods and Knowledge-based methods.

ViolaJones Algorithm

Circular Hough Transform algorithm.
Starburst pupil detection algorithm.

[

-\

Pupil Movement

Tracking

_.[ End ]

Figure (1): Typical Model eye movement tracking System

4. Basic Measurement Units Used in
Pupil Movement Tracking
a) Fixation. It is gathering the gaze points,

those points are gathered according to a
certain region and time-span. The region
of gathering is typically in a range
between 20 and 50 pixels, and the time
span between 200 and 300 millisecond.
Typical fixation measurements are
fixation location given as x- and y-
coordinates in pixels, fixation duration in
milli-seconds and the fixation count (in
other words, number of fixations) [12].
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b) Saccade. It describes a fast eye motion

from a fixation to another one. Their
duration is usually between 30 and 80
milliseconds and are the fastest motion
the human can do. The visual
information is suppressed during this
time span. Usual measurements are the
amplitude of the cascade (which is the
distance that the saccade has traveled),
the duration of the saccade in MS, and
the velocity of the cascade in degrees
per second [12].
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c) Smooth Pursuit. Throughout the process of e) Stimulus. It is any visual content which is
presenting dynamic stimuli smooth pursuits presented to participants throughout the process
could happen. This could be unintentional and of eye tracking. Usually, static and dynamic
only in the case where viewers follow a stimuli, with active or passive content are
motion in a presented stimulus. Eye velocity categorized. Typically, two-dimensional stimuli
throughout smooth pursuits is in the range are shown to participants. Nevertheless,
between 10 and 30 degrees each second [12]. recently, three-dimensional stimuli have also

d) Scan-path. Which is defined as a series of become a focus of study [12].
alternating fixations and saccades [12]. Scan- f) Area of Interest (AOIs), or regions of interest
paths explain the path of eye movements on a (ROIs) could be defined as parts of a stimulus
monitor or a book page [13]. A scan-path can which are highly important for hypothesis.
provide data concerning the participant’s Generally, ~depending on the semantic
searching behavior. The optimal scan-path information regarding the stimulus, Area of
would be a straight line to a certain target. Interest are being created. A movement from
Deviance from this optimal scan-path could one Area of Interest to another is called a
be understood as inefficient search [12]. transition. Common metrics of Area of Interest
Regarding the efficiency of the task, it has are Area of Interest hit that determines if the
been suggested that the fixations number and fixation is in the Area of Interest or not, the
duration, and certain scan-paths patterns can Area of Interest’s dwell time in milliseconds,
be associated with differences in effectiveness and the transition count (the number of
in the efficiency of the task [13]. transitions between two Areas of Interest) [12].

g) Blinks. Rapid bilateral eyelid closure and co-
occurring eye movement [14].

&5 = Guze Gazes
® = Gaze Point
(f} = Fixation w/ Radius and Number
—— = Saccade
= Transition

Figure (2): The Gaze points are temporally and spatially aggregated in the fixations. Saccades work as a connection for
the fixations, also the fixations have a specific duration that is being represented through radius. A temporal order of
fixations is a gaze, but, just if the fixations are within the Area of Interest. An Area of Interest is a region of certain
interest on the stimulus. A saccade from one AOI to the next is called a transition. A complete sequence of fixations
and saccades is called a scanpath.
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5. Comparison Among Some Researches:
This section introduce some details about some
works that related of the security system based on
eye movement tracking system that shown in
table [1].

Table 1: A list concerned with all the references which presented an adoption, enhancement or new existing security systems that

based on eye-tracking techniques.

Researcher Name Year Technique Details
Alexander, Martin 2009 Eye-PassShapes Method | -EyePassShapes is considered to be simpler to utilize than EyePIN.
and Heinrich [1] -EyePassShapes is considered to be faster than EyePIN.
-EyePassShapes can be considered slower than the standard PIN-
entry.
-EyePassShapes have higher security the than standard PIN-entry.
-EyePassShapes have higher security than the PassShapes.
-PassShapes utilizing EyePassShapes are as memorable as
PassShapes utilizing touchpad.
-PassShapes utilizing EyePassShapes with the repeated input
strategy is considered to be simpler to remember than without.
Alain, Sonia and 2010 CGP enhancements -CGP-2 perform lower rates of error and more success through re-
Robert [2] entering password than CGP-1.
-CGP-2’s 1-point calibration retain gaze accuracy at the edge of the
images and not result in more errors at the edges of the images.
Justin, Kenrick and 2011 EyeDent System -improvement authentication process by allow single errors such as
Bogdan [3] a single character missing, inserted, or substituted.
Andreas, Florian 2012 a novel gaze-based -Image-based graphical passwords are considerably have higher
and Albrecht [4] authentication scheme security than the PIN-based passwords, but it rated as lower
usability.
David Rozado [5] 2013 the subjectspecific gaze | -error rates are lower than traditional text based password.
estimation parameters -faster to perform than inputting a password by means of a
keyboard.
-increasing the security by using a database of gaze estimation
models associated to each user.
Mihajlov, Trpkova 2013 eye tracking study of -through the process of selecting passwords, the Passimage area
and Arsenovski [6] ImagePass have the most recognition with 55% attraction, comes next the
Selected password box with 25% attraction.
-through the process of password confirmation task, Passimage area
have the most recognition with 65% attraction.
Mohamed, Florian, 2016 GazeTouchPass Scheme | -especially have security against the side attacks (only 15%-21%
Mariam, Emanuel, success rate).
Regina and -iterative attacks are considered to be complicated, however they
Andreas [7] are possible in ideal conditions (23%-46%).
-authentication time is 3.1 seconds.
-faster and more secure than gaze-based schemes.
Zhenjiang, Mo Li, 2017 iType System - address a series of design challenges, covering accuracy, latency
Prasant, Jinsong and mobility several aspects.
and Shuaiyu [8] -high typing accuracy within reasonable short latency in variant
environments.
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According to the comparison, we have
graphical passwords and graphical user
interface. A quick login and passwords that are
easy to use and remember are offered by these
systems. These systems face several challenges,
one of them gaze accuracy. We found in the
paper [2] a solution through 2 recent
improvements which increase the accuracy of
the gaze without compromising the security and
the usability of the system. These enhancements
get a good results with low rate of errors. Also
we have enhancements in paper [4], but it
focused on security and succeed in increase it
but rated as low usability. There is also
graphical user interface systems, these
technique achieved using an eye tracker were
shoulder surfing become practically impossible.
These system developed in paper [6] and
enhancement in paper [3] were it allow single
errors such as a single character missing,
inserted, or substituted. in these competition
there is two systems that depend the method of
combining multi-techniques, EyePassShapes in
paper [1] get good rates in security and usability
but a little slower than  PIN-entry,
GazeTouchPass in paper [7] that combine
between gaze and touch is faster and more
secure. in the case of eye tracking there is some
enhancements in paper [8] that make eye
tracking more efficient in case accuracy and
limit some sign in errors, for more secure sign
in there is some enhancements in paper [5].

. Conclusion

In this paper, that the techniques was used to
obtain the security of different systems was
identified depending on the eye pupil tracking,
and also the used algorithms were classified to
achieve the pupil movement tracking. In
addition to that, various measurements were
reviewed for the purpose of achieving facial
recognition and eye recognition and then
distinguish the pupil movement. As well as the
show of advantage and disadvantage of the
techniques that used to track the eye movement.
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Abstract :

Opinion mining from reviews is a very crucial area in NLP. This area has many
applications in social networks, business intelligence, and decision making. Aspect
extraction is the main step to achieve opinion mining. This paper proposed an algorithm
for aspect extraction from reviews in the Arabic language, to determine the aspects that the
reviewers are described in their comments. The proposed algorithm begins with analyzing
the comments dataset using latent Dirichlet analysis (LDA) to identify the aspects and its
essential representative words, then extracting nouns and its' adjectives as a possible
aspect phrase in a review. After that the categorizing process to categorize the extracted
phrases according to the words specified from LDA analysis. The proposed approach has
been tested by using two standard Arabic reviews datasets. The result was auspicious in
spite of the difficulties if the Arabic natural language processing.

Key Words. Natural language processing, opinion mining, sentiment analysis, aspect
extraction, latent Dirichlet analysis, LDA.
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1. Introduction.

Opinion mining means extracting and
analyzing people's opinion about an aspect of an
entity, while sentiment analysis (SA) is analyzed
people's emotions towards entities such as
products, services, and topics. SA can be
classified into three levels: documents level
assumes that each document holds opinions about
one entity. Sentence level SA, which aims to
classify the sentiment in a clause to positive or
negative. The third class is aspect level an SA
where the system finds what the writer like or
dislike about the entity. It's also known as
feature-based or attribute based sentiment
analysis[1]. The goal of aspect level sentiment
classifications is to specify aspects along with
their sentiment. For example, "the food is
delicious, but the service is very slow", reflects
the opinion of the reviewer about two aspects: the
food and the service, the sentiment toward the
food is positive while service sentiment is
negative. Aspect level SA includes many tasks,
aspect extraction, aspect categorization, and
aspect sentiment classification [2]. The aspect
extraction process works to find the aspect and
opinions about them before sentiment analysis
step. Unfortunately, the opinion mining in the
Arabic language did not receive enough attention,
due to the limited number of tools and other
challenges that relate to the nature of the
language. This paper would manage two issues;
the first is aspect extraction from the Arabic
sentence, the second issue is  aspect
categorization.

2. Contributions

This work contributes to the field of Arabic
sentiment analysis, firstly; by proposing a method
to identify the aspect terms, and opinion words
related to them. This target is accomplished by
using latent Dirichlet analysis(LDA) to specify
the most critical aspects mentioned by the
reviewers and the words that used to describe
these aspects. The second contribution is design
a specific Arabic parsing system that works to
extract the nouns and adjectives or in Arabic
(sl 5 daall) which is chunking system for
the Arabic language that chunk bigrams and
trigrams for a specific pattern like noun phrases
patterns, then categorize the extracted phrase
using specified words from LDA step.
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3. Related works

Al-Samadi et al., worked on his first
paper to classify sentiment of Arabic news by
extracting aspect to classify news topics. For
aspect, extraction he used N-gram feature pruning
and Stanford POS tagger. His work relies on
searching for nouns to classify news more than
sentiment aspect extraction [3]. The second paper
of Al-Samadi et al. was about aspect-based
sentiment analysis for hotel reviews. His work
depends on using SVM classier to classify
extracted noun phrases. The system uses a
training data set that has XML form extracted
noun aspect by training SVM classifier. XML is a
structured document while our work is more
complicated as it uses unstructured text reviews
about hotels and books[4]. Manahel et al. have
built an aspect based sentiment analyzer for
Arabic tweets depending on the parsing system to
extract noun and adjectives from n-gram, then
categorize this aspect using lexicon made by
her [4]. Shima et al. worked on developing a root
lexicon to lemmatize sentiment words in Arabic
by collecting patterns that used to be sentiment
words like ( dwe> = Jd=d) and ( J=dl = J=dl) but
this work has a weakness mentioned by the
author. The reason for this weakness is that the
word orientation depends on the subject and the
context that guide the sentiment of the word. For
example, the word (big =_xS) has a positive
orientation when talking about the hotel but
negative orientation when talking about
technology or an electronic device [6]. Abdul-
Majeed et al. used the SVM approach for
subjectivity and Arabic sentiment analysis. The
feature used in that study are POS tagging,
gender, and lemma as features, and polarity from
a lexicon. The highest accuracy for sentiment
classification was about 71% [7]. Al-Subaihin et
al. built a system in two steps; the first is gaming
an aa approach to build the lexicon through
player annotation. The second step is a sentiment
analyzer through word segmentation then
calculate the accumulated score for the sentence.
The precision reached 6,0.32 [8].

4. Challenges in the Arabic language

There are three types of Arabic language:
classical Arabic, which is not used in our daily
life, modern standard Arabic (MSA) and dialect
Arabic [1]. MSA is a standard form that is used in
official letters and schools. MSA is a simplified
form of classical Arabic which is the language of
the Quran and the old Arabian scriptures [9]. The
dialect Arabic are local dialects used in Arabic
countries, and this dialect not standard enough,
and differs from each other in many idioms.
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For example, the English word (many), in
Tunisian dialect (Barsha = 4%) to represent
adjective many, while the same word in Iraqi
dialect (hwaya=4)s) and in Egyptian dialect
(keteer =_,x) and son on [9]. The second
challenge is the lack of Arabic lexicon for
sentiment and also the absence of reliable tools
for part of speech tagger, for example, tashfeen
tagger can tag only verbs and nouns which is not
much useful in the case of sentiment analysis [9].
Stanford tagger has some issues in its accuracy
and sense of the right tag of some words. Also,
there is a technical issue is that until now there
are no reliable NLP tools for this language. There
are also differences between researchers about
how to deal with the Arabic corpus of text. For
example,  Abdulraheem, and  Al-khlaifan
recommend stemming to reduce the size of the
lexicon corpus [10], while Rushdie Saleh et al.,
does not recommend stemming for the task of
opinion mining, because stemming may alter the
meaning of the word in context and may alter its
POS tagging [11]. The other obstacle that most of
the reviews in Arabic social networks written in
Arabic dialect form, dialect form causes many
problems in that it required different lexicon
corpus for each local, national dialect [1].

5. Latent Dirichlet analysis

Latent Dirichlet analysis is a generative
statistical model that let sets of observations in
the text to be explained by unobserved groups, to
explain the reason of behind some chunks of text
is similar. LDA is a topic modeling method. LDA
assumes that each review is a mixture of a small
number of topics and each word participates in
one of the reviews topics [12]. This method is
identical to probabilistic latent semantic analysis,
except in LDA topic distribution is assumed to
have sparse Dirichlet prior. Dirichlet priors
encode the intuition that reviews cover only a
small set of topics and that topics used just a
small set of words frequently. This method tries
to find a statistical distribution for topics inside
the document and a model for each topic in a
document. Figure (1) explain the LAD topic word
distribution model[12].
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Figure (1) LDA documents analysis model

The probabilistic model in figure (1) represents the
dependencies among the variables. The outer plate
represents documents (reviews), while the inner
plate represents the repeated word positions in a
specific document. Each word position is associated
with a choice of topic and word. M is the number of
documents, and variables are: « is the parameter of
the Dirichlet prior on the per-document topic
distributions, g is the parameter of the Dirichlet prior
on the per-topic word distribution, Om is the topic
distribution for document, @k is the word
distribution for topic k, Zmn is the topic for Nth
word in document m and Wmn is specific word.
Entities represented by 6 and ¢ are matrices coming
from decomposing the original document word
matrix. 6 Consist of rows of documents (reviews)
and columns defined by topics. ¢ Consist of rows of
topics and columns of words, SO @ ... ... ..... pk refers
to set of rows, each of which is distribution over
topics &l Jias o ) giall oLy ol 1Uad. Now the fully
generative procedure for LDA: Assume that X is a
document or a review in the case study of this paper,
Gr topic, and t is a term

M

Then:

1. Start

2. S= number of topics

3. Generate the n tokens in ith document

form a Poisson distribution

4. Generate relative frequencies © = (¢1, 62. .
. 0k) of different topics in ith document from
an Dirchilet distribution. This step is like
generatingfr = p(Gr|x) for all topics r for a
specific document (review). Note thator =
p(Gr|x) probability of topic given
document.

5. For each of the nth tokens in the document,
first select rth latent component with
probability P (Gr|Xi) and then generate jth
term with probability P (tj|Gr), P (tj|Gr)
where the probability of term given topic.
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6. Proposed system

The proposed system consists of two
parts, the first part is the aspect extraction
algorithm and the second part is the aspect
categorization process. Flowchart (2) is a general
view of these two processes:

read reviews

—»| Hard Disk dataset

Analyze
reviews set
using LDA

v

store the LDA topics and
words with dataset

v

extract noun
and
companion
adjectives from
each review

v

categorize
extracted
aspect using
LDA nouns

!

save the final
aspects

END

Figure (2) proposed system flow chart
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The aspect extraction algorithm is a probabilistic
approach that depends on the latent Dirichlet
analysis model to identify the aspects, and a
parser that parses the reviews to extract pattern of
(described and description) or in Arabic ( s il
ssasall) by using the patterns of (NN, JJ) or
(NN, NN, JJ), note that NN for noun and JJ for
adjective. The proposed approach for aspect
extraction exploit a specification in Arabic
language which is that the attribute (adjective)
come adjacent to the described noun like ( Gl
&'y = hotel is wonderful), or adjacent to a
composite noun in case of (NN, NN, JJ) in ( 4es
saa s all) which is mean (room service is good).
The Arabic language does not use auxiliary verbs,
so the JJ (adjective) comes adjacent to a noun or
composite noun. In the English language, the
descriptor may be blocked from the noun by
either auxiliary verb as in (Hotel is good) or by
auxiliary verb and exaggeration formula (hotel
was extremely good), so this would make aspect
extraction process is little harder. After aspect
extraction the step of aspect categorization is
coming, firstly LDA must be done on the data to
extract the central aspect mentioned by all
reviewers, and specify the representative words
for each aspect. The use of LDA analysis makes
the proposed method probabilistic. There is one
obstacle to extract a demanded pattern from
Arabic text, is that there are no chunking tools to
extract demanded pattern. NLTK has chunking
tools for the English language only, which can
extract noun phrases or any pattern

effectively. For this reason, there is a need to
build an Arabic chunking system or shallow
parser that take bigrams, or trigrams and parse
each word in these pieces and looking for a
pattern of ( NN+JJ) and trigrams with
(NN+NN+JJ) as in

The following algorithm1.:
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Algorithm 1: Arabic chunk parser algorithm

Input: Arabic reviews corpus

Output: corpus of bigrams and trigrams of aspect phrases

Start

Read a review

AW NK

numbers

i

For all reviews in the corpus DO

Divide the text review into bigram chunks

For i in range (0O, length of review -1) DO

Clean text review from punctuation marks and non-Arabic text and

Take every two adjacent words Bigram = [text [i], text [i+1]]

Check the bigram to observe if hold aspect and opinion word

IF bigram [0] in [DTNN','NN’,'NNS','NNP'] AND bigram [1] like ['JJ']

THEN: Save bigram to final list

6. Divide the text review into Trigram chunks

For | in range (O, length of review-2) DO

Take every three adjacent words Bigram = [text [i], text [i+1], text [i+2]]

Check the Trigram to observe if hold aspect and opinion word

IF Trigram[0] in [DTNN','NN','NNS','NNP'] AND Trigram[1] in

['DTNN''NN'] AND Trigram[2] in ['JJ',ADJ’"] THEN : Save Trigram to
final list
7. Save the extracted chunks to the data frame
8. END.
. Location: location aspect consists the

Note that DTNN is DT for determiner followed
by a noun, NN noun, NNS means noun singular,
and NNP means noun plural. Now the second part
of the process classifies the aspects according to
the most aspects that the user has focused on his
reviews about the hotel and from human
experience that are:

o The hotel: contain general opinion about
the hotel

. Rooms: user opinion about the room

. Staff: one of the most important aspects
that most of the reviewers mention.

. Services: an aspect of general services
like Wi-Fi internet, taxi, swimming pools, and
spa.

. Price: is another crucial aspect of
choosing the hotel

. Food: also is an aspect always described

by visitors about the breakfast, restaurant, and
bars.
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location of the hotel and its closeness from the
city center and markets and other famous tourist
places.

To specify the words that represent these aspects,
we use the probabilistic approach by using latent
Dirichlet analysis. LDA used to analysis the
corpus reviews to determine the essential
keywords through topics. To reach to the optimal
number of topics, we have to run the LDA with a
various number of topics on the same dataset with
measuring coherency each time to choose the best
amount of topics that give an excellent coherency
of words. As in the following figure (3), the
highest portion of coherency 0.45 when the
number of topics reaches to 35 topics.
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Figure (3) coherency chart for the different number of topics in LDA process

And the most important words to represent each
aspect are:

Staff: s s 5" "ealale e paacadlalle iluaa, | etc.
Rooms: ‘)g‘).m'&'m"s'@\'s'M'&"&J}Sﬁé}'&'b)}%é}'&'\j\:\i
... etc.

Price:
‘)\a.mij'c'JLL..»\}"'JLL..A‘\'c'@.'\l;a's'@l;njc'&@'c'uaﬂ'a)
...etc.

Location: 'ad se s'¢'l ya''cliasd sl 8Y 11 Cuilay | etc.
Hotel:
d‘}j"vd)ﬁ"'a...l);j’"OLSA"VOISAX"6'4.%);3"'&@\'6'&&"..
etc.

FOOd: 4xn 5'e' JUadY) dan g/ JUadY) dgn ! jUadY'e! Uiy
...etc.

Services:

SISt sedl CaSale!) sedl Sl
...etc.

These extracted words from 35 topics would be

used to categorize the extracted aspects.

The general chart bar of the most important
words in the hotel reviews dataset is clear in the
figure below (4):-

o] 2,000 4,000 6,000

8,000

10,000 12,000 14,000 16,000

Figure (4) chart of the most essential words in the hotel's dataset using LDA
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The results of the LDA refers that there is
overlapping between aspects inside these topics.
This overlapping is useful, and it's powerful for
our approach, it's not a weakness. The process of
aspect
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Categorization of aspects phrases by using the
words specified from LDA analysis process. This

categorizing process is done by matching the
noun in the extracted aspect phrase with the set of
words that represent each aspect as in algorithm 2
as follows:-

Algorithm 2: aspect categorizing algorithm

Input: set of aspect phrases from reviews dataset

Output: corpus of categorized dataset

1. Start

2. For all extracted aspect phrases (i) :
a. Clean phrase (i) from punctuation marks
b. Split the words in phrase (i) to list x
c. IF first word in list X[O] in hotel aspect word list THEN
Save phrase X (i) in hotel column

IF first word in list X [0O] in rooms aspect word list THEN
Save phrase X (i) in rooms column

IF first word in list X [0O] in service aspect word list THEN
Save phrase X (i) in service column

IF first word in list X [0] in staff aspect word list THEN
Save phrase X (i) in staff column

IF first word in list X [0O] in prices aspect word list THEN
Save phrase X (i) in prices column

IF first word in list X [0] in food aspect word list THEN
Save phrase X (i) in foods column

IF first word in list X [0O] in location aspect word list THEN
Save phrase X (i) in location column

3. END

Now we use the same LDA analysis for the Hady

al-Sahar hotel reviews dataset and calculate the
coherency

to see the optimal number of topics that are yield
the highest coherency which is 40 topics as in
figure (5) below:

Coherence score

20 25 30 35 40
Num Topics

Figure (5) number of topics suitable for hotel dataset
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After that, the most important we don’t need to categorize the
words are extracted using the LDA, aspect, the need only to find the

but in books reviews dataset

o] 200 400 600 800 1,000

I
Bg o b

-
e w2

;_' t" i [b [y \[t “l" e

\-" -
Yo bRL EG

(
o'

[
[

G

Figure (6) the most significant words in the 40 topics of hotels dataset

The result showed that the important words are: For obvious reason the process first is extracted

[ N . i . aspect using LDA process, then find the
;ﬁ:{:ﬁ‘:\: ,‘,‘fv", ,‘,)‘:riﬂﬁ;TﬂT\iﬂ important aspect by seeking for the noun with
Rt s Sl ol A 5 Bl part of speech (DTN = determiner). For example,
J\"'L,Liamft }L&\"u‘yuﬂiﬂ'vudﬁ{;u jﬁsy\"um\;} a noun like “AL-ketab™ AL in Argblc IS
.JTJ\"’«L\u\jjﬂ".'QL,\}J"'_ﬁsv‘u;.UJj\v‘v.Qyw‘,‘,‘_‘AY\“,J)‘ equivalent to "THE" determmer_ in English and
Al Al 'dut:aﬂl' U;u:' ey il T "keta_b" noun means "book™) and !f the percentage
A S A of this noun in the TFIDF table is less than 0.09

b SArastl'] this noun would be accepted as an aspect name.

Th o for book The number 0.09 was specified from LDA as a
e aspect categorization process for books threshold to specify the common nouns

dataset is d_ifferent from hotels dataset_ because mentioned by reviewers as an indicator of its
the aspect in hotels case is more detailed Fhan generality among them as an aspect.

books aspects. Hotels reviewers described
detailed part of service or room, while the aspect
of books is more general, for example, its extract
aspect as (poem, novel, etc.), so it seems to be
aspect name more than aspect description for an
aspect of the product or service.

Now all these explained in details in algorithm 3:-
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ALGORITHM 3: Books reviews aspect extraction

Input: Extracted aspect phrases
Output: nouns as aspect about books

1. Start
2. Foriin range( O to length (aspect phrases)) :
a. For noun in phrase(i):

1- IF noun in TFIDF table THEN
A. IF TFIDF (NOUN) <=0.09 or noun in LDA books aspect
List THEN
Save NOUN
b. ELSE: ignore Noun

3. ForI (O to length (reviews)):
For each word in reviews:
IF part of _speech [word] ==DTNN AND TFIDF (word)<0.09 THEN
Save Noun

4. END
But in many cases, the Arabian reviewer is not The testing dataset consists of 400 reviews from
using the traditional formal approach to, the the al-samadi dataset. We calculate the precision
reviewer may use the narrative way to declare his and recall for each row, then plotting the result in
opinion using verb phrase as in (" ey s oSy KIS figure (7) and figure (8) as below:

Aalla any i daidll w0 ™). Or in English ("1

love you all, and | feel like at my home, my Lo
brother "), so, this makes a misleading for any precision
parsing system, causing an open problem.

1.2
7. Results 1
To test the proposed algorithm for extracting 0.8
aspects from Arabic reviews text, two datasets
have been used, the first al-smadi* Dataset for 0.6
books reviews in the Arabic language, and the 0.4
second is hady-al-sahaar**Arabic reviews dataset 0.2
about hotels. This target is accomplished by
calculating true positive, true negative, false 0
positive, and then precision and recall. The true 400 300 200 100 0
positive (TP) means the number of intersections
between aspects tagged by the proposed Figure 7: the precision plotting for each
algorithm and identified in the dataset. The false review in books datasets

positive (FP) represent the number of aspects
term occurrences specified by the proposed
algorithm but not mentioned in the dataset. False
negative (FN) represents the number of aspect
terms occurs in the dataset but not have been
identified by the proposed algorithm. Precision

and recall then calculated
TP

precision = - ---------oo- 1)
Recall = —— 2)
TP+FN

87



Journal of AL-Qadisiyah for computer science and mathematics Vol.10 No.3 Year 2018
ISSN (Print): 2074 — 0204 ISSN (Online): 2521 — 3504

Ahmed .B/Aliaa .K

recall 15
DOGNRIIP O 0D BO 1

400

Figure 8: recall plotting for each review in
books reviews dataset

From figure 7 and figure 8, the reader can notice
that precision is between 0.2 and 1 while the
recall taking values between 0.1 and 1. The
system catch aspects from 28 reviews (8% from
reviews) with accuracy reach to 100%. We can
see that 106 reviews recall between 0.1 and 0.5,
which make about 30% from reviews. So the
precision and recall result is in the table (1)
below:

Dataset | Precision | Recall f-
score

Books 0.78 0.35 0.48
reviews

Table (1) accuracy of the al-samadi dataset

Hotel reviews dataset consist of 367 reviews have
been analyzed, and a more detailed graph for
precision and recall are in the figures (9) and
(10):

precision

300 200 100 0

Figure (9) precision for each review in hotels
dataset

300

Figure (10) recall for each review in the
hotel's dataset

The precision and recall for hady al_sahar hotels
review dataset is on the following table (2):

Dataset Precision | Recall f-

score
hotel 0.73 0.52 | 0.61

reviews

dataset

Table (2) accuracy of hotels dataset

From the table, the average of precision is 0.73,
and most of the aspects have been identified with
precision between 0.6 and 0.9 as in figure (9). In
hotels dataset, the f-score is higher than f-score in
books dataset because the precision and recall are
more consistent.

8. Conclusions

Aspect extraction for the Arabic language is a
new scope in Arabic NLP. The work on this
paper revealed many issues; first, the need for a
standard lexicon to specify sentiment orientation
of words for different Arabic dialects, second
Arabic NLP tools need more accurate taggers and
consider the context of the text. During the work,
we also specify the need for a shallow parser
mechanism for Arabic language tools or
(chunking), which can extract bigrams and
trigrams with a specific pattern. The chunking
software has been built in this work. Now let
discuss our results, from results it's clear that
precision is very good and it's varying according
to the topic of the dataset. The researchers in
aspect extraction should take into their
consideration that there are two kinds of aspects,
a general aspect that determines what is the text is
talking about which is found in the books reviews
dataset (AL-samadi dataset). The second type of
aspect a more detailed aspect that appeared in
hotel or restaurant dataset which is dealing with
more deep points about the object like price,
food, decoration,...etc.
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The precision for books reviews dataset is reach
to 0.78 and its good accuracy for the Arabic
language in the absence of lemmatizes. The recall
is 0.35 in books reviews aspect extractor because
the false negative is small, as the proposed
method can catch aspects more than aspects (and
deeper) than aspects gotten by human annotator
in the dataset, and this is not a weakness, but it is
a positive indicator for the proposed aspect
extractor efficiency. The precision for hotel
reviews dataset is 0.73 and recall 0.52 for the
same reason as in books dataset, but the
categorization process was much easier in the
hotel because the aspect was apparent in LDA
analysis through the topics.
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Abstract :

Stream cipher is one of encryption procedures for sending data in internet; stream
cipher is suitable in telecommunications and real-time apps. The robustness measurement
of stream cipher is according to the randomness of keystream that is utilized. If the
random series of keystream generator is low, the keystream of stream cipher can be read
and encrypted data by stream cipher become vulnerable to attackers. This paper utilizes
Firefly Algorithm based Local Key Generation for generation keystream. The generated
keystream is independent of original messages. The randomness of keystream series of
Firefly passing the five standard criteria. The suggested keystream generator is word-
established appropriated to fast real-time apps than are bit-established linear stream
ciphers. Furthermore, the suggested keystream generator satisfies the three demands of
benchmarks such as maximum correlation, robust randomness and huge complexity.

Key Words. Stream Cipher, keystream Generator, Firefly Algorithm, Local Keys
Function.
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1. Introduction

Cryptography is an exercise together with analyze
procedures for safe communication in the
presence of adversaries. Generally, it is about
founding and studying protocols which overcome
the technique of attackers and that are linked to a
diversity of parts in data security [1]. The
mammoth issues of secure telecommunication is
keeping the confidential information from
interception. In cipher frameworks , It is popular
that the experts of encryption procedures required
techniques to discover an orderly procedure in
checking their ciphers to guarantee that they are
protected from attackers [2][3]. One of a popular
symmetric procedure is stream cipher, all portion
of original message and keystream are encrypted
together. The keys of Stream cipher utilized for
encryption procedure is altered randomly.
Consequently, the cipher that's created is
mathematically very hard to breach. .The
altering of random keystream will not permit
any sample to be frequent that allocate a guide
to attacker to breach cipher data [4], [5].

Stream cipher is suitable on equipment and
programs, and in some situations obligatory in
telecommunications and real-time apps chiefly
with restricted memory [6], [7]. Stream cipher is
less apt to cryptanalysis due to identical portions
of original messages are encipher with various
portions of the keystream [8]. The essential idea
of stream cipher is one-time pad cipher which
is refer to Vernam cipher, necessity that is true
random series with generated keystream , Both
transmitter and recipient are participated
keystream , and keystream only utilized once
[9. The cons of stream cipher are the total
volume of the keystream and the original message
should be the identical. Subsequently a huge
quantity of keystream have to be kept and
transmitted. Furthermore, if the random series is
discover , the keystream utilized for encryption
procedure can be keep track readily [10].

Many different papers utilized to evolve Stream
Cipher generator for Encryption according to Sl
and several techniques, In[11] suggested
keystream procedure for encryption data
according to Ant Colony and the allocation of
letters in the original message. In [12] suggested
keystream generator according to a Particle
swarm optimization for encryption data. The con
of these articles is that enumeration the
appearance of letters of keystream in the
original messages. Of course, that it excess the
overall time consumption for encryption, when
the volume of keystream selected is huge.
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In [13] suggested keystream generator according
to 3D chaotic maps and Particle swarm
optimization  to create a random number
generator and tested by five standard criteria. In
[14] suggested keystream generator according to
on dynamic the thought of updates composite
LFSR stream cipher every update in message that
indicates to has a huge complexity encryption
procedure and tested by standard criteria

Concerning , the stream cipher and Firefly
Algorithm that is debated at the previously, the
contribution of this paper is suggested
Keystream generator utilizing Firefly Algorithm
based Local Key Generation where the generated
keystream is independent of original messages .

2. Firefly Algorithm

Optimization is an arithmetic procedure for
getting either highest or smallest value of a target
function by selecting a best solution from a set of
solutions [15]. There are a huge number of
optimization problems, which were complicated
and toughed to discover a solution at a sensible
time in different areas like business, operations
research and computer science [16].

These optimization problems can be
successfully solved by applied Biology-Nature-
Inspired-Metaheuristic-Algorithms ~ (BNIMAS)
mostly that according to swarm intelligence (SI)
which is a subset of Artificial Intelligence. Birds,
Wasps, Ants, Bugs ,Bees and Firefly are different
models of the family of BNIMASs which are using
the behavior of SI based on target function
[17][18].

In optimization problems, firefly algorithm is
a one of Sl clans of algorithms that lately
exhibited magnificent  performances by
presenting best solutions [19] as shown in
Algorithm (1). Firefly algorithm utilizes the
subsequent three essentials [20][21]:

e All firefly would be going to other fireflies
that have a high attractiveness irrespective of
their gender.

e The attraction of a firefly is apt to its lighting
that is minify as distance of different firefly
rises. Fireflies shall move arbitrarily, when
no it's lighter one than a specific firefly.

e The aim of target function is locating the
illumination of firefly.

Three critical criteria in Firefly algorithm can be
summarized as [22]:
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e The 1% critical criteria is attraction
(attractiveness N) that is specified by its
lighting strength as Eq.1 follows:

N=Nge vt Eq.1

Ng is an attraction at distance t equal to zero,

while v is refer to lighting absorption in weather.

e The 2™ critical criteria is distance that is
specified by utilizing the Cartesian distance
between two fireflies as Eq.2 follows:

Rij :\/Z?=1(F1,s — Fj5)? Eq.2

In the n-dimensional space, F;sis s
component of coordinate F; of i-" Firefly.

e The 3" critical criteria is movement that is
specified by brightness for instance, firefly
(a) would be going to firefly (b) that has a
high attractiveness as Eq.3 follows:

M,=M, +Noe "%*i/ (My. M,) + P (r-0.4)  Eq.3

Where P is refer to randomization value, r is refer

to a random value that its range between 0 and 1

a, M, is refer to movement firefly (a) and My is

refer to movement firefly (b). Furthermore Firefly

is equal to particle swarm optimization when v is

equal to zero [22].

th

Algorithm (1): Firefly Algorithm

Input: number of firefly population light
absorption coefficient v,max- iteration, objective

Output: set of keystream

Begin

Step,: Determine the objective function.

Step,: Generate initial population of fireflies.
Steps: Calculate the Light intensity at fireflies
based on objective function.

Stepy: iteration=1

Steps: A=1,B=1

Stepg: if fitness function of firefly (A) less than
fitness function of firefly (B) then Move firefly
(A) towards firefly (B)

Step;: modify attraction differs with distance
through et

Stepg: Evaluate modern resolutions and modify
brightness intensity.

Stepy:B=B+1

Stepyp: if (B less than or equal to number of
fireflies) Goto Stepg

Stepll: A=A+1, B=1

Stepy,:  if (A less than or equal to number of
fireflies) Goto Stepg

Stepys: Rank fireflies and find the current best
Stepyy: iteration= iteration +1

Stepys: if (iteration less than or equal to max-
iteration) Goto Steps

End
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3. Methodology of Designing Stream

Cipher utilizing Firefly Algorithm

The main essentials of Firefly Algorithm
and stream ciphers have been learned and
analyzed. In this Methodology, Firefly Algorithm
based Local Key Generation (FAbBLKG) is
suggested for generation keystreams as exhibited
in Algorithm (2). In FAbLKG, a Firefly is
utilized to assign a keystream. Each Firefly have
many keys inside that keystream, the keys in the
keystream are set of bits can be 0 or 1. For
instance, if the length of keys of each Firefly is
equal to 512 consequently it is depicted by Eq.4.

Firefly (keystream) key1,key2,.,key512 Eq.4

Algorithm (2): Firefly Algorithm based Local
Key Generation

Input: number of firefly population , max-
iteration

Output: set of keystream

Begin

Step;: iteration=1

Step,:  For each firefly in the population,
randomly generate the initial keystream
utilizing the Local Key Generation.

Steps: Calculate the Light intensity based
on fitness function of keystream of each
firefly

Steps,: A=1,B=1

Steps: if fitness function of firefly (A) less
than fitness function of firefly (B) then
Steps.;: Compute hamming distance
between firefly (A) and firefly (B)

Steps.,: Determine number of swap of keys
in the keystream of firefly (A) between 1
and Hamming Distance

Steps.;:  Making swap operation on
different locations of keys in the keystream
of firefly (A) according to the possible
range of Steps.,.

Steps.4: update fitness function of keystream of
firefly (A) and modify brightness intensity.
Stepe: B=B+1

Step;: if (B less than or equal to number of
fireflies) Goto step5

Stepg :A=A+1, B=1

Stepy: if (A less than or equal to number of
fireflies) Goto step5

Stepyp: Rank fireflies and check fitness
function of them, if its equal to five then
store the keystream obtained.

Stepy,: iteration= iteration +1

Stepy,: if (iteration less than or equal to
max-iteration) Goto step4

End
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3.1 Representation of Fireflies

For generating a keystream, Firefly
Algorithm utilize the binary code as a solution.
The Firefly Algorithm initiates with an
elementary population encompasses set of
fireflies (keystream) according to Local Key
Generation.

3.1.1 Local Key Generation

Local Key Generation (LKG) is a novel
word-established NLFSR stream ciphers which is
offer numerous volumes of keystream per round
than bit-established LFSRs stream ciphers,
according to the word volume. Thus, in LKG an
equilibrium is accomplished between security and
efficiency. LKG can be referred as a development
of the outcome feedback mode. The outcome of
keystream is furthermore the feedback to the
inner state. LKG has initially seed of 512 bits
inner state sets by initialization vector. These bits
are splitted into sixteen 32-bit words categorized
W, to Wy and making XOR and Local Function
feeding among some of them as clarified in
Figure (1).

o[ Wy [ W [ Wa [ W [Ws ] We [ W [ W [ Wo [ Wag [Wyy [Wiy [Wyg [Way [Wys [ Wy |

Local Function

Figure (1): Local Key Generation

The Local Function that is called on one
occasion per iteration, impacts the inner state to
produce 512 bits of keystream per iteration. The
input of Local Function is 512 bits (eight
variable, the size of each variable is 32 bits). In
Local Function, A network of summation mod 2%
and XOR are utilized for diffusion and it
conclude of three procedures as clarified in
algorithm (3). The 1% procedure of Local
Function is Pre-confusion. The 2" procedure of
Local Function is combination (M and Q
Functions) according to two s-box (O;and O;)as
clarified in algorithm (4). The 3" procedure of
Local Function is Post-confusion.
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Algorithm (3): Local key Function

Input: Sixteen 32-bit word (W1 to W16), n=number
of keystream

Output: 512- hit (keystream)

Begin
Stepl: iteration=1
Step2: // Map initialization

R1:W1 R2:W7@Wg R3:W4
Ri=Wis@Wis  Rs=Ws5 Rg=Wy3 R7=Wiyo
O Wy, Rg=W, ®Wy;

Step3: // Pre-confusion. 2%2= 4294967296

R; = (R; + Rg) Mod 2% R=R, ® R,
Rs = (R; + Rg) Mod 2% R:=R;® Rs
Rs = (Rs + Ry) Mod 2¥*  Rg=R; ® R,
R/= (R;+ Rg) Mod 2¥  Rg=Rz ® R,

Step4:// combination functions = My, M,, M3,M4,Qy,
Q2,Q3Qq4

Ri =Ry @ My(Ry)

R3 = R3 @ My(Rg)

Rs = Rs @ M3(R3)

R7; =R; © Mu(Rs)
Step5: // Post-confusion

R, =R, @ Q3(Rs)
R4 =Ry @ Qu4(Re)
Re=Rs @ Qu(Ry)
Rg= Rg @ Q(Ry)

Ri=R; ® Rq R, = (R, + R,) Mod 2%
Rs=R; ® Rs Rs= (R4 + Rg) Mod 2%
Rs=Rs ® R, Re= (Rg + Ry) Mod 2%
R,=R; ® R; Rs= (Rg + Rg) Mod 232
Step6: //Update inner state

Wi: Ri 1 < i < 8

W;=R;_g of Step, 9<i<16

Store the update sixteen 32-bit words called W as
keystream

iteration = iteration +1

Step6: if (iteration less than or equal to n) Goto Step,

End

Algorithm (4): M and Q Functions

Input: 32-bit , N=number of M and Q function,01=
32 x 32 and 02= 32 x 32

Output: Update 32-bit

Begin

Stepl: Break 32 —bit to four variable (y1,Y2,Y3,Ys)

Step2:
if (N==1) then

M(y) = O1(y1) @ O1(y2) © Oi(ys) © Oa(ys)

Qi(y) = Oa(y1) @ Oa(y2) © Oa(ys) D Oi(ys)
Else if (N==2) then

Ma(y) = O1(y1) D Ou(y2) D Ou(ys) D Oi(Ya)

Q2(Y) = O2(y1) D Oi(y2) D Oi(ys) D Oa(Ys)
Else if (N==3) then

Ms(y) = O1(y1) D Oa(y2) D Oi(ys) D Oi(Ya)

Qa(y) Eloz(yl) @D O1(y2) D Ou(ys) D O2(Ys)

se

My(y) = Oa(y1) D Ou(y2) D Oi(ys) D Oi(Ya)

Qa(Y) = O1(y1) D Oa(y2) D Ox(ys) D Oa(Ys)
End if

End
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3.2 Fitness Function of Fireflies

For each firefly, the fitness function is
utilize to measure the robustness of keystream as
brightness (Light Intensity) which is computed by
testing the five standard criteria of generated
keystream as interpreted in Table (1). If the
generated keystream is exceeding all five
standard criteria therefore robustness of Firefly
(keystream) is five and if the generated keystream
is exceeding four of standard criteria therefore
robustness of Firefly is four and so on.

Mohammed .S/Nidaa .F

3.3 Moving of Fireflies

The Firefly Algorithm initiates with an
elementary population randomly according to
Local Key Generation consequently the fireflies
dispersed in state space. If the robustness of
keystream (lighting) of Firefly (A) less than the
firefly(B) consequently Firefly (A) move in the
direction of the Firefly (B) by swapping the keys
in the keystream of the Firefly (A). The range of
swapping keys in the keystream of Firefly (A) is
determined randomly from one to Hamming
Distance between Firefly (A) and Firefly (B) as
depicted by Eqg2. Indeed, the swapping keys in
the keystream creates modern diffusions
(permutations). For example, assume the fitness
(robustness of keystream) of Firefly (A) and
Firefly (B) are 2 and 4 respectively, and the
Hamming Distance between Firefly (A) and
Firefly (B) is 5. Consequently, Firefly (A) move
in the direction of the Firefly (B) by swapping
keys in the keystream of the Firefly (A). The
range of swapping keys in the keystream of
Firefly (A) is randomly selected between 1 and 5
(Hamming Distance). Assume the selected the
range of swap is 3 that is led to making at most
three swap of keys (different swap locations) in
the keystream of Firefly (A).

Table (1): Five Standard Criteria Equations Information [23]

Five Standard Criteria Equations

Information on Five Standard Criteria

~ (M0 — M1)?

T1
M

MO: number of 0’s in keystream.
M1: number of 1’s in keystream.
M: total size of keystream.

T2 = ﬁ( (Mll)z + (MOO)Z
+ (M01)2 + (M10)?)
—%(Mlz +M0?) +1

M11: number of 11°s in keystream.
MOO: number of 00’s in keystream.
MO1: number of 01’s in keystream.
M10: number of 10’s in keystream

2N (&
T3 =— ZM,-Z -P
P\&

M;: number of appearance of the j"of length N P =

22 (5+2Y)

M

N

T4 = <i (Bj; Pj)z>

j=1 J

N :maximum j for which P; = 5.

Bj: Amount of blocks (subsequences runs of 1’s) of

length j in M.

G;: amount of gabs (subsequences runs of 0’s) of length

N 2
+ (Gj P]) J|n M.
P M—j+3
j=1 P = —F——
J 2 (+2)
M —k k:1<k<[m/2
2<A(k) —Q) sks{m2] M-k-1

A(k) =

)

(S; + S410) Mod 2
=0
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¢ S;: For Update inner state of keystream for Local
key Function utilized according to Steps of
Algorithm (3), W=R; ,1<1i1<8 W=R;_g of

4. Case Study of
Keystream Generator

Suggested

Suppose, the number of firefly population is
two and max- iteration is one. The following
steps illustrated the suggested keystream
generator according to Algorithm (2), Algorithm
(3) and Algorithm (4).

e S;: Suppose the seed of two fireflies:

Firefly(A)—>"5d413d691dd67hb3449bf371ac15968af
eebe6361f83cf5c359ae7fc83178ab8ce0157eba9al
8655dadabe24f359f664ad6036972c002764f33738
94d49a6df77"

Firefly(B)—>"27d591c45f02e8c6d0624a6a20d9b4bb
5f59a6e8e497a2e235feb4ad5d45ec8aca348c8f24a
2692e9c608d0992652cd973f9098e69360fab3c318
80567ca82e4".

Each one of fireflies is represented by 128 hexa-
number that is equal to 512 bits.

e S,: At first, each firefly is splitted to sixteen 8-
hexa-number (W, to Wye) ,for instance Firefly(A)
is splitted to (W= "5d413d69",
W,="1dd67b34",...,Ws= "49a6df77").

¢ S;: For Map initialization of keystream for Local
key Function utilized according to Step, of
Algorithm (3), R;= W;> R;= "5d413d69" > R,=
W;, @ W > R,="59ae7fc8" ®
"e0157eba"="b9bb0172" and so.

e S;: For Pre-confusion of keystream for Local key
Function utilized according to Steps; of Algorithm
(3), Ry = (R; + Rg) Mod 2% >R;="16bed6e4",
R,=R,® R; > R2="161c0265"and so.

e S;: For combination functions of keystream for
Local key Function utilized according to Step, of
Algorithm (3), R; = Ry @ My(Ry) At first,
calculating M; (R;) according to Algorithm
(4),y=R,. y will be splitted to yl,y2,y3and y4,
considering as indexing of O;. O, (two S-box in
Appendix) so, My(y) = Oy (y1) @ Oi(y2) @ Ou(ys)
@D Os(ys) 2 My(R,)="5ddc0340" then make @
with "16bed6e4"> R; = "5bc6f670" and so on.

e Sg: For Post-confusion of keystream for  Local
key Function utilized according to Steps of
Algorithm (3),

Ri=R; ® Rg > R;="b80d61b4" @ "e3ch97c4"
->R;="b80d61b4" and so on.
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Step, of Algorithm (3), 9 <1 <

W1="bh80d61b4",W2="a71led0fa", and so on.
Sg: The output of local key function of two
fireflies:

Firefly(A)>="b80d61b4a71ed0fad7c5bcac2

02b6aebfa54589b03f702af5¢cf81164409673
65d413d691dd67b3449bf371ac15968afeebe
6361f83cf5c359ae7fc83178ab8c"

Firefly(B)=>"b94b365494d6e6db29b3a3d6ef

a2lef6cda2534b5e42a326606cha30407549¢e
227d591¢45f02e8c6d0624a6a20d9b4bb5f59
a6e8e497a2e235feb4ad5d45ec8a”.

Sy for each firefly,

(B) is failing in serial test and run test.

Si0: According to Steps of Algorithm (2),
compute hamming distance between firefly
(A) and firefly (B) by convert them to binary
and count the matching number as maximum
making swap operation on

number of
different locations.

S11: check fitness function of two firefly,
already, firefly (A) is passing five standard
criteria early then discovering firefly (B) is
also passing five standard criteria too due to
iterated swap processing. So the final result
of two fireflies in binary form.
firefly(A)="10111000000011010110000110
110100101001110001111011010000111110
101001011111000101101111000100110000
100000001010110110101011101011111110
100101010001011000100110110000001111
110111000000101010111101011100111110
000001000101100100010000001001011001
111111001101100101110101000001001111
010110100100011101110101100111101100
110100010010011011111100110111000110
101100000101011001011010001010111111
101110101111100110001101100001111110
000011110011110101110000110101100110
101110011111111100100000110001011110
001010101110001100".
Firefly(B)="10111100010010111001011001
110100000101001101011011100011010110
110010100110110110101000110101010011
001111101000100101111111110110110010
01

calculating Light
intensity According to five standard criteria
that is illustrated in Table (1). The fitness
function of firefly (A) is 5, i.e. firefly (A) is
passing five standard criteria. However, the
fitness function of firefly (B) is 3,i.e. firefly

16,
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AR R R R AR AR RRER R AR The implementation of above case study of
ARRRERERAERRAREERERRERREREURERRRE suggested keystream Generator for generating
A R R R R R R R AR AR RN two fireflies as two Keystream as showing in
AR R R R R AR RARREER R Figure (2) utilizing JavaScript language

AR IO R ISR I R R IR IR IO IS A S IR B
AR R R IR R IR B IR IR I I I IR I I
\ERARRARR R R RN R R IR R R IR R R
AR AR AR NRRRR A RRRIITR IR R R
Y1Y+¢).++%13001001001011110100010111
000100011010111111110101101001010110
101011101010001011110110010001010"

C | O file///F/5.phd%20thesis/my%20dr.nidaa%20falih%20hassan/paper5/duws il /fa%20code%20javescipt/FABLKG.html %04 a

it Apps L] wwwslidefindernet/, [Y) Master of Informat (ZEFHE) B [ wocl:&] @ Polynomials {y Lecture @ Understanding For, [ [ Autocorrelation Exa » Other bookn|

f1=5d413d691dd6763449bf371ac]13968afeebe6361183cf3c339ae 7fc83178ab8ce0157ebada3863 3 dadabe24£3596642d6036972¢002764£3373894d4926df77
£2=27d591c45£02e8c6d0624a6a20d9b4bb3£39abe8e497a2e233febdadId43ec8aca348c81242269a9c608d099a632¢d97319098269360fab3c31880367cal2ed
fy1=b80d61b4a71ed0fa97cSbc4c202bbaebfa34389b03£702af5cf8116440967f363d413d691dd67b3449bf371ac] 3968afeebe6361£83¢f3c359ae71c83178ab8c
fy2=b94b363494d6e6db29b3a3d6efa2 1efbcda2334b3e42a326606cba30407549¢227d391c45£02e8c6d0624a6a20d9b4bb339abele497a2e235febdad d43ec8a
fy16=10111000000011010110000110110100101001110001111011010000111110101001011111000101101111000100110000100000001010110110101011101011111110100101010001011000
fy2b=10111001010010110011011001010100100101001101011011100110110110110010100110110011101000111101011011101111101000100001111011110110110011011010001001010011

Fiaure (2): Implementation of sample Case Studv

5. Results of Suggested Keystream ~The suggested FADLKG is implemented on
Generator various entire size of data utilizing JavaScript
i o language. The FAbLKG performance is utilized
This paper utilizing one of SI procedures on many keystream series of Firefly of length 512
called firefly with local key generation for bits.  Each iteration, discovering the best
generation keystream. Through implementation keystream if it found then store it, when the
of suggested key generator, the procedure has robustness of keystream series of Firefly is five
several variables as illustrates in Table 2. that means passing the five benchmark tests.
] For instant, the result of one keystream series of
Table 2. Variables chosen of suggested Firefly that is passing the five standard criteria as
keystream generator interpreted in Table (3).
Variables Range
number of firefly population | 2 to 1000 Table (3): Five Standard Criteria Performance
max- iteration | 1 to 1000
Length of firefly | 512 bits 5 - Test | Threshol Test
Number of swap of keys 1 to benchmark | Value d value<
in the keystream of Hamming Tests Threshol
firefly. Distance d
Frequency T1 | 0.007 3.841 pass
Serial T2 4.941 5.991 pass
Poker T3 11.81 24.995 pass
If utilize only firefly algorithm for generation 3
keys will be stuck in local optimal and some of Runs T4 5.028 12.591 pass
generated keystream will be poor. While, the Autocorrelatio | 0.531 1.96 pass
generated keystream of suggested FAbLKG has nTs

high randomness by passing the five-benchmark
tests due to utilizing local key generation and
firefly algorithm. Local key generation is prevent
the firefly algorithm from stuck in local optimal
and generated keystream
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5. Conclusion

This paper suggests FAbLKG with robust
infrastructure  with more diffusion of the
generated keystream, From examining the best
keystream of rounds by utilizing FAbLKG and
rely on randomness standard, it is simple to
observe that the suggested FAbLKG have a
huge keystreams solutions which are satisfied
the three demands of benchmarks such as
maximum correlation, robust randomness, huge
complexity. Attacker want to 2512 prospective
trails to breach of the generated keystream of
FAbLKG, consequently in this situation, a brute-
force attacking seems unwieldy step. FAbLKG is
Word-established may be better appropriated to
fast real-time apps than are bit-established linear
stream ciphers, FAbLKG is offer numerous
volumes of keystream per iteration than bit-
established LFSRs.
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Appendix A
$1and 2 are generated randomly as follows:

$1={0xB2C420F8 0x3218BDAE, 0x84390D94,0xD5 1D3ASC,0xA3AB3D24,0x2A339E 3D, OxFEEGTA
23 OxAF844391,0x17465609,0xA99ADOA1,0x03CASITB, 0x6024A656, 0x0BF05203 0x8F S59DDC, 0
XEE171139,0x99BOESF,0x8820ATED, 0x2C511CA9,0xDS9BF 75, OxF2FSCDDO,0x2DA2C498, 0x48
314C42,0x922D9AF6,0xAAGCE00C, 0xACE6EN78,0xTD4CBOCO, 0xS S00CSES, 0x23E4376B,0x6B36
5D40,0x88C28D4A, 0xCA6A8992,0xB40726AB, 0x508C6BC, 0XBES TB3BY,0x4A894942, 0xIAEEC
C5B,0x6CAGF10B,0x303F8934,0xDTAS693A,0xTCSA16E4,0xBSCFOACY,0xAD14B784 0x819FFOF
0,0x336BES60,0xSDBEEEFE, 0x0E943776,0xD4D52CC4, 0x0E9BB490,0x376EBGFD, 0x6D891635,0
xXD4078FEE 0xE07401E7,0xA1E4350C,0xABCT8246,0x73409C02,0x24 704A1F 0x478ABB2C, 0xA0
849634 OxOESESFEB,0x77363D8D, 0xD350BC21,0x8 76E 1BBS 0xC8F55COD,0xD112F39F 0xDF 1A
0243,0x971 1B3F0,0xA3334F64,0x42FB629E, 0x1 SEAD26A, 0xD1 CFA296,0x TBA4 SFEE 0xBSFC2EQ
D,0x80168E15,0x0DTDECID, 0xC3581FS5,0xBE4A2783,0xD27012FE 0xS3EASICA, 0XEBAAOTD2
0xS4FSD41D,0xABB26F A6, Ox4 1BOEADS 0xA48174C7,0x1F3026F0,0xEFBADDSE, 0x38 TE9014,0
x1505AB79,0xEADFODF?,0x67755401 0xDA2EF962, 0x4 1670BOE, 0x0ES642F2, 0xCE486070,0xAd
7D3312,0x4D7343A7,0xECDAISD0,0x1F79D536,0xD362576B,0x9D3A6023 0xC793A610,0xAE4D
F639,0x60C0B14E, 0xC6DDSE(2, 0xBDES3F4E, 0xBTC3BOFF, 0x2BESBCAD,0xE4B3FDFD, 0x 7989
7325,0x3038798B,0x08AE6353,0xTD1D20EB, 0x3B208D21,0xDODED104,0xC3244327,0xF20DCDF
A0xBTCB7159,0x38F3199F 0x9835E43B, 0xIDF6C2D6 0x46114185, 0xE46F SDOF, 0xAAC70BIB, 0
x48590337,0x0FD77B28,0x67D16C70,0x73AES3F4,0xF TBFECA1,0x6017B2D2,0xDSAOF A28, 0x98
93FS9F OXE976832A, 0xB1EB320B,0xA409D915,0xTECEB 543, 0x66E S4F98, 0xSFF80SDC, 0x599B2

23F, 0xAD78B682,0x2CF SC6ES, 0x4FC71D63 0x08FSFED1,0x81C3C49A, 0XE4D0A778,0xBSD369C
C,0x2DA336BE,0x76BC87CB, 0x957A1878 OxFA136FBA, 0x894A1911,0x909F21B4 0x6ATBG3ICE,
(0xE28DD7E7,0x4178AA3D,0x4346A7AA OxA1845EAC, 0x166735F4, 0x630CA1 59,0x58940419,0x4
E4F177A,0xD17959B2,0x12AA6FFD,0x1 D39ASBE, 0x7667F SAC, 0xEDOCE165,0xF 1638FD8, 0x28

BO4E02,0x8F3COETB,0xTAIFF137,0x598324AE, 0XFFBAAC22, 0xD6TDESES, 0x3EB 32897, 0x4E07
E855,0x87CET3F3,0x8D046706,0xD42D18F2,0xE71B1727,0x38473B38,0xB37B24D5, 0x38 1C6AE1
JOXE77D6389,0x6018CBFF,0x93CF3752, 0x9BEEA235, 0xS04AS0ES Ox464EA180,0x86AFBESE, 0xC
C2D6ABO,0xAB91707B,0x1DBADS 79,0xFIF AFD24,0x2B28CC54,0xCDCFDEB3, 0x68A30978,0xd

3AGDFD7,0xC81DDISE, 0xA6C2FD31,0x0FDO7343 0XAFB400CC, 0xSAF 11A03,0x2647A909,0x24
791387,0xSCFB4802, 0x88CE4D29,0x353F SFSE, 0x7038F851 0xF1F1COAF, 0x78EC6335 0xF2201A

D1,0xDF403561,0x4462DFC7,0xE22C3044, 0x9C829EA3, Oxd3FDEEAE 0xTA42B3AT 0xSBFAAAE
C,0x3E046833,0x5789D266 0x3069CE1A,0xF115D008, 0x4 553 AAGF, 0x3194BE09,0xB4A9367D 0
0A9DFEEC,0x7CA002D6,0x8E33A873,0x96SE8183 0xE1219370,0x1F A480CF, 0xD3FBGFEF OXED
336CCB,0x9EE3CA39,0x9F224202,0x2D12D6ES, 0xFAACSOCE, OxFAIESSAE, 0x61498332,0x0367
8CCO,0x9ESSEFDT,0x14D79DAC, 0x0192B535,0x393BCE6B, 0x232BA00D, 0x84E18ADA, 0x84357

BAT,0x56828948, 0x166908F3 0x414A3437,0x7BB44897,0x231 SBES9, 0x7TA01F224,0x 7056 AASD 0
X121A3917 E3F47FA2 0x1F99DOAD,0x9BADS18B 1.
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$2=[0xEBGE3836,0x9ED8A201,0xB49B5122,0xB1199638 OxAOA4AF 2B, Ox1 SFS0A42,0xT75F3759,
(x41291099,0xB6131D94,0x9A363075,0x224D1EB1,0x12BBOF A2, xFF9BF C8C,0x38237F23,0x98
EF2A15,0xD6BCCF8A, 0xB340DC66,0x0D7743F0,0x13372812,0x6279F82B OxdE4SES 19, 0x98B4B
E06,0x71375BAE, (x2173ED47,0x14148267,0xBTABS B3, 0x A8 TSE314,0x1372F18D,0xFD105270,
(xBS3F161F,(x3C175260,0x44FFDASF,0xD428C4F6,0x2C2002F C,0xF2797BAF, 0xA3B20A4E 0xB
9BF1AS9,0xE4ABASED, 0xC12C38D,0x96516F9A 0x51361E77, 0x84DA1362,0x7AOE984B, (xBE

D833E6,0xD0D610B,0x9CACEA2S, 0x1682ACDF, 0x889F603F 0xOEE2FEBA, 0xDB336C92,0x868
18021,0x3CCSBEAL0x75A934C6,0x95574478,0x31A92B9B, (xBFE3E92B, (xB28067AE, 0xD862D
848,0x0732A22D,0x840EF8 79, 0x79FFA920,0x0124C8BB, 0x26C75B69,0xC3DAAACS, 0xFI1C8T1A
D,0x6C678B4D,0x46617752, 0xAAEA9334,0xCABES136,0x6D0AC34C, 0x680CA74C, 0xSCDS2B3F,
OxA1CT2A39,0x336EFBS4,0xD3B1A 748, 0xF4EB40D3, 0x0ADB36CF, 0x39F A1CED,0x2C694FF9,0
xICE2FS1A,0x469B9E34,0xCET4A493,0x08B351 11, 0xEDEDS17C,(x1693DGFE, 0xE31CTECT (x57
827B93,0x0E02A748 0x6E4AICOF,0x4D340764,0xSDFFC43C,0x891D29D7,0xF9ADIDS2, 0x3F663
F69,0xD00A1BY,(x615E2398 (xEDBBC423,0x0939 7968, 0xE42D6B68 (x24CTEFB1,0x384D472C,
(x3FOCE39F,0xD02E787,0xC326F 415 0x9E133320,0x1 SOCBIE2, OxEDI4AFCT,0x236EABOF (x5
96807A0,0x0BD61C36,0xA29E8F37,0x0D8099A3,0x520200EA,0xD1 IFFI6C OxSFF47467,0x575C0
B39, (x0FC89690,0xB1FBACES (x7A957D16,0xB34DSF76,0x21DC7 7B, 0x6DESSCF3 (xBFETAE
E9,0xC49571A9,0xTFIDE4DA,0x29E03484,0x786BA433,0xC26E2109,0x4 A0215F4,0x44BFF99C,0
x711A2414 0xFDESCDDO,0xDCE15B77,0x66D37887,0xF006CB92, 0x27429119,0xF37B9784,0x9B
E182D9,0xF21B8C34,0x732CAD2D, 0xAFSAGAG0,0x33ASD3AF 0x633E2688 OxSEABSFD1, 0x23E
6017A,0xAC27ATCF, 0xFOFCSAE, 0xCC857A3D, 0x20FB7B36,(x3241F4CD OxE132B8F7,0x4BB3
7036,0xDA1D3F94,0x76E08321,0xE1936A9C,0x876C99C3,0x2B8A3877,0x708784D6,0x13EBETSF
0x57592B96,0x07836744,0x3E721D90,0x26DAAS4F, 0x253A4E4D, OxEAF A3 TDS3 (x9CO830E4,(xD
7F20466,0xD41743BD, 0x1275129B,0x33D0F 724,0xE234C68A 0x4CA1F260,0x2BB0B2B6,0xBD34
3A87,0x4ABD3789,0x8 TAS4A81 0x948104EB, (xASAAC3EA (xBACSBAFE, (xD4479EB6 0xC4108
368,0xE144693B,0x5760C117,0x48A9A1A6,0xA987B887,0xDF 7C74E(,0xBC0682D7,0xEDBT703

D (xSTBFFEAA, (x8AOBD4F1,0x1A98D448 0xEA4613C9, 0x99EOCBDG, 0x780E39A3,0xADBCD40
6,0xA94BC384,0xF7A81 CAE, 0xABS4ECD4, Ox00DEF 340, 0x8E2329B8, 0x23AF3A22, (x23C41FA,
OxAEDS8T29E, 0x2E59357F,0xC3ED78AB, (x687724BB, 0x7663886F, (x1 669AA35,0xS966EAC],0xD
$74C3543,0xDBC3F2FF, (x4DD44303,0xCD4FSDO1, 0x0CBF 1 DGF, 0xA8169D39, 0x87841E00,0x3CS
15AD4,0x6E T1F2ES, 0xSFD4AF A6 0x474D0702,0x8B6AD73E, 0xF5 T14E20,0xE608A352, 0x2BF 644
F8,0x4DF9ASBC,0xBTIEADTE, 0x6335F SFB,0x0A271 CE3,0xD2B552BB,(x3834A0C3,0x341C390

8 0x0674A87B,0x8C87COF 1 0xFF0842FC,0x48C46BDB, 0x30826DF8, 0x8BS2CESE, (x0235C903,0x
DEA4844C3,0x296DF078,0xEFAAGFEA, 0x6CB98D7,0x6E939632,0xD3D3732F (x68DISF 19 xd3

FC0148 0xF808C7B1,0xD43DBDSID, 0x3DD1B83B, 0x8BAS24FD,0xCO449ESS, 0xB743CC36 Oxd IF
ADDAC,0x141E9B1C,0x8B937233 0x9BIIDCAT];
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Abstract

There are many time series that are characterized by large variability, which
makes them suffer from the problem of heterogeneity of contrast clearly, Where
the time series analysis requires the homogeneity of variance for this purpose was
the study and review of some important models used in dealing with the time
series heterogeneous in contrast, a GARCH, ARMA-GARCH,TGARCH,
EGACH , When the distribution of errors follows the normal distribution which
was discovered by Engle since 1982, The aim of this study was to forecast . This
study aimed at forecasting the exchange rates of the Iragi dinar against the US
dollar for the period from 2010 to 2018 through an analysis of fluctuations in the
exchange rate series. The application of the studied data showed that the best
model for predicting volatility is ARMA (0-1) -GARCH 2.1) based on some
criteria for selecting the AIC, SIC, H-QIC and the significance of the estimated
model parameters.

Keywords: heterogeneity of variance, yield chain, GARCH,
EGARCH, TGARCH, ARMA-GARCH, AIC, SIC, H-QIC


mailto:malsharood@gmail.com
mailto:omar.muhy13@gmail.com

Journal of AL-Qadisiyah for computer science and mathematics Vol.10 No.2 Year 2018
ISSN (Print): 2074 — 0204 ISSN (Online): 2521 — 3504

Muhammad .H/ Omar .M

Review of Literature

The first model was proposed by the world
(Robert F. Engle) in 1982 when he studied the
variability of monetary inflation in the UK. It has
been found that the proposed model is more
accurate in prediction.

In 1986, Bollerslev presented a more generalized
model called Generalized Autoregressive
Conditional Heteroscedasticity, which became
known as the GARCH model. It includes the
conditional variation in the model when the error
follows normal distribution as well. Determine
the terms of the stability and self-correlation of
this model.

In 1987, the researchers (Engle, RF) proposed the
GARCH-in-Mean (GARCH-M) model, since this
model adds the term heteroscedasticity to the
arithmetic mean equation, which allows the
average revenue to be defined as a linear function
of time.

In 1991 Nelson presented the EGARCH model
with an error following the distribution of the
general error and used it to estimate the
exceptional risk in the weighted value index
market for 1962-1978 and concluded that the
EGARCH model was better than the GARCH
model.

In 1994, Zakoian first proposed the Threshold
GARCH (TGARCH) model, which allows the
asymmetric effects of positive and negative
shocks to fluctuate and enables it to be applied to
the pattern of volatility in stock returns in the
French market.

In 2008, the researcher, Abdullah Suhail star, the
study included models (ARCH and GARCH) and
the use of method (Conditional MLE) to estimate
and then studied the predictions of subsequent
views you and use the style simulation to
generate data and calculate a general formula to
calculate the torque coefficient splaying models
GARCH and ARCH from the lower grades.

In 2011, the researcher Mohammed, Mohamed

Jassim, studied the use of GARCH models to
predict the Saudi stock market index. He studied
the process of diagnosis and estimation of the
appropriate model and found that the best model
for data representation is GARCH (1,1) t-
distribution errors.

1. Introduction:

Some researchers focus on time series topics
because they are important in studying the
behavior of different phenomena over specific
time periods through their analysis and
interpretation, The topics of the time series
include many areas (medical, environmental,
economic, etc.) ,The definition of the time series
(it is a series of observations that are arranged
according to time of occurrence) There are two
types, the first is Discrete Time Series and the
second is the continuous time series, The aim of
the time series analysis is to obtain an accurate
description of the features of the phenomenon
from which the time series is produced, and to
construct a model to explain the behavior of that
phenomenon , and predict future observations of
the phenomenon studied based on what happens
in the past. The most important models applied to
time series data are the ARMA models used in
many different fields. To be able to use the
ARMA model, there must be three conditions for
the random error of the model:

DHE(g)=0

ii) V(e,) = E(&?) = o?

iii) E(g,&5) =0 for t+s
In the event of a breach of those conditions for
the existence of a particular factor may be
externally or an emergency on time series must
look for other models can adapt to those factors
that led to the existence of differences in terms of
this time series, and in particular in the time
series on financial transactions.

2. Problem Search:

The problem for the search in the presence of
fluctuations in the prices of a series of Iragi dinar
against the US dollar, which led to the instability
of the US dollar and thus the use of regular
ARMA models would get irrational future
predictions. The plans based on these results are
therefore useless.

3. The aim:

The aim is to build the best model for forecasting
the Iraqi dinar price series versus the US dollar
daily for the period from 2010 to 2018 by
applying a number of different models that are
used to predict in time series of volatility,
including GARCH model, TGARCH model,
ARMA-GARCH model, and EGARCH maodel.
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4. Autoregressive Conditional
Heteroscedasticity models (ARCHy)): I
It was the first model proposed by Robert Engle
in 1982. The ARCH model is a return series with
a conditional average and a conditional variation.
The conditional mean of the return series p is
constant, the conditional variance of the return
series is in the form of a model that contains an
error limit and a non-stability equation, the
equations of the ARCH model are as follows.
Vi=pu+xe 0 . )]

Xy = Op * & e ... () , & =~ iidN(0,1 and
0f = Q4+ ayxf g + 0XE, + o+ RE,
@)

Where o2 is the equation of volatility, which can
be written in the formula below.

0F=Q+ X0, X e 4)

Whereas >0, ;=0 , j=12,.....p
and, Q, g, represent the parameters of the model.
The process is in the case of stability if and only

Muhammad .H/ Omar .M

6. Exponential Generalized
Autoregressive Conditional

Eﬁgeroscedastic Models (EGARCH)

This model suggested by Nelson in (1991) and on
the contrary, the classic model GARCH which
assumes symmetry oscillations around the shock.
As well as the positive constraint imposed on
parameters, Because the EGARCH model
describes the relationship between the previous
values of the random error and the conditional
variation logarithm, with no restrictions on
transactions that ensure that there are no negative
effects of conditional variation, which allows
avoiding positive transaction
constraints (B; & «;), As follows:

Let us have the EGARCH model of the class (p,
q) (p =1) & (q =1). Therefore, this model can be
written as follows:

. . Ve= 0t X

if the total parameters of the Autoregressive are X, = O, & & ~ iid N(0,1)

positive and less than one. q p 5
X _:

_ _ In(e}) = @+ ) fIn(el;) + > af |- |2
5.Generalized Autoregressive = ~ Or-i n
Conditional Heteroscedasticity Model Xe-i

[5][4] + 4 - (7)
(GARCH(p’q)): (]
GARCH models (p>1) and (g>1) can be defined or

as follows:
yepn+ x, and, g ~ iidN(0,1)
Xy = O * &
67 = Q+ Xt g+ apXxZ, + o+ apXE, +
B10t1+ B2 6tz + -+ BAOEg .o (5)
As the y; series represents a stable return series
and uncorrelated

and p represents the average of the stable return
series

And that they are independent g Series and
similar distribution (independent identically
distribution) and keep track of the standard
normal distribution with mean 0 and variance 1.
And o is the equation of volatility, which can be
written in the formula below.

of =0+ ij:1 Q; X%—j + Z?:1 Bi Ot-i - (6)
whereas.

Q>0, >0, j=12,.....p, B;=0, i
=12, ...... ,q

And, Q, aj, Pi represent the parameters of the
model.

log(c?) =2+ X! a; g(Z,) + XL, B;log(of) -
whereas
g(Z) =0Z +a(|Z| - E(|Z) & Z,=x{/0;
_ [xe—il] _ 2
E(x¢/o,) =E {—Gt—i} = ﬁ
Q) (&) j=12,...,q¢ i=1,2,...p . B oo
Represent the model parameters is not required to
be positive, while Z, may be a normal standard
variable, or come from the generalized error
distribution, and that the equation g (Z;) allows
the signal size Z, to be discrete effects from
fluctuations, , And that the z, limits are positive if
the g(z; ) is linear with parameters (8 + A) If z, is
negative, the g(z; )is linearized by parameters (0 -
A) This situation allows for asymmetry on the
rise and fall in the share price, which in turn is
very useful, especially in the context of bond
pricing.
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7. (Threshold Generalized
Autoregressive Conditional

Ellt]e'f%roscedastic Models) (TGARCH)
The idea behind the TGARCH model is that it is
better to capture negative shocks because they
have a greater impact on fluctuations than
positive shocks. To be able to capture these
movements, a model must be studied that allows
this model to determine the conditional standard
deviation by referring to the previous lag. Allow
models (GARCH) with threshold ((TGARCH
access to different functions depending on
fluctuations in this signal and shock value.

The models can be defined (TGARCH) class (p,
q) (P >1) & (q >1) the following formula:

Vi = B+ X

X; = O x»:t ~ iid N(O 1)

- « +Z(a + yide X2 ,+Zs,ot [
Where

di; =

{1 if X <0 bad news

0 if X =0 good news
Asthe (aqp>0)and (i=1,2,...,p,j=1.2, ..., qfor

¥i=0, ;= 0,a; =0) represent the model
parameters (Parameters), (d;;) variable placebo
(Dummy variable).

Known as y or variable balance financial
leverage. In this model, good news (x,_;> 0) and
bad news (x,_; <0) have a different effect on
conditional variation. Good news has an effect on
260

While the bad news affecting ai and yi. Thus, if it
is large and positive y, the negative shocks have a
greater impact on o? of positive shocks and that
the abolition of positive transaction restrictions
allow for taking into account the phenomenon of
symmetry or asymmetry that characterize the
fluctuations, and thus become a shock (x;_;) The
conditional variation depends on both volume
and shock signal.

8. Model ARMA (n, m) - GARCH (p,
q) (4], (61

We know that the ARMA (n, m) models have a
conditional modulus of previous information that
is not constant and the conditional variance of a
fixed error. The GARCH (p, q) models have a
conditional average of the previous information
constant and the conditional variance of the error
is not constant. If both conditional and

conditional conditions depend on the past (not
fixed), then the two models are combined with a
model known as ARMA (n, m) - GARCH (p, q)
where it becomes as follows:

Yt = ¢0+Z®1ytl+xt Z.Xt] (10)

X = O & & /Ft 1 ~11d(0 1)

.!2+z:o(xt l+ZB]6t]

And vy, represents ARMA model (n, m), except
that the error limit (white noise) x; not be
independent, but symmetric distribution, which is
not linked to the process, so has the same
function properties of autocorrelation (ACF)
process independent error, as well as the vy
possesses the same function autocorrelation
model ARMA (n, m) normal (symmetric error
and independent distribution). Also, xZ series will
be subject to the model ARMA (p, q) error is
weak.

9. Augmented Dickey-Fuller Test
[51[8]:

Augmented Dickey Fuller test uses (ADF) to
detect the presence of the root of the unit in
univariate test any time series whether stable
series or not, The ADF test has a regression in the
first difference in the string against the string
with the time offset (p).

Using the following equation:
k

Ayy = p+ Ay + By, +281Ayt_i + X . (11)
j=1

As the vy, represents the time series to be tested, k
number of offsets time, A represents the first
differences in a series of return, x; represents an
error x; ~ iid (0, 6®), and (u,A, §;, @) Symbolizes
the parameters of its appreciation. The hypothesis
can be tested

H. : @ = 0 Series yield has unit root (Series yield is

unstable)

Hy: @ < 0 A series yield does not has a unit root

(Series yield is stable)
Using statistics:

_ ?
se(@)

The null hypothesis is rejected if the t-statistic value is
greater than the statistical value of t-statistic and vice

versa.
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10. Ljung - Box Test 0]
The researchers (Ljung & Box) proposed this test
in 1978, To test random errors of the time series
by calculating the autocorrelation coefficients of
a series of displacements, the following
hypothesis is tested:
Ho:py=p2==p... =Pm =0
; k=1,2,....,m
H;:py # 0 for some values of k
Using statistics:

LY
Qm) = n(n +2) Z ntﬁ(k ~Xoep e (13)
k=1

And that each of:

n: Represents the sample size (number of views
of the time series).

m: It represents the number of shifts to self-link.
p: Number of parameters estimated in the model
p2. Represent the capabilities of the self-
correlation boxes of the model's residual series.
then for string X; = y-p and x2.

If p-value >0.05 means not rejecting the
hypothesis Ho, the errors X; = y,-u are random
(Identically Independent Distribution) and there
is (no effect ARCH) or (heteroscedasticity), and
vice versa.

11. Lagrange Multiplier (ARCH -
Test): (18]

It was proposed by Engle in 1982 and is used to
determine whether the errors follow the ARCH
process or not, which is based on the estimation
of the equation under study in the form of the
smallest squares and then the estimation of
errors and squares for previous periods. This
means that we estimate the following equation:
x? =

Q+ o Xty + 0px2 o+ tapxE, . (14)

X =y — 1, To test (ARCH (P)) we calculate
the product of the coefficient of determination
resulting from this estimate used the sample size
of any amount TR? , Which is followed by xf,,
Of the degree of freedom (p) under the premise
of the nuisance that the errors are homogeneous
(Conditional Homoscedasticity) The small
values of R? mean that the errors of the previous
periods do not affect the current error and
therefore there is no trace of the ARCH effect.
archtest = TR*~xfy ... (15)

12. Estimation -
Can be used Maximum likelihood Method To
estimate GARCH parameters (p, q) as follows:
1 x;¢
———> ...(16)

1 2
f(x¢/Fi_1) = 7exp<
v J2mo? 20}
The natural logarithm (L) function of vector
parameters 9 = (Q., ay, ..., &, By, o, Bg)'
We can write as follows:

L(9) = Z L®) ... 17
=1

t=

the conditional logarithm of the parameter vector
dis

L(9) = %n f(xt/Ft—li

I(9) = ELn(ZT[) - ELn(of)

1 /x? 18
‘E(.Tg) . (18)

The following derivatives are calculated:

ol, 0lI, dc?

09  do? 09

The logarithm of the conditional probability
density function is derived for the variable y, for
Q , O, ﬁj

13. Model selection criteria: *°!

To choose the best model among those proposed
models for assessment and prediction of the
studied data, developed choice of model data,
which ideally criteria and selection of the most
common model standards are:

I - Akaikes Information criterion
(AIC) [10][5]

Akaike (1974) presented a standard of
information known as (AIC) When the time series
models in (L) are reconciled with the parameters
of the time series data under consideration and to
assess the suitability of those models, the AIC is
calculated for each model and the model that
gives the lowest value is selected. The AIC
formula can be written as follows:

AIC =nln(@%)+2L ... (19)

n: represents the sample size.

62 : The variance of the model is calculated as

follows:

1 n
82 = Z(yt 902 (20)
t=1

n—L

L: is the rank of the model.
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Il - Schwarz Information criterion (SIC): ~The prediction of the GARCH model (p, )
[71[5] (where p=1,9=1, GARCH (1.1 is as follows:

2 2 — 0D i~ 2 n 2
In 1978, Schwarz introduced a new standard known as 2 t 7 E(% ) = 2+ @ x° g+ 1 0%

the Schwarz standard.
SIC=nln@%+Lln(n) ... (21)
n: represents the sample size.

62 : The variance of the model is calculated as

follows:

n
1
o = n_LZ(yt - 902
t=

L: is the rank of the model.

This criterion addressed the problem of over-
estimation in the AIC standard, And make the
Penalty of the additional parameters stronger than
the penalty in the AIC standard). The penalty for
this criterion is L (In) n. One of the advantages of
the SIC is that it estimates the rank of a model
consistently that p , g is less or equal (Pmax, Omax,
respectively). It is stated that with reference to the
chosen AIC or SIC, P(SIC) < P(AIC) Remain
constant even in cases of small samples.
Therefore, the use of SIC results leads us to
models with minimal parameters.

iii- H-Q Hannan- Quinn Criterion: Pl

The researchers Quinn and Hannan (1979)
proposed a new criterion for determining the rank
of the studied model called Hannan-Quinn
Criterion (H-Q (h)) and its mathematical formula:

- In(n)
H-—Q=Ino;+2LCIn{—— , C

n

>2 ..(22)

As the second limit above decreases as quickly as
possible at the stability of the rank due to the
repeated logarithm.

14. Forecasting:

Prediction is one of the most important objectives
of model construction in time series. It represents
the last stage of time series analysis that can’t be
accessed without passing all tests and diagnostic
tests to validate the model used in prediction. The
following is a forecast prediction of the GARCH
model. In the same way for all models
(EGARCH, GARCH-M)

Predicting one future value

g2t+1 = E(x*114l1) = @ + @, E(x%,|1,) +
B1 0% _ _
0% =2+ @,0% + B0
0?1 =82 + (8 +B1)o%
Prediction of value L
22t+l =E(X? ) = 2+ @ E(X% 1 411) +
El E (6%-1 1) _
2+ a, 22t+l—1 + BAI 0’1 = 0%y
02t+l =0+ (ﬁl + B1)02t+l—1
Thus, the general formula for predicting
GARCH (p, q) models is as follows:

p q

2 — D =~ 2 n 2
0 =02+ Z o + Z Bio 11—
i-1 i=1

15. Forecasting accuracy measures:

to measure prediction accuracy developed
standards are called the chosen model prediction
accuracy standards is the most important.

i-- Root Mean Square Error

(RMSE) ;- Bt

This criterion is defined as the square root of the
squared difference between both the actual
variance and the prediction variability o2, Due to
the absence of significant real variation, the time
series observations were used x2.

Thus, the RMSE formula is given as follows:

n
1 _
RMSE = |- Z(xf—azt)z ot
t=1

=1,2,...n ...(23)
whereas
cﬁt represents the estimated variance.
x? represents the actual contrast.
ii-: Mean Absolute Error (MAE) BIl*?!
This standard is defined as the absolute difference
between actual and forecast variability, and the
formula of the standard is given as follows:

1 bl
MAE = ilxt-e%| .29
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16.Applied side

The exchange rate series of the Iraqgi dinar against
the US dollar was analyzed for the period from
9/4/2010 to 10/5-2018 on a daily basis except for
non-trading days, and the views were 2864 daily.
Y, returns were calculated using the natural
logarithm of the data according to the following
equation:

ye=In(P)-In(Peyy) .. (25)

whereas:

P is the exchange rate of the Iragi dinar against
the US dollar at the period t.

P «1): The exchange rate of the Iraqi dinar against
the US dollar at the period t-1.

Figure (1) shows the format of the time
series of the Iraqi dinar against the

dollar.

Note from Figure (1) that the time series of the
dinar exchange rate against the US dollar is
unstable and has high volatility, indicating that
there are fluctuations in the variance.

Dicky Fuller Developer's Series Test
Exchange Rates for Iraqgi Dinar

against US Dollar:

For the purpose of detecting the stability of the
time series of the exchange rate of the Iraqgi dinar
daily was calculated test Dicky Fuller developer
and the test results as shown in Table (1)

Muhammad .H/ Omar .M

Table (1) shows the developer's Dicky
Fuller test to test the stability of the
time series

Augmented Dickey-Fuller Test
alternative: stationary
Type 1: no Type 2: Type 3:
drift no with drift | with drift
trend no trend and trend
Lag ADF Lag Lag
p.value | ADF ADF
p.value p.value
[1] O [1] O [1] O
-0.0574 - -
0.627 12.72 12.78
0.01 0.0100
[2] 1 [2] 1 [2] 1
0.0658 -8.05 -
0.663 0.01 8.09
0.0100
[3] 2 [3] 2 [3] 2
0.1420 -6.17 -
0.685 0.01 6.21
0.0100
[4] 3 [4] 3 [4] 3
0.1754 -5.52 -
0.694 0.01 5.55
0.0100
[5] 4 5] 4 [5] 4
0.2259 -4.67 -
0.709 0.01 4,71
0.0100
[6] 5 [6] 5 [6] 5
0.2596 - -
0.719 4.23 4.27
0.01 0.0100
[7] 6 [7] 6 [7] 6
0.2852 -3.93 -
0.726 0.01 3.96
0.0106
8] 7 [8] 7 81 7
0.2958 -3.82 -
0.729 0.01 3.85
0.0159
[0] 8 [o] 8 [9.]
0.2941 - 8
0.729 3.85 -3.88
0.01 0.0145

Table 1 shows that the values of p-value are
greater than 5%, so we cannot reject the null
hypothesis that there is a root alone in the time
series, that is mean, the time series is unstable.
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Test the existence of a Autocorrelation
between the errors of the series of the

Iraqgi dinar against the US dollar
Box-Ljung test according to Equation (13) The
results as built in Table (2)

Table (2) shows the value of the Q-Stat
test in the lIraqi dinar price series
against the US dollar

Box-Ljung test Box-Ljung test

data: residual data: residual™2
X-squared = 59299, df = X-squared = 57562, df =
40, p-value < 2.2e-16 40, p-value < 2.2e-16

As shown in table (2), the correlations of the self-
correlations according to Q and p-value values
less than 5% indicate that there is a significant
correlation between the errors and the absence of
homogeneity of the discrepancies of the observed
series. U.S. dollar.

Homogeneity of variance test series
returns

For the purpose of detecting the stability returns a
string variation was calculated ARCH Test and
referred to in the theoretical side of the equation
(15) The test results as shown in Table 3.

Table 3 shows the test to see arch and
determine  the  homogeneity  of
variances for a series of lIragi dinar
rate against the US dollar

ARCH LM-test; Null hypothesis: no ARCH effects

data: residual

Chi-squared = 2524.5, df = 12, p-value < 2.2e-16

From Table (3) we note that the value of p-value
is less than 5% where we can’t reject the null
hypothesis that provides homogeneity of
discrepancies of the original data series

Muhammad .H/ Omar .M

Series Returns: returns were awarded a series
by taking the first difference of natural logarithm
data series exchange rates of the Iragi dinar
against the US dollar and in the daily summary
below some measures series returns.

Table 4 shows some statistics about the

series returns

Min.; 1st Qu.; Median; Mean; 3rd Qu. Max.

-1.432e-02 -9.324e-05 0.0 5.290e-06 0.00 3.639e-02

Jarque Bera Test

data: return series

X-squared = 73341, df = 2, p-value < 2.2e-16

Is evident from the above indicators calculated
that the smallest value in the revenue chain was (-
1.432e-02) and the largest value was (3.639e-02)
and that the average time series equal to 5.290e-
06)), and calculable (Jarque-Bera) which
indicates That these residues do not follow the
law of natural distribution at a significant level
(5%). Can be illustrated by the graph of the series
returns, as shown in Figure (2)

Figure (2) shows the series of returns
of the Iragi dinar exchange rate
against the dollar for the period 2010-
2018

We note from the figure above that the string
contains periods of volatility followed by periods
of relative stagnation in the twists and turns, and
S0 as we proceed in time.
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Table 5 shows Dickey Fuller test
developer to test the stability of
returns series

Augmented Dickey-Fuller Test

alternative: stationary

Type 1: no drift no Type 2: with drift Type 3: with drift
trend no trend and trend

lag ADF p.value Iag.vaﬁjzp lag ADF p.value
0 -843 0.01 0 -843 0.01 0 -842 0.01
1 -585 0.01 1 -585 0.01 1 -58.5 0.01
2 -439 0.01 2 -439 0.01 2 439 0.01
3 -39.7 0.01 3 -39.7 0.01 3 -39.7 0.01
4 -350 0.01 4 -350 0.01 4 -350 0.01
5 -31.3 0.01 5 -31.3 0.01 5 -31.3 0.01
6 -27.7 0.01 6 -27.7 0.01 6 -27.7 0.01
7 -244 0.01 7 -244 0.01 7 -244 0.01
8 -21.1 0.01 8 -21.1 0.01 8 -21.1 0.01

We note from the above table that the values of
p-value less than 5%, which indicates the
rejection of the null hypothesis, which states that
the series returns are unstable and this avoids that
the predictions are inaccurate to appear.

Table (6) below shows the test Q as well as the
values of P-Value of less than 5%, indicating a
significant self-correlation between the residuals,
which confirms the existence of homogeneity of
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For the purpose of detecting the stability returns a
string variation was calculated multiplier test
Lagrange (ARCH Test) and referred to in the
theoretical side of the equation (15) The test
results as shown in Table 6.

Table (7) shows the arch test to
determine  and  determine  the
homogeneity of the variances of the
series of returns of the lraqi dinar
against the US dollar

Lagrange-Multiplier test:
order LM p.value
[1] 4 6436 0

[2,] 82096 0

[3.] 12 1341 0

[4.] 16 923 0

[5.] 20 730 0

[6,] 24 602 0

Table No. (7) Note that the values of p-value less
than 5% for more than one shift where | reject the
null hypothesis which states that the homogeneity
of variances series returns and accept alternative
hypothesis which provides an impact for ARCH
in returns string data.

Estimation:

At this stage, the parameters of the studied
models (GARCH, TGARCH, EGARCH, ARMA.-
GARCH) are estimated for the purpose of
determining the best model for forecasting the
Iragi dinar price series against the US dollar
using the greatest possible method.

Estimation of the GARCH model

errors of the chain of returns shown by the box-

Ljung test AMOLEL {rcarcH(11)|TGARCHQA 2)|TCARCH(2,))| TGARCH2,2)
E}nm‘!
Table 6 shows the effect of the test | -0.000019]  -0.00001s] -0.000013] 0000027
box-Ljung in a series of price returns |a 0 0 0 0
of the dinar against the US dollar ol 0.052333 0.051286 0.026413 0.025701
values 02 0.024866 0.02506
: : Y1 0.032021 0.085427 -0.02668]  -0.000957
Box-Ljung test Box-Ljung test Y2 0.056003 008827
data: Residual data: residual 51 0.907894 0.442637 0.911187 0440264
, i p—
AIC -11.009 -11.014 -10.985 -11.003
-squared = 1653.9, BIC -10.999 -11.001 -10.97 -10.987
I-squared = 784.17, df = > } H-QIC -11.006 -11.01 -10.98 -10.997
df = 40, p-value <
40, p-value < 2.2e-16 2 26-16
. By studying the functions of self-correlation and

partial depending on the tests used in the
diagnosis of the degree of the specimen described
in the preceding paragraphs could be four models
diagnosed as shown in Table 8 was used model
GARCH was estimated models described
parameters and calculating the criteria for
selection of the specimen is best as shown in the
table (8)

Homogeneity of variance test series
returns
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Table (8) shows the studied GARCH
models and the normal distribution of
errors is classified according to the
criterion of choice of the best model.
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Table (10) shows the studied
EGARCH models, and the normal
distribution of errors is classified
according to the criterion of choice of
the best model

Yt
=—0.000002

MOLEL MOLEL
” EGARCH(1,1)| EGARCH(1,2) | EGARCH(2,1) | EGARCH(2,2)
Estimate | GARCH(1,1) | GARCH(1,2) | GARCH(2,1) | GARCH(2,2) | |Estimate
H -0.000015 -0.000014 -0.000009 0.000048 | |u -0.000002 -0.00006] -0.000005| -0.000002
Q 0 0 0 0] |o -1.194879]  -0.059614| -1.171493] -1.175397
al LOeHES 0.078758 0.031976 0.049032 1 T 0.061135| -0.204231| 0.127602]  0.024047
a2 0.028076 |  0.0833707 | [ ' ' 0164868l 011987
B1 DT 0.453834 0.916645 0.471176 | 1,7 0.494138| 0.041791| 0.271619] 0.261054
B2 0.439405 0430349 | == 528950l 0347751
AIC -11.025 -11.008 -10.986 -10.998 : :
BIC -11.017 -10.998 -10.975 -10.985 [iX8 0.900554 1 0.900745 0.449306
H-QIC -11.022 -11.005 -10.982 -10.993 | |p2 -0.006076 0.45087
From Table (8) we find that the best model AIC -10.313 -10.256 -10.334 -10.476
according to the selection criteria of AIC, BIC -10.303 -10.243 -10.32 -10.459
SIC, H-QIC is GARCH (1.1). The estimated H-QIC -10.309 -10.251 -10.329 -10.47
equation Is: Estimation of the ARMA-GARCH
Y model
—0.00002 + \/ 0.0674 x?_, + 0.9126 07_, The ARMA-GARCH model has been applied to
xg the scores of the four previously diagnosed
t . models, model parameters have been estimated
Estimation of the TGARCH model and the criteria for selecting the best model have
The TGARCH model was applied to the four been calculated. As shown in Table 11,
sample models described above. Model Table (11) shows the studied ARMA-
parameters were estimated and the criteria GARCH models. which have the
for selectlr_lg the best model were calculated. normal distribution of errors
As shown in Table 9. MOLEL
Table (9) shows the TGARCH models ARMA(0,1)- | ARMA(0,1)-f ARMA(0,1)-f ARMA(0,1)-
. L. ; GARCH(1,1) [GARCH(1,2)[ GARCH(2,1)| GARCH(2,2)
studied and the normal distribution of Estimate
errors is determined according to the ma [0.637184 | 0.638666 | -0.63795 | -0.6397
criterion of choice of the best model. 2 0 0 0 0
al 0.050525 | 0.050367 | 0.025117 0.025
_ 2 0.025077 0.025
From Table (9) we find that the best model al 5901086 0449901 0.900758 045
studied in GARCH-M models will be TGARCH L : : - :
(1,2) according to AIC, SIC, H-QIC selection B2 0.450173 0.45
criteria. AIC -10.975 -11.048 -10.957 -11.028
Vi= BIC -10.967 -11.038 -10.947 -11.016
—0.00002 + H-QIC -10.972 -11.045 -10.954 -11.024

J(O 0513 + 0.0854d,_;) x>, + 0.44260> , +0.43

% st

Estimation of the EGARCH model
Table (10) shows that the best model estimated in
the EGARCH models applied according to the
appropriate model selection criteria is EGARCH
(2.2), which can be written as follows:

+

\/ -1.1754+0.994 In(0?_ ) +0, 0241{

*

xtl th

ol

\f +0.26113t=110 347871=2
ot-1 ot-2

10

gz%m Table (11) we observe that the best model
dert is the ARMA (0,1) -GARCH (1,2) model
according to the criteria for selecting the best
model and its estimated equivalent as shown

below:
Vi =

—0.6387 x,_, +

\/(0. 0504)x2 ; +0.456% , + 0.45 02, * &
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And to choose the best model for the series of
returns of exchange rates of the lIragi dinar
against the US dollar for the period 2010 to 2018
by comparing the estimated models as shown in
table (12)

Table (12) shows the best GARCH
family models that have been adopted
and the normal distribution of errors
is classified according to the criterion

of choice of the best model.

MOLEL

— GARCH(1,1) | TGARCH(1,2) | EGARCH (2,2) (?AR]:'(‘;I(?]];)
n -0.000015 -0.000015 -0.000002 -0.638666
Q 0 0 -1.175397 0

al 0.067387 0.051286 0.024047 0.050367
a2 -0.11967

Y1 0.085427 0.261054

Y2 0.347751

p1 0.912577 0.442637 0.449306 0.449921
p2 0.438672 0.45087 0.450173
AIC -11.025 -11.014 -10.476 -11.048
BIC -11.017 -11.001 -10.459 -11.038
H-QIC -11.022 -11.01 -10.47 -11.045

From Table (11), the ARMA-GARCH model is
superior to the other models. The best model of
the proposed models is ARMA (0,1) -GARCH
(1,2) according to the selection criteria of AIC,
SIC, H-QIC
Check the appropriate model

After diagnosing the model, determining its
grade and estimating its parameters for a series of
price returns, the model's efficiency and accuracy
in interpreting the behavior of the time series
should be ascertained. This is done by the Test
and Box-Ljung for standard and standard square

Table 13 shows the arch-test of the
gears

Weighted ARCH LM Tests

Statistic P-Value

ARCH Lag[4] 0.001832 0.9659

ARCH Lag[6] 0.003999 0.9999

ARCH Lag[8] 0.004658 1.0000

Note from the table above that the value of p-
value is greater than 5%. We can’t reject the null
hypothesis that the errors are homogeneous
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Table (14) shows the Box-Ljung test to
detect random errors of standard
random square error errors

Weighted Ljung-Box Test on Standardized
Residuals

statistic p-value

10.25 1.365e-03
10.25 6.829%-10
11.48 2.434e-04

Lag[1]
Lag[2*(p+q)+(p+q)-1][2]
Lag[4*(p+q)+(p+q)-1][5]
d.o.f=1
HO : No serial correlation

Weighted Ljung-Box Test on Standardized Squared
Residuals

statistic p-value
Lag[1] 0.001033 0.9744
Lag[2*(p+qg)+(p+q)-1][8] 0.005800 1.0000
Lag[4*(p+qg)+(p+q)-1][14] 0.010925 1.0000

d.o.f=3

Note that the standard errors in the displacements
(1,4,6) mean that the standard errors are not
normal distributed. Note that the standard error
boxes are not significant in the displacements
(1,4,6). This means that the standard errors are
distributed naturally

Figure 3 illustrates the prediction of
the values of the series returns and
confidence limits for those predictions

and the estimated variation

St with with 1% Vait Limits

\

—
e
v

. 1
pof §: '?":‘é;'f,'?" WA !QA*.J,..M;’,.v,i,..,_.,vy, ,‘1,(,b,.‘. : ”‘“_‘w‘p A L
{ ‘[ -l‘f I

We note from Figure (3) confidence limits for the
values of the real and predictive values of the
series returns, as well as the estimated variance.
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Table (15) shows a comparison
between the ARMA-GARCH and
GARCH model according to the
criterion of choice of the best model

MODEL

RMSE MAE

ARMA (0,1)-GARCH

2.1)

0.0006355353

0.0003258179

GARCH (1,))

0.0006560953

0.0002865495

We note from the above table as well as superior
specimen ARMA-GARCH on the specimen by
GARCH standards (MAE, RMS,) and this in turn
suggests that the specimen ARMA (0,1) -
GARCH (2,1) flour to a large extent and is
therefore the best specimen to predict prices
Exchange of the Iraqi dinar against the US dollar.
The GARCH (1,1) model was chosen for
comparison because it is very close to the ARMA
model (0.1) -GARCH (2.1) according to the
criteria for model selection (AIC, SIC, H-QIC).

Conclusions and recommendations

Conclusions

1 - The exchange rate of the Iraqi dinar against
the US dollar was unstable in the middle and
contrast.

2. The series returns have turned stable chain in
the center by Dickey Fuller test.

3. The series returns are unstable by arch test
contains a serial link (moral links).

4. The best model is the ARMA (0-1) -GARCH
(2.1) model, which is superior to the other models
studied according to AIC, SIC, H-Q

5. The selected model is superior to RMSE,
MAE, compared with GARCH (1,1).

6. The models of autoregression conditional on
heterogeneity of variance are more efficient in
predicting fluctuations.

Recommendations

1. Use other models for comparison such as
models, GARCH-M IGARCH, NGARCH

2. Use other methods to estimate model
parameters such as QMLE.

3. Using the GARCH family models to predict
other financial time series to estimate and study
the behavior of these strings because they have
the ability to explain the behavior of these strings
characterized by heterogeneity of variance.
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