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1.  Introduction 
       The soft set theory was first introduced by 

Russian researcher Molodtsov [1]. Maji, K., Biswas, 

R. and Roy, R.in [12] introduced many of new 

concepts of this as an inclusion relation between the 

soft set, Cagman N. and Enginoglu S. in [3] 

introduced a new study of a Soft set theory and uni-

int decision making European J. Oper. Researcher, 
The application of the soft sets provided a natural 

framework for generalizing many concepts of 

topology which is called the soft topological space 

as initiated by [4] and [11].   

       Banach Algebra is an important field of 

functional analysis; therefore Banach algebra 

structure of soft background was introduced by 

Thakur R. and Smanta S. in [9]. After that Petroudi 

S., Sadati S. and Yaghobi A., in [10] obtained a 

series of new results on Soft banach algebra. 

      In this paper, concepts of soft character, soft 

division algebra, soft ideal, soft maximal ideals are 

introduced .Soft Spectral Radius Formula are 

introduced and proved, some properties of Soft 

gelfand algebra are proved. 

 

 

2.  Preliminaries 

 

Definition (2.1) [1]: 

Let   be a universe set and   be a set of 

parameters,  ( ) the power set of   and  
   . A pair (   )is called soft set over   with 

respect to    and   is a mapping given by     
 ( )  
(   )  * ( )   ( )    +. 
 

Definition (2.2) [2]: 

( )  A soft set (   ) over   is called null soft set, 

denoted by  ̃  , if for all     , we have  ( )  
    
(  ) A soft set (   ) over   is called absolute soft 

set and it's denoted by  ̃  , if for all  

    , we have  ( )     
Definition (2.3) [2, 3]:  

Let (   ) and (   ) be two soft sets over , we 

say that (   ) is a soft subset of (   ) and 

denoted by (   )  ̃ (   ) , if: 
( )     .   
(  )  ( )   ( )  ,      .  

Also, we say that (   ) and (   ) are soft equal is 

denoted by (   )  (   ) , if (   )  ̃ (   ) and 

(   )  ̃ (   )  
It is clear that: 

( )  ̃  is a soft subset of any soft set (   ).  
( ) Any soft set (   ) is a soft subset of   ̃ . 

 

 

 

 
 

 

Definition (2.4) [2, 4]:  

( ) The intersection of two soft sets (   ) 
and (   ) over a universe    is the soft 

set (   )  (   ) ̃(   ) , where       and 

for all    , write (   )  (   ) ̃(   ) such 

that 

  ( )   ( )  ( ) .       
(  ) The union of two soft sets (   ) and (   ) 
over   is the soft set (   ) , where         and 

       we write  

(   )  (   ) ̃(   )  Such that 

  ( )  {

 ( )                   

 ( )                  

 ( )  ( )           

  . 

(   ) The difference of two soft sets (   ) 
and (   ) over   , denoted by  

(   )  (   ) ̃(   ) is defined as 

  ( )   ( )  ( ) , for all       
Definition (2.5) [2, 5]: 

The soft complement of a soft set (   ) over a 

universe   is denoted by (   )  and it is defined 

by (   )  (    ) , where   a mapping is given 

by       ( )  
  ( )     ( ) , for all       

i.e. (   )  {(     ( ))        }   

It is clear that  ̃ 
 
  ̃  ;  ̃  

   ̃   
Definition (2.6) [6]: 

 Let    be non-empty set and    be non- empty 

parameter set. Then a function       is said to 

be a soft element of  . A soft element   of   is said 

to belong to soft set   of  , which is denoted 

by   ̃  , if  ( )   ( )   
      Thus for a soft set   of   with respect to 

the index set  , we have  

 ( )  * ( )  ( )  ̃  +    +  
Definition (2.7) [7]:  

Let    be the set of all complex numbers and   ( ) 
be the collection of all non-empty bounded subset 

of   and   be a set of parameters.  

Then a mapping       ( ) is called a soft 

complex set. 

It is denoted by (   ). If in particular (   ) is a 

singleton soft set then after identifying (   ) with 

the corresponding soft element, it well be called a 

soft complex number. The soft complex numbers is 

denoted by  ( ). 
Definition (2.8) [7]: 

The inverse of any soft complex number  ̃, denoted 

by  ̃    and defined as  
 ̃  ( )  ( ̃( ))   , for all       
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Definition (2.9) [8]:  

Let  ̃ be the absolute soft vector space i.e.,  ̃( )  
        Then a mapping  
‖ ‖ :   ( ̃)   ( )  is said to be soft norm on the 

soft vector space  ̃ if ‖ ‖ satisfies the following 

conditions:  

( ) ‖ ̃ ‖  ̃  ̅          ̃  ̃  ̃. 

(  ) ‖ ̃ ‖   ̅                  ̃   ̃ . 
(   ) ‖ ̃ ̃ ‖  ̃ |  ̃|‖ ̃ ‖          ̃  ̃  ̃    

                       ̃.  

(  ) ‖ ̃   ̃ ‖  ̃ ‖ ̃ ‖  ‖ ̃ ‖   
          ̃   ̃  ̃  ̃. 

The soft vector space  ̃ with a soft norm ‖ ‖ on  ̃ 

is said to be a soft normed linear space and is 

denoted by ( ̃ ‖ ‖). 
Definition (2.10) [9]:  

A sequence of soft elements * ̃  + in a soft normed 

linear space ( ̃ ‖ ‖). is said to be convergent and 

converges to a soft element  ̃  if ‖ ̃    ̃
  ‖   ̅ 

as     This means for every  ̃  ̃  ̅  chosen 

arbitrary, there exists a natural number   ( ), 
such that  ̅  ̃ ‖ ̃    ̃

  ‖  ̃  ̃, whenever      
We denote this by   ̃    ̃

         or 

       ̃
 
   ̃

 .  ̃  is said to be the limit of the 

sequence  ̃   as    . 

Definition (2.11) [9]: 

Let     ( ̃)    ( ̃) be an operator. Then   is 

said to be soft linear if 

 ( ̃  ̃
 
   ̃  ̃

 
 )   ̃  ( ̃

 
 )   ̃  ( ̃

 
 ) 

for every soft scalar  ̃ and  ̃    ̃
 
  ̃  ̃. 

Definition (2.12) [11]: 

Let (F, E), (G, E) are soft sets in S(X) E, a soft 

mapping 

f: (F,E)   (G,E) is said to be (soft injective )if each 

soft element in (F,E) is related to a different in 

(G,E).  

More formally f ( ̃1) = f ( ̃2) implies  ̃1 =  ̃2. 

Definition (2.13) [11]: 
Let (F, E), (G, E) are soft sets in S(X) E, a soft 

mapping 

f : (F,E)   (G,E) is said to be (soft surjective) if for 

every soft element  ̃ in (G,E), there is a soft 

element  ̃ in (F,E)  such that f( ̃) =  ̃,  
[i.e. when the soft  range equals to the soft image  

f((F,E)) = (G,E)] . 

Definition (2.14 [9]: 

Let   be algebra over a scalar field   and let    be 

the parameter set and    be a soft set over  . Now, 

   is called soft algebra (in short   ) of   over 

 ( ) if  ( ) is a sub algebra of    for all    . It 

is very easy to see that in     the soft elements 

satisfy the properties: 

( ) ( ̃  ̃ ) ̃   ̃ ( ̃  ̃ ). 
(  )  ̃ ( ̃  ̃ ̃ )   ̃  ̃  ̃ ̃  ̃  ; ( ̃  ̃ ̃ ) ̃  
 ̃  ̃  ̃ ̃  ̃ . 
 

 

 
(   )  ̃( ̃  ̃ )  ( ̃ ̃ ) ̃   ̃ ( ̃ ̃ ) , where for 

all  ̃    ̃   ̃  ̃    and for any soft scalar ̃  If    is 

also soft Banach space w.r.t. a soft norm that 

satisfies the inequality ‖ ̃  ̃ ‖  ‖ ̃ ‖‖ ̃ ‖ and 

   is contains the unitary element  ̃  such that 

 ̃  ̃   ̃  ̃   ̃  with ‖ ̃ ‖   ̅, then is called 

soft Banach algebra (in short    ). 

Definition (2.15) [10]: 

Let   be   (   ) with  ̃  and  ̃  ̃   . Then the 

soft set  ( ̃ )  *  ̃  ̃  ( )  ( ̃  ̃ ̃ ̃ ) 

                + is called soft spectrum of  ̃  ̃   . 

Definition (2.16): [10]  

We denote the soft spectral radius of  ̃  by  ( ̃  ) 
and define it by  
 ( ̃  )      *| ̃|   ̃  ̃  ( ̃  )+   

3.  Results 

Theorem (3.1): 

Let   be (SBA) with identity element ( ̅) and 

 ̃  ̃    then  ( ̃  )  ( ( ̃  )) . 

Proof:  

Let  ̃  ̃  ( ̃  )      (  ̃   ̃  ̅)  ̃    

Consider 

 ̃    ̃  (  ̃   ̃   ̅)     (  ̃
   ̃   ̅) 

Where  ̃   ̃      ̃  are roots of   ̃    ̃  ̅ 

Let  ̃  ̃  ( ̃   )  i.e.   ̃    ̃  ̅  ̃     

              at least one   such that 

( ̃   ̃   ̅)  ̃     , hence   ̃  ̃   ( ̃
  )  

    ̃ 
   ̃ ( ( ̃  ))         ̃  ̃ ( ( ̃  ))  

Hence   ( ̃   )  ̃ ( ( ̃  ))      ( ) 
Let  ̃  ̃ ( ( ̃  )) , where  ̃  ̃  ( ̃  ). 
Note that ( ̃   ̃  ̅) is soft factor of 

 ̃    ̃   ̅       (    ̃   ̃  ̅)  ̃    

 ̃    ̃   ̅  ̃        ̃   ̃  ( ̃   )   
 Then ( ( ̃  ))  ̃  ( ̃   )     ( )  
by (1) and (2),we have  ( ̃   )  ( ( ̃  )) . 

Theorem (3.2): 

Let   be (SBA) with identity element ( ̅) and 

 ̃  ̃    then  ( ̃  )  (  (    ̃ )) . 

Proof: 

Since  ( ̃ )      *| ̃|   ̃  ̃  ( ̃  )+  

Then ( ( ̃  ))
 
 (    *| ̃|   ̃  ̃   ( ̃  )+)    

Hence ( ( ̃  ))
 
     *| ̃|    ̃  ̃  ( ̃  )+  

Now 

  ( ̃   )      *| ̃|   ̃  ̃  ( ̃  )+ 
      *| ̃|   ̃  ̃ ( ( ̃  ))  +  

      *| ̃ |   ̃  ̃  ( ̃  )+ , for some  

 ̃  ̃  ( ̃  ) 

 (    {| ̃|   ̃  ̃   ( ̃  )})
 
 

 ( ( ̃ ))   as | ̃ |  | ̃|
 
   ̃  ̃   ( )  

Theorem (3.3) [10]: 

Let    be a (   ) with  ̃    
Then every  ̃  ̃   for ‖ ̃  ̃ ̃ ‖  ̃  ̅ is soft 

regular and  ̃    ∑ ( ̃  ̃ ̃ )  
   . 
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Theorem (3.4): (Soft Spectral Radius Formula) 

Let   be (   ) with soft identity element and 

 ̃  ̃    then        ‖ ̃
  ‖

 

  exists and  ( ̃ )  

      ‖ ̃
  ‖

 

  . 

Proof: 

Let  ( ̃ )        ‖ ̃
  ‖

 

  .For  

                     Such that  

‖ ̃  ‖
 

  ̃  ( ̃ ) ̃         ( )  

for any     we have  

                                  

 ̅    
  

  
  

 

  
 , as         

  

  
    

 

  
   as 

      
 

 
    ̅   

 

 
  

 ̅

 
    

Now 

‖ ̃  ‖
 
  ‖(  ̃  )   ̃  ̃   ‖

 
  

 ̃ ‖(  ̃  )   ‖
 
   ̃   ‖ ̃   ‖

 
  ̃ ‖ ̃  ‖

 
     ̃   ‖ ̃ ‖

 
   

Since ‖ ̃  ‖
 

   ‖ ̃  ‖
 

  and ‖ ̃ ‖
 

    ̅  

 ‖ ̃  ‖
 

  ̃ ‖ ̃  ‖
 

   

    
   

‖ ̃  ‖
 
   ̃  ‖ ̃  ‖

 
   

Then from ( ) we have 

‖ ̃  ‖
 

  ̃   ( ̃ ) ̃    ,    

 Note that  ( ̃ )   ̃ ‖ ̃  ‖
 

   ,     

  ( ̃ )   ̃ ‖ ̃  ‖
 

  ̃  ( ̃ ) ̃    

       ‖ ̃
  ‖

 

   ( ̃ )  
Hence the limit exists. 

 Now to show that  ( ̃ )         ‖ ̃
  ‖

 

  , since 

 ( ̃  )        *| ̃|   ̃  ̃   ( ̃  )+ and | ̃|  ̃ ‖ ̃ ‖   
for  ̃  ̃  ( ̃  )    | ̃ |  ̃ ‖ ̃  ‖ 

   | ̃|   ̃ ‖ ̃  ‖    ( ( ̃   )) = ( ( ̃  ))   

  | ̃|  ̃ ‖ ̃  ‖
 

  ,     

       *| ̃|   ̃  ̃   ( ̃  )+  ̃ ‖ ̃  ‖
 

  ,      
   ( ̃ )   ̃  ( ̃ )………….(1). 

 Let  ̃  ̃  ( ) with | ̃|  ̃ ‖ ̃ ‖     

i.e  ̃  ̃  ( ̃  )   ‖
 ̃ 

 ̃
‖  ̃  ̅ 

 ‖ ̃  ̃( ̃  ̃ 
 ̃ 

 ̃
)‖  ̃  ̅ and by theorem (3.3), we 

get ( ̃   ̃  
 ̃ 

 ̃
) is soft regular and . ̃  ̃ 

 ̃ 

 ̃
/
  

 

∑ .
 ̃ 

 ̃
/
 

 
    

  . 
 ̃ ̃ ̃ 

 ̃
/
  

  ∑ .
 ̃ 

 ̃
/
 

 
    

   ( ̃  ̃   ̃)    ∑
 ̃ 
 

 ̃   
 
    ……….( )  

=  ̃ ( ̃). This series ( ) is convergent because it is 

absolutely convergent. 

Now, let   ̃    = set of all soft bounded linear 

functional  

 

 
 

 

  ( ̃ ( ̃)  ) =∑
 ( ̃ 

 
)

 ̃   
 
    and again ∑

 ( ̃ 
 
)

 ̃   
 
    is 

also soft convergent for  | ̃|  ̃ ‖ ̃ ‖  ̃   ( ̃ )   

∑
| ( ̃ 

 
)|

 ̃   
 
     ̃ ∑

| ( ̃ )| 

 ̃   
 
    and since soft bounded 

i.e. | ( ̃  )|  ̃   ̃̃ ‖ ̃ ‖   ∑
| ( ̃ 

 
)|

 ̃   
 
    

 ̃ ∑
 ̃   ̃ ‖ ̃ ‖ 

 ̃   
 
    

We know that for all soft bounded linear functional 

   ( ̃ ( ̃)) is analytic for 

 | ̃|  ̃   ( ̃ ) 
   It has a series representation 

    ( ̃ ( ̃) )   ∑
 ( ̃ 

 
)

 ̃   
 
      exists  

   
 ( ̃ 

 
)

 ̃   
    as      i.e  { 

 ( ̃ 
 
)

 ̃   
+      as 

   . 

the soft set  ̃= {
 ̃ 
 

 ̃   
+ is soft bounded  i.e 

‖
 ̃ 
 

 ̃   
‖  ̃  ̅        ‖ ̃  ‖  ̃  ̅   ̃ | ̃   | 

= ̅  ̃ | ̃| ̃  | ̃|    ‖ ̃  ‖
 

   ̃ ( ̅  ̃ | ̃|)
 

    ̃ | ̃| 

       ‖ ̃
  ‖

 

   ̃    
   

( ̅  ̃ | ̃|)
 

    ̃ | ̃|    

      ‖ ̃
  ‖

 

   ̃ | ̃| where | ̃|  ̃   ( ̃ )  hence  

 ( ̃ )  ̃  ( ̃ ) ………..( ) 
 From (1) and (2) 

 We get  ( ̃ )         ‖ ̃
  ‖

 

 . 

Definition (3.5):  

Let       (     ) over  ( ). A soft character (in 

short S.char ) of    is a nontrivial  

Soft algebra soft homomorphism 

 ̃     ( ), which means that: 

 ( )  ̃ is soft linear.                                                                                                                                                       

(  )  ̃ is soft multiplicative. 

Remark (3.6): 

If    has  ̃   then the fact that   ̃ is a nontrivial 

force the equality  ̃( ̃ )   ̅  we then define   

       ( )  { ̃     ( )  ̃               }   

Definition (3.7) [9]: Let     is   (   ) with  ̃ . 
Then  ̃  ̃   is said to be soft regular, if   ̃  is 

invertible (i.e. there a soft element  ̃    called the 

inverse of  ̃ , such that  ̃ ( ̃ )   ( ̃ )   ̃  
 ̃  ). 
Definition (3.8) 

A soft algebra   is said to be soft division algebra 

if  ̃  ̃   and  ̃    is soft regular. 

Theorem (3.9) (Soft gelfand algebra):  

Every SBA and commutative with  ̃ over  ( ) 
which is soft division algebra is soft isomorphic 

with  ( )  
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Definition (3.10): 

( ) A soft set  ( ) of soft elements of   (S.BA) is 

called soft left ideal if it is no null soft set and has 

the following properties: 

( )If  ̃   ̃  ̃   ( ) then  ̃    ̃ ̃   ̃   ( ); 
( )If  ̃  ̃   ( ) and  ̃  ̃  (E ) then  ̃   ̃ ̃   ̃   ( ); 
( ) If  ̃  ̃   ( ) and  ̃  ̃   then  ̃    ̃ ̃   ̃   ( ); 
(  ) A soft set  ( ) of soft elements of   (SBA) is 

called soft right ideal if it is no null soft set and has 

the following properties: 

( )If  ̃   ̃  ̃   ( ) then  ̃    ̃ ̃   ̃   ( ); 
( ) If  ̃  ̃   ( ) and  ̃  ̃  (E ) then  ̃    ̃ ̃  ̃   ( ); 
( )If  ̃  ̃   ( ) and  ̃  ̃   then  ̃     ̃ ̃   ̃   ( ); 
(   )  ( ) is called soft two sided ideal in   if  ( ) 
is both soft left ideal and soft right ideal . 

Definition (3.11):  

A soft ideal  ( ) of   (SBA) is said to be proper if 

 ( )     
Definition(3.12): 

Let     is a (     ) , a soft proper ideal  ( ) of   

is said to be soft maximal left (or right, or two 

sided) ideal if there is no soft left (or right, or two 

sided) ideal  ( ) in   with  ( )  ̃   ( )    ̃   . 

Definition (3.13): 

The soft set of all soft maximal ideals  of given 

soft commutative banach algebra   with  ̃  by     
Every soft ideal   ̃    generates a soft 

homomorphism of    onto  ( ), we denote the 

soft number corresponding to the soft element  

 ̃  ̃   under this soft homomorphism by  ̃ ( ). 
For fixed  ̃  ̃   we obtain in this way soft 

function  ̃ ( ) on the soft set   . Consequently, 

we obtain a correspondence  ̃  ̃  ̃ ( ) between 

the soft element  ̃ of   and soft functions  ̃ ( ) 
on the soft set  .  

I.e. the natural soft homomorphism  

    
 

 
  (  ) Defined by  

 ( ̃  )   ̃  ̃  assign to each  ̃  ̃    a soft 

complex number  ̃ ( ) defined by 

  ̃ ( )   ̃  ̃   
Theorem (3.14): 

The correspondence  ̃  ̃  ̃ ( ) has the following 

properties: 

( )  ( ̃  ̃ ̃ )    ̃ ( ) ̃ ̃ ( )  
(  )For  ̃  ̃  ( )   then 

 ( ̃ ̃ )( )   ̃( ̃ ( ))  

(   )( ̃  ̃  ̃ )   ̃ ( ) ̃  ̃ ( )  
(  )  ̃ ( )   ̃ ̅̅ ̅. 
( )   ̃ ( )     ̅̅ ̅̅  if and only if   ̃  ̃    
(  ) | ̃ ( )|  ̃ ‖ ̃ ‖, for all  ̃  ̃    
Proof: 

( ) 
( ̃  ̃ ̃ )   ̃  ̃ ̃  ̃  
( ̃  ̃ ) ̃( ̃  ̃ )    ̃ ( ) ̃ ̃ ( )   
(  )  - for  ̃  ̃  ( ) ( ̃ ̃ )( )   ̃ ̃  ̃  

  ̃( ̃  ̃ )   ̃( ̃ ( )). 
 

 
 

(   )   ( ̃  ̃  ̃ )  ( ̃  ̃  ̃ ) ̃  

 ( ̃  ̃ )  ̃(  ̃  ̃ )    ̃ ( ) ̃  ̃ ( )  
(  )    ̃ ( )   ̃  ̃   ̃ ̅̅ ̅   
( )   ̃ ( )     ̅̅ ̅̅  iff  ̃  ̃    iff   ̃  ̃  . 

(  )   | ̃ ( )|  | ̃  ̃ |      *‖ ̃  ̃ ‖   ̃  
 ̃   +  ̃ ‖ ̃ ‖  for all   ̃  ̃    
Definition (3.15): 

Let   be Soft gelfand algebra and  be the soft set 

of all soft maximal ideals of   . Now for all  ̃  

 ̃  , define  ̃ ̂    ( ) by  ̃ ̂( )   ̃ for all 

   ̃   where  

 ̃ ̂( )     ̃ ( )   ̃  ̃   ̃ also  

  ( )  
 

 
 * ̃  ̃    ̃  ̃  + 

 *  ̃   ̃  ̃   ( )+. Denoted  ̂  { ̃ ̂  ̃  ̃  }   

Theorem (3.16):  

Let    be (     ) with  ̃ and let        be two soft 

multiplicative functions on   and             
then      . 
Proof: 

Suppose that                
Since      are soft multiplicative  

       
       

     ̃   ̃   Such that  

  ( ̃
 
  )    

  

   ̃    ̃         . Now for all  ̃  ̃    

  ̃   ̃  ̃ 
  ( ̃

  )

  ( ̃
 
  )
  ̃  ̃   ̃

  ( ̃
  )

  ( ̃
 
  )
 ̃  ̃       

Now,   ( ̃
  ̃

  ( ̃
  )

  ( ̃
 
  )
  ̃   ̃  )   ( ̃

 ) –̃
  ( ̃

  )

  ( ̃
 
  )

 

 ̃   ( ̃
 
 )     

    

  ̃  ̃
  ( ̃

  )

  ( ̃
 
  )
  ̃  ̃   ̃           

  ̃  ̃ 
  ( ̃

  )

  ( ̃
 
  )
  ̃  ̃    , for some  

      ̃    ̃
  ( ̃

  )

  ( ̃
 
  )
 ̃  ̃    

   ̃    ̃   ̃  ̃   where   
  ( ̃

  )

  ( ̃
 
  )

    ( ̃
 )  

  ( ) ̃   ( ̃
 
  ) 

     ̃
  ( ̃

  )

  ( ̃
 
  )
  ̃   ( ̃

 
  ) 

   ( ̃
 )    ̃   ( ̃

  )   where   
   ( ̃

 
  )

  ( ̃
 
  )

. 

Two show that    ̃   consider 

  ̃ (  ( ̃
  ))    ̃   ( ̃

  ) ̃   ( ̃
  ) 

   ̃   ( ̃
   )    ( ̃

   ) 

 (   ̃   ( ̃
  ))

 
    ̃ (  ( ̃

  ))  

     ̃ (  ( ̃
  ))     ̃ (  ( ̃

  ))  

 (   ̃  )  ̃ (  ( ̃
  ))      

    ̃       as    ( ̃
  )            or  

   ̃ , if        
   ( ̃

 )       
This is contradiction, then    ̃    
Theorem (3.17):    

There is a soft bijective corresponding between the 

soft set of all soft maximal ideals of    and the soft 

set of all soft characters of     
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Proof: 

Let  be  soft set of all maximal  ideals of    and 

  be soft set of all soft characters of     Define 

      by  ( )     such that    ( ̃
 )  

 ̃ ( )   ̃  ̃  . Let       , 

        ̃   

   ̃  ̃     ̃
  ̃     ̃

 (  )   ̃
 (  )  

         

   (  )   (  )    is well define  

Let  (  )   (  )            

 ̃ (  )   ̃
 (  ) 

   ̃  ̃     ̃
  ̃               is soft 

injective.  

To show that   is soft Surjective, for   ̃   , to 

show        for some    ̃  .Let 

          * ̃
  ̃     ( ̃ )     +, now    is 

soft proper ideal of  . If not    ̃  ̃     
  (  ̃ )      this contradiction  

To show that    is soft maximal. 

 Let    ̃   to show that    , now   ̃   and 

let  ̃  ̃  , since    ̃   
    ̃   ̃    and  ̃   ̃     , now  ̃  

  ̃  ̃ 
 ( ̃  )

 ( ̃   )
 ̃  ̃   ̃

 ( ̃  )

 ( ̃   )
 ̃  ̃     

    . ̃  ̃
 ( ̃  )

 ( ̃   )
 ̃  ̃   / 

  ( ̃ ) ̃
 ( ̃  )

 ( ̃   )
 ̃   (  ̃  )    

  

   ̃  ̃
 ( ̃  )

 ( ̃   )
 ̃  ̃   ̃          

  ̃  ̃ 
 ( ̃  )

 ( ̃   )
  ̃  ̃                ̃      

   ̃    ̃   ̃  ̃           ̃   ( ) and  

  
 ( ̃  )

 ( ̃   )
. Now  ̃   ̃   and   ̃     

    ̃  ̃   ̃    also   ̃       ̃
  ̃     

           is soft maximal.  

To show that                 

         * ̃
  ̃        ( ̃

 )     ̅̅ ̅̅ +   

* ̃  ̃      ̃ (   )     
 ̅̅ ̅̅ + 

=* ̃  ̃      ̃  ̃       +  
 * ̃  ̃      ̃  ̃     +          
        (           )      is soft surjective 

and hence   is a soft bijective. 

Theorem (3.18):  

Let   be Soft gelfand algebra then for all  ̃  ̃    

( ) ‖ ̃  ‖  ‖ ̃ ‖    
(  )  ( ̃ )  ‖ ̃ ‖   
(   ) ‖ ̃ ̂‖  ‖ ̃ ‖    

Proof:  

( )   (  )  

Suppose that ‖ ̃  ‖  ‖ ̃ ‖ , for all  ̃  ̃     then 

in general we have 

 ‖ ̃   ‖  ‖ ̃ ‖                  
 

 

 

 

 

 

 

Since  ( ̃ )        ‖ ̃
  ‖

 

  (soft spectral radius 

formula), and * ‖ ̃   ‖  ‖ ̃ ‖  + is sub sequence 

of the sequence 2‖ ̃  ‖
 

 3 , we have 

   ( ̃ )        ‖ ̃
   ‖

 

       
   

(‖ ̃ ‖  )
 

   

‖ ̃ ‖. 

(  )  ( )  
Suppose that   ( ̃ )  ‖ ̃ ‖  

   ( ̃  )  ‖ ̃  ‖ , and by theorem (3.2)  

 ( ̃   )  ( (  ̃ ))  ( (    ̃ ))   ‖ ̃  ‖ and 

also  ( ̃ )  ‖ ̃ ‖  ( (    ̃ ))  ‖ ̃ ‖   
(  )   (   ) 
Suppose that  ( ̃ )  ‖ ̃ ‖, iff 

  ( ̃ )     *| ̃|   ̃  ̃  ( ̃  )+ 

    { | ̃ ̂( ) |    ̃   }  ‖ ̃ ̂‖   
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   Introduction    

    Let   be the Linear space of all analytic  

functions in    For a positive integer number    and 

   , we let           
 ,   -  *     ( )       

       
    

     
     +         

For  two functions   and   analytic in   .We say 

that the function   is subordinate to    in     and 

write   ( )   ( ), if there exists a Schwarz 

function    which is analytic in   with  ( )    

and | ( )|    (   ), such that  ( )  

 ( ( )) (   ). 

If the function  ( ) is  if the function   is univalent 

in  , then we have  

 ( )   ( )    ( )   ( ) and  ( )  

 ( )      

  ( )

 
 

 
 ∑   

 

 

   

                                                   (   ) 

which are analytic and meromorphic univalent 

function  in the punctured open unit disk    

*       and   | |   +       

Let         and   (       )         

If   and  ( ( )    ( )      ( )  )  are univalent 

functions in   and if   satisfies the second- order 

superordination  

 ( )   ( ( )    ( )      ( )  ) (   )       (   )  

then   is called a solution of the differential 

superordination (   ) , (if   subordinate to  , then   

is superordinate to  ). 

An analytic function   is called a subordinate of the 

differential superordination if     for all   

satisfying (   ). A univalent subordinate  ̃ that 

satisfies    ̃ for all subordinates   of (   )is said 

to be the best subordinate. Recently Miller and 

Mocnu , - obtained sufficient conditions on the 

functions      and   for which the following 

implication holds :  

 ( )   ( ( )    ( )      ( )  )   ( )   ( ) (   )        

  (   ) 

 

 

If     is given by (   ) and     given by 

 ( )  
 

 
 ∑   

 

 

   

  

The Hadamard product (or convolution) of  and   is 

defined by 

(   )( )  
 

 
 ∑     

 

 

   

 (   )( )  

Using the results, Bulboacă , - considered certain 

classes of first order differential superordinations as 

well as superordination preserving integral operator 

, -  Ali et al. , -  have used the results of Bulboacă 

, - to obtain sufficient conditions for normalized 

analytic functions to satisfy: 

  ( )  
   ( )

 ( )
   ( )  

where          are given univalent functions in 

         ( )      ( )     . Also, Tuneski , - 

obtained a sufficient conditions for starlikeness of 

  in terms of the quantity  

   ( ) ( )

(  ( )) 
  

Recently, Shanmugam et al. ,   - and Goyal et al. 

, - also obtained sandwich results for certain classes 

of analytic functions. 

Ali et al ,  - introduced and investigated the  linear 

operator 

  (   )      

which is defined as follows: 

   (   ) ( )  
 

 
 ∑(

   

   
 *
 

   
 

 

   

  

(        )                                                                    (   ) 

The general Hurwitz- lerch  zeta function 

 (     )  ∑  
  

(   ) 

 

   

          
       

when   | |     
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Definition 1.1. Let                 
   

    and    , we define the operator  

       (   ) ( )       where 

       (   ) ( )  
 (     )

    
    (   ) ( ) 

 
 

 
 ∑.

 

     
 /
 

(
   

   
 *
 

   
 

 

   

              (   ) 

We note from (   ) that, we have 

        (   ) ( )   .        (   ) ( )/
 

 

(   )       (  

   ) ( )                               (   )  

      (   ) ( )     (   ) ( ) 

and       (   ) ( )   ( ). 

The  main object of this idea is to find sufficient 

conditions for certain normalized analytic 

functions    to satisfy:  

  ( )  

.
(   )        (   ) ( )          (     ) ( )

   
/
 

   ( )  

and 

  ( )  .       (   ) ( )/
 

   ( )  

where   ( ) and   ( ) are given uninvent 

functions in   with   ( )    ( )     

    Preliminaries

In order to prove our subordinations  and 

superordinations results, we need the following   

definition and lemmas. 

Definition     , -  Denote by   the set of all 

functions   that are analytic and injective on 

   ( ), where  ̅    *    +  and

  ( )  {         
   
 ( )   }                   (   )

and are such that   ( )    for       ( ). 

Further, let the subclass of   for which  ( )    

be denoted by  ( )  ( )     and  ( )    . 

 

 

 

Lemma      , - Let  ( ) be convex univalent 

function in    let         * +  and suppose 

that  

  4  
    ( )

  ( )
5     {     (

 

 
*}   

If  ( ) is analytic in   and 

  ( )      ( )    ( )      ( )     

then  ( )   ( ) and   is the best dominant.   

Lemma      , -  

Let   be univalent in   and let   and   be 

analytic in the domain   containing  ( ) with 

 ( )     when    ( ). Set 

 ( )     ( ) ( ( ))and  ( )   ( ( ))   ( )  

suppose that  

    is starlike univalent in    

    4
   ( )

 ( )
5           

If   is analytic in   with  ( )   ( ),   ( )    

and 

 ( ( ))     ( ) ( ( ))                                    

  ( ( ))     ( ) ( ( ))  

then    , and   is the best dominant.  

Lemma       , - Let q(z) be convex univalent in 

the unit disk   and let   and   be analytic in a 

domain D containing  ( ). Suppose that  

    {
  ( ( ))

 ( ( ))
}                 

     ( ) ( ( )) is starlike univalent in    

  . 

If    , ( )  -   , with  ( )   , and 

 ( ( ))     ( ) ( ( ))is univalent in  , and 

 ( ( ))     ( ) ( ( ))  

 ( ( ))        ( ) ( ( )),      (   )  

then         and   is the best subordinant  

Lemma     , -  Let  ( ) be convex univalent in 

  and  ( )      Let      that   * +   . If 

 ( )   , ( )  -    and  ( )      ( )is 

univalent in  , then 
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 ( )      ( )   ( )      ( )   

which implies that  ( )   ( ) and  ( ) is the 

best  subordinant. 

 . Subordination Results 

Theorem      Let  ( ) be convex univalent in   

with  ( )          * +  Suppose that  

  4  
    ( )

  ( )
5     {    (

  

 
*}                   (   ) 

If      is satisfies the Subordination    

 ( )

  ( )  
 

 
    ( )                                                     (   ) 

where  

  ( )  .
(   )        (   ) ( )          (     ) ( )

   
/
 

 (  

      

.
(        )      (   ) ( ) (          )      (     ) ( ) (    )      (     ) ( )

 (   )      (   ) ( )        (     ) ( )
/)  

                                  (   ) 

then 

.
(   )        (   ) ( )          (     ) ( )

    
/
 

 

 ( )            (   )  

and  ( ) is the best dominant. 

Proof. Define a function   ( ) by  ( )  

.
(   )        (   ) ( )          (     ) ( )

    
/
 

           (   ) 

then  the function  ( )  is analytic in   and 

q(0)=1,therefore, differentiating (3.5) logarithmically 

with respect to   and using  the identity (   ) in the 

resulting equation,  

 ( )  4
(   )        (   ) ( )           (     ) ( )

   
5

 

 ( 

    

.
(        )      (   ) ( ) (          )      (     ) ( ) (    )      (     ) ( )

 (   )      (   ) ( )        (     ) ( )
/)       

  ( )  
 

 
    ( )  

Thus the subordination (   ) is equivalent to  

 ( )  
 

 
    ( )   ( )  

 

 
    ( )    

 

 

 

 

An application of  Lemma (   ) with   
 

 
 and   

   we obtain (   )  

Taking  ( )  
    

    
(        )  in 

Theorem (   )  we obtain the following Corollary. 

Corollary     Let       * + and (      

   )  Suppose that  

  ( 
    

    
*     {     (

  

 
*}     

If      is satisfy the following Subordination 

condition :    

 ( )   
    

    
 
 

 
  
(   ) 

(    ) 
   

where   ( ) given by (   ), then 

4
(   )        (   ) ( )           (     ) ( )

    
5

 

 
    

    
    

and 
    

    
  is best dominant   

Taking      and      in Corollary (   ), we 

get following result. 

Corollary      Let       * + and suppose that  

    ( 
   

   
*     {     (

  

 
*}     

If      is satisfy  the following Subordination     

 ( )   
   

   
 
 

 
  

  

(   ) 
               

where   ( ) given by (   )  then 

.
(   )        (   ) ( )          (     ) ( )

    
/
 

 

   

   
     

and 
   

   
 is best dominant . 

Theorem      Let  ( ) be convex univalent in unit 

disk   with  ( )                * +         

       and suppose that   and   satisfy  the 

following conditions    2 
 

 
 ( )  

   

 
  ( )  

   
   ( )

  ( )
  

  ( )

 ( )
3          (   ) 
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 and  

       (   ) ( )                                         (   ) 

If 

 ( )      ( )      ( )   
   ( )

 ( )
          (   ) 

where  

  ( )  (       (   ) ( ) )
 
 (( 

   .(       (   ) ( ) )
 
/   

    (   ) 4
      (     ) ( )

      (   ) ( )
  5         (   ) 

then 

 (       (   ) ( ) )
 
  ( )  and  ( ) is best 

dominant.  

Proof . Define analytic function   ( ) by 

  ( )  .        (   ) ( )/
 

                          (    ) 

Then  the function  ( )  is analytic in   and 

 ( )   , differentiating (    ) logarithmically 

with respect to  ,  we get 

 
   ( )

 ( )
    (   )4

      (     ) ( )

      (   ) ( )

  5      (    )  

By setting  ( )            and  ( )  

 

 
   it can be easily observed that  ( ) is analytic in 

    ( )is analytic in   * + and that  ( )  

      * +     

Also, if we let 

 ( )     ( ) ( )   
   ( )

 ( )
 and  ( )  

 ( ( ))   ( ) 

     ( )      ( )   
   ( )

 ( )
  

we find that  ( )  is starlike univalent in   ,we 

have 

  ( )     ( )      ( )  ( )   
  ( )

 ( )
   

   ( )

 ( )

    (
  ( )

 ( )
)   

 

 

 

 and 

   ( )

 ( )
 
 

 
 ( )  

   

 
  ( )     

   ( )

  ( )
  

  ( )

 ( )
   

hence that   

   .
   ( )

 ( )
/    .

 

 
 ( )  

   

 
  ( )     

   ( )

  ( )
 

 
  ( )

 ( )
/     

By using (    ), we obtain  

  ( )      ( )  
   ( )

 ( )
 (       (   ) ( ) )

 
  

 (     .       (   ) ( )/
 

*      (   ) .      
(     ) ( )

      (     ) ( )
 

 /  

By using (   )  we have  

  ( )      ( )   
   ( )

 ( )
   ( )      ( )   

   ( )

 ( )
    

and by using Lemma (   )  we deduce that 

subordination (   ) implies that  ( )   ( ) and the 

function  ( ) is the best dominant. 

Taking the function  ( )  
    

    
 (       

 )  in Theorem (   ) the condition (   )  becoms  

   (
 

 

    

    
 
   

 
.
    

    
/
 

   
(   ) 

(    )(    )
 

    

    
* 

  (    * +)                                                 (    ) 

hence, we have  the following Corollary. 

Corollary      Let (         )      

  * +              Assume that (    ) holds. 

If      and 

 ( )     
    

    
   (

    

    
*
 

  
 (   ) 

(    )(    )
    

where   ( ) is defined in (   )  then 

(       (   ) ( ) )
 
 
    

    
   and  

    

    
     best 

dominant. 

Taking the function  ( )  . 
   

   
/
 

  (     )  in 

Theorem (   ) the condition(   ) becoms

    {
 

 
. 
   

   
/
 

 
   

 
. 
   

   
/
  

 
    

    
}     

     (    * +)                                                           (    ) 

hence, we have  the following Corollary. 
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Corollary      Let  

              * +              Assume that 

(    ) holds. 

If     and 

   ( )     ( 
   

   
*
 

   ( 
   

   
*
  

  
    

     
    

where   ( ) is defined in (   )  then 

(       (   ) ( ) )
 
 . 

   

   
/
 

   and  . 
   

   
/
 

  is best 

dominant. 

     Superordination Results 

Theorem      Let  ( ) be convex  univalent in   

with  ( )         * + ,Re*   +      if      

such that 

(   )        (   ) ( )           (     ) ( )

   
   

and 

4
(   )        (   ) ( )           (     ) ( )

    
5

 

 

  , ( )  -                                                          (   ) 

If the function  ( ) defined by (   ) is univalent and 

the following   superordination condition:    

 ( )  
 

 
    ( )    ( )                                         (   ) 

holds, then   

 

 ( )  .
(   )        (   ) ( )          (     ) ( )

    
/
 

 (   ) 

and  ( ) is the best subordinant . 

Proof . Define a function   ( ) by  

 ( )  .
(   )        (   ) ( )          (     ) ( )

   
/
 

. 

(   ) 

Differentiating (   ) with respect to   

logarithmically ,we get   

 

   ( )

 ( )
 

 (
(   ) (      (   ) ( ))

    (      (     ) ( ))
 

(   )      (   ) ( )        (     ) ( )
 *  (   ) 

 

 

 

A simple computation and using (1.6), from (   ) ,we 

get 

  ( )  .
(   )        (   ) ( )          (     ) ( )

   
/
 

 ((       

.
(        )      (   ) ( ) (          )      (     ) ( ) (    )      (     ) ( )

 (   )      (   ) ( )        (     ) ( )
/)  

  ( )  
 

 
    ( )  

now, by using Lemma(2.4), we get the desired result . 

Taking  ( )  
    

    
 (        )  in 

Theorem (   )  we get the following Corollary. 

Corollary      Let Re{ +        * + and  

           such that  

 4
(   )        (   ) ( )           (     ) ( )

    
5

 

  

 , ( )  -       

If the function   ( ) given by (   )  is univalent in 

  and     satisfies  the following superordination  

condition :    

 
    

    
 
 

 
  
(   ) 

(    ) 
  ( )    

  then 

    

    
 

 4
(   )        (   ) ( )           (     ) ( )

    
5

 

  

and the function  
    

    
  is the best  subordinant. 

Theorem      Let  ( ) be convex univalent in unit 

disk  ,           * +            ( )       and 

     Suppose that    2 
 ( )

 
(    ( )  

 ) 3   ( )        

 and satisfies the next conditions  

(       (   ) ( ) )
 
   , ( )  -                   (   ) 

and 

       (   ) ( )      

If the function  ( ) is given by (   ) is univalent in     

    ( )      ( )   
   ( )

 ( )
  ( )             (   ) 

 

Waggas .G / Rajaa .A 



 

14 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

implies 

 ( )  (       (   ) ( ) )
 
  and  ( ) is the best 

subordinant.  

Proof . Let the function   ( ) defined on   by 

(    ) . Then a computation show that  

   ( )

 ( )
  (   )4

      (     ) ( )

      (   ) ( )
  5           (   ) 

By setting  ( )            and  ( )  
 

 
   it 

can be easily observed that  ( ) is analytic in 

    ( )is analytic in   * + and that  ( )  

  (    * +)  Also, we get 

 ( )     ( ) ( ( ))    
   ( )

 ( )
   

it observed that  ( ) is starlike univalent in    

Since  ( ) is convex , it follows that 

  4
   ( ( ))

 ( ( ))
5    { 

 ( )

 
(    ( )   ) }   ( )

    

By making use of (   ) the  hypothesis (   )  can be 

equivalently  written as   

 ( ( )     ( ) ( ( )))

    ( ( )     ( ) ( ( )))   

thus, by applying Lemma (   )  the proof is 

completed . 

    Sandwich Results 

Combining Theorem (   ) with Theorem  (   )  we 

obtain the following sandwich theorem .  

Theorem      Let     and   be convex  univalent in 

  with    ( )     ( )    and    satisfies (   ) . 

Suppose that Re*   +          * + . 

If      such that 

.
(   )        (   ) ( )          (     ) ( )

    
/
 

 

 , ( )  -        

and the function  ( ) defined by (   ) is univalent 

and  satisfies   

  ( )  
 

 
     

 ( )    ( )

   ( )  
 

 
     

 ( )            (   ) 

 

 

then  

  ( )  .
(   )        (   ) ( )          (     ) ( )

    
/
 

   ( )   

where   and     are, respectively ,the subordinant 

and the best dominant  of  (   )  

Combining Theorem (   ) with Theorem  (   )  we 

obtain the following sandwich theorem . 

Theorem      Let     be two  convex  univalent  

functions in   such that    ( )        ( )  

 (     ) .Suppose that   and     satisfies  

(   ) and (   ), respectively. 

If     and  suppose that    satisfies the next 

conditions : 

(       (   ) ( ) )
 
  , ( )  -        

and 

       (   ) ( )      

and  ( ) is univalent in    then  

       ( )       
 ( )   

    
 ( )

   ( )
  ( )     

    ( )   

     
 ( )   

    
 ( )

   ( )
                                     (   ) 

 implies 

   ( )  (       (   ) ( ) )
 
   ( )   

and    and   are the best subordinant and the best 

dominant respectively and  ( ) is given by (   )     
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 هانًيرويورفييثرهُاخ انساَذوج انتفاضهيح نذوال احاديح انتكافؤ حول 

 

 

 رخاء عهي هريس           وقاص غانة عطشاٌ 

 خايعح انقادسيح/  وتكُونوخيا انًعهوياخ كهيح عهوو انحاسوب/  قسى انرياضياخ

 

 : انًسخخهص

 انخحهٍهٍت الاحادٌت نهذٔال ٔانخبعٍت انخفاضهٍت انعهٍا  انُخائح نهخبعٍت انخفاضهٍت بعض حصهُا عهى باسخخذاو انًؤثز انخطً, 

 .ث انساَذٔجُااشخقٍُا بعض يبزْ .اٌضا 𝑈فً قزص انٕحذة انًثقٕب لاكٍذةا انخكافؤ
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1.Introduction. 
 The issue under thought had its beginning in a letter 

composed by Goldbach to Euler in 1742 [1]. He 

expounded on his thought to the celebrated 

mathematician Euler, who at initially addressed the 

letter with some neglect, viewing the outcome as 

minor. That wasn't very wise of Euler: 

the "Goldbach conjecture", as it's turned out to be 

known, remains unproven 'til today which has been 

verified and it is currently known to be align to 4· 

10
14, (

see [2]). This guess suggests the guess that "all 

odd numbers greater than 7 are the sum of three odd 

primes", which is alluded to today differently as the 

odd Goldbach guess, or the ternary Goldbach guess. 

While the feeble Goldbach guess seems to have 

been at last demonstrated in 2013 by Helfgott
   

[3], 

[4]. 

  

We should attempt with a few cases, for instance: 

       
       
        
        
        
         
         
 

See that the cases are not one of a kind, for 

example               
 

2.The proof of stronger Goldbach 

conjecture. 
The proof  is very simple after we prove  the 

following theorem : 

 

 

 

Theorem (2.1)  For each             
    such that (   ) and (   ) are 

simultaneously primes. 

 

Example (2.2)  We first verify that there exists 

such a positive integer number   , for         
and the results were recorded as table 1. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝑛 𝑎 𝑛 𝑎 

4 1 38 9,15,21,23,33,35 

5 2 39 2,8,20,22,28,32,34 

6 1 40 3,21,27,33 

7 4 41 12,18,30,38 

8 3,5 42 1,5,11,19,25,29,31,37 

9 2,4 43 24,30,36,40 

10 3,7 44 3,15,27,39 

11 6,8 45 2,8,14,16,22,26,28, 34,38 

12 1,5,7 46 15,33,43 

13 6,10 47 6,24,36,42 

14 3,9 48 5,11,19,25,31,35,41 

15 2,4,8 49 12,18,30 

16 3,13 50 3,9,21,33,39,47 

17 6,12,14 51 8,10,20,22,28,32,38, 46 

18 1,5,11,13 52 9,15,21,45,49 

19 12 53 6,30,36,48,50 

20 3,9,17 54 7,13,17,25,35,43,47,51 

21 2,8,10,16 55 12,18,24,42,48,52 

22 9,15,19 56 3,15,27,33,45,51,53 

23 6,18 57 4,10,14,16,26,40,44,46,  

50,52 

24 5,7,13,17,19 58 15,21,39,45,51,55 

25 6,12,18,22 59 12,30,42,48,54 

26 3,15 60 1,7,13,19,23,29,37,41,43, 

47,49,53 

27 4,10,14,16,20 61 18,42,48 

28 9,15,25 62 9,21,39,45,51 

29 12,18,24 63 10,16,20,26,34,40,44,46, 

50 

30 1,7,11,13,17,23 64 3,33,45 

31 12,28 65 6,18,24,36,42,48 

32 9,15,21,27,29 66 5,7,13,23,35,37,43,47,61 

33 4,10,14,20,26,28 67 6,30,36,60,64 

34 3,27 68 15,21,39,45,63 

35 6,12,18,24,32 69 2,10,28,32,38,40,58,62 

36 5,7,11,17,23,25,31 70 3,9,27,33,39,57,67 

37 6,24,30,34 71 12,18,30,42,60,66,68 
 

 

Table1. Checking  conjecture 1,   𝑛     . 
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Remark (2.3) From table 1, we observe that 

notes: 

i. If     is even (odd) then   is odd 

(even). This is always true since we 

want      odd prime number. 

ii. Since we want      prime number, 

we have      . Therefor, always 

we have      

iii. For every even integer no.     

  can takes the values      

            (   ) .  

Also for every odd integer no.   : 

  can takes the values      

            (   ). 

iv. we get for every integer       

   , where   is prime number, 

    (   ) when   is even, and  

    (   ) when   is odd,              

      (   )        

v. Let   *             + . 

 And    *             + . 

It is easy to show that two cases: 

1. Let      For every positive even 

integer    ,      is odd number 

such that     (   )     

         

2. Let      For every positive odd 

integer         is odd number 

Such that 

     (   )         

                                           in both 

cases there exists    such that 

    is prime. 

vi. From the above notes, we observe that 

for every integer      there exists 

positive integers   such that     is 

prime and     is prime. 

Now we are looking for an integer   

makes     and     are  

Simultaneously primes.  

If        then 

                where   

is prime number such that      

(   )  if   is even and     

(   ), if    is odd.    

Therefor we want to show that      

is prime for some  . 

 

 

 

 

Example (2.4)  
Consider the following example, when   odd 

number. We define a function    ( )      such 

that  
   *           +  
   *                    + by  

   ( )       one to one and onto function, see 

for example when     , 

                     

                    

                    

                    

                     

                     

                     

                     

                     

  *          +   *             +  
      defined by  ( )      . 

 If      then       and       are 

simultaneously primes . Similarly when    even 

number, we can define the one to one and onto 

function from the set    

   *           + to the set                    

   *                    + by        

  ( )        
 

Proof of theorem (2.1) 
For every even integer      there exists a positive 

integer         where   is a prime number such 

that      (   )  makes     is prime for all  

 , as well  

              . We want to show 

that       is prime for some  , such that      
(   )   Now let 

   *           +, the set of all possible     , 

   *                    +, the set of 

all possible      and        defined by 

 ( )      . In the both sets   and    there are 

primes numbers, we show by contradiction that 

       can be prime number for some  

prime no.  . Assume that         is not prime 

number       That is        ̅   ( ̅  prime 

number in the set  ).                            
  Therefor    (     )     ( ̅)   ̅   
So that          ̅ ,   ̅. Similarly for odd 

integer .   

Theorem (2.5) 
The necessary and sufficient condition of stronger  

Goldbach conjecture is theorem (2.1).  
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Proof. 
 Let     ,        (   and   are prime 

numbers). 

We want to show that:             (   ) and 

(   ) are simultaneously primes. We have              

        there exists a positive integer                    

       such that        and       . 

Conversely,       , (if   is prime number then 

   ). Then by theorem (2.1),             
(   ) and (   ) are simultaneously primes.  

Therefore  

         (   )  (   ).  
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 اثبات لمخمنة غولدباخ الأقوى ) الثنائٌة (

 
 ولدان ولٌد محمود

 قســــم الرٌاضٌات/  كلٌـــــة التربٌــــة/  جامعـــة واســـــط

 

 

 

 

 

 

 المستخلص :

  عن مخمنة غولدباخ الأقوى )الثنائٌة( بأنها " كل عدد صحٌح زوجً أكبر من أو ٌساوي  ٌعبر      
ولغاٌة هذا الٌوم حٌث  1742ٌمكن كتابته كمجموع لعددٌن أولٌٌن ". والتً لم ٌتم اثبات صحتها منذ 

من تعد من المسائل المفتوحة فً الرٌاضٌات . فً هذا البحث قدمنا الاثبات على صحة هذه المخمنة 

بحٌث ٌجعل كل   ، أكبر من أو ٌساوي   لكل عدد صحٌح   𝑎خلال إثبات وجود عدد صحٌح موجب 
 اعداد اولٌة فً ذات الوقت.       و       من  
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   Introduction    

         Let   be the class of the functions of the form :  

 ( )    ∑    
    (

 

   

   )                        (   ) 

which are analytic in the open unit disk   *    

      | |   +  Also, let   denoted the class of all 

functions in   which are univalent and normalized by 

the conditions  ( )      ( )     in   , - . It is 

well known that every  univalent function   has 

inverse     satisfying: 

 

   ( ( ))     (   )  

and  

 (    ( ))      (| |     ( )    ( )  
 

 
 )  

where  

    ( )   ( )       
  (   

 
 
    ) 

  

(    
          ) 

                                           (   ) 

A function     is said to be bi-univalent in   if  

both  ( ) and    ( ) are univalent in   . Let ∑ denote 

the class of bi-univalent functions defined in the unit 

disk   given by (   )  For a brief history and interesting 

example in the class ∑  (    , - )  However , the 

familiar  Koebe function is not bi-univalent. The class 

∑ of  bi-univalent functions was first inverstigated  by 

Lewin , - and it was shown that |  |        Brannan 

and Clunie , - improved Lewin's  result and 

conjectured that |  |  √     Later , Netanyahu , - , 

showed that if    ∑  then max|  |  
 

 
   

Recently, Srivastava et al , - , Frasin and Aouf  

, -  BansaL and Sokol [8] and Srivastava and BansaL 

, - are also introduced and investigated the various 

subclasses of  bi- univalent functions and obtained  

bounds for the initial coefficients |  | and |  | . 

The coefficient estimate problem involving the bound 

of  |  | (    *   +    *       +) for each   ∑ 

given by (   ) is still an open problem. 

 

 

 

The object of this work is to find estimates on the 

Taylor –Maclaurin coefficients |  | and |  | for 

functions in this 

subclasses  ∑  (       )      ∑  (       ) of the 

functions class ∑    Several related classes are also 

considered and connections to earlier known results are 

made. 

In order to prove  in our main results, we require the 

following lemma. 

Lemma     , - If     the |  |    for 

each     where   is the family of  all functions   analytic 

in   for  which Re( ( ))    

 ( )          
       

        for     

   Coefficient Bounds for Function class 

  ∑ (       ) 

To prove  our main  results , we need  to introduce  the  

following  definition . 

Definition      A function  ( ) given by (   ) is said 

to be in the class  ∑  (       )(    * +     

            )  if  the following conditions are 

satisfied :  

  

 ∑ |   .   
 

 
0

 (  ( )        ( ) )

  (  ( )      ( )) (   )(    ( ) (   ) ( )) 
 

 1/|  

 
  

 
    (   )                                                         (   ) 

and 

  ∑ |   .  
 

 
0

   ( 
 ( )       ( ))

  (  ( )     ( )) (   )(    ( ) (   )
   ( ))

   1/|  

 
  

 
    (   )                                                          (   ) 

 where the function  ( ) is given by (   )  

Theorem      Let  ( ) given by (   ) be in the 

class  ∑  (       )(    * +
            

       )  Then 

|  |  

  |  |

 √|   ((           ) (                    )) (   )(        ) |

. 

(   ) 
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and 

|  |  
 | | 

|(           )|
 

 | |   

(        ) 
            (   ) 

 Proof: Let  ( )   ∑  (       ).Then 

  
 

 
0

 (  ( )        ( ) )

  (  ( )      ( )) (   )(    ( ) (   ) ( )) 
  1  

, ( )-                                                                                (   ) 

and 

   
 

 
0

   ( 
 ( )       ( ))

  (  ( )     ( )) (   )(    ( ) (   )
   ( ))

  1  

, ( )-                                                                              (   ) 

Where  ( ) and  ( ) are in   and have the following 

series representations : 

 ( )            
     

                              (   ) 

and 

  ( )           
     

                         (   ) 

Since 

   
 

 
0

 (  ( )        ( ) )

  (  ( )      ( )) (   )(    ( ) (   ) ( )) 
  1  

  
 

 
(        )    

 

 
((           )     

 (                    )   
    

               (   )  

and  

  
 

 
0

   ( 
 ( )       ( ))

  (  ( )     ( )) (   )(    ( ) (   )
   ( ))

 

 1    
 

 
(        )    

 

 
((        

   )  

(   
    )  (      

              )  
         

                                                                                           (    )                                                                                       

Now , equating the coefficients in (   )     (   )  we get  

 

 
 (        )                                           (    ) 

 

 
((           )   (      

          

     )  
 )        

 
 (   )

 
                           (    ) 

 
 

 
(        )                                      (    ) 

and 

 

 

 

 

 

 
((           )(   

    )  (      
       

        )  
        

 
 (   )

 
                  (    ) 

From (    ) and (    ) , we find 

                                                                             (    ) 

and  

 

  
(        )   

    (  
    

 )                  (    ) 

Also, from (    ) (    ) and (    )  we find that 

 

 
((           )  

  

(                     )  
 )   (       )  

 (   )

 
(  
    

 )   (       )  
(   )

    
 (      

  )    
     

   (    ) 

Therefore ,we obtain 

  
  

    (     )

   ((           ) (                    )) (   )(        ) 
   

Applying Lemma (   ) for the coefficients    and 

    we readily get 

|  |  

  |  |

 √|   ((           ) (                    )) (   )(        ) |

   

The last inequality gives  the desired estimate on |  | 

given in (   )     

 Next, in order to find the bound on |  | , by subtracting  

(    ) and (    )  we get 

 
 

 
(           )(       

 )  (      
   
 (   )

 
)  

 (    
    

 
 (   )

 
)                                                          (    ) 

 It follows from (2.15) , (2.16) and (2.18), that  

   
  (     )

 (           )  

 
     (  

    
 ) 
 

 

 

  

 (        ) 
                

Applying Lemma (1.1) once again for the coefficients 

          and      we immediately 
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|  |  |
  | |

(           )  

 
 | |   

(        )  
  

This complete  the proof of  Theorem (2.2)     

   Coefficient Bounds for Function class 

  ∑ (       ) 

To prove  our main  results , we need  to introduce  

the  following  definition .  

Definition      A function  ( ) given by (   ) is said 

to be in the class  ∑  (       )(    * +      

             ) if  the following conditions 

are satisfied : 

  

 ∑   .  
 

 
0

 (  ( )        ( ) )

  (  ( )      ( )) (   )(    ( ) (   ) ( )) 
 

 1/   

      (   )                                                       (   ) 

and 

  

∑   .  
 

 
0

   ( 
 ( )       ( ))

  (  ( )     ( )) (   )(    ( ) (   )
   ( ))

 

 1/       (   )                                                (   )  

where the function  ( ) is given by (   )    

Theorem      Let  ( ) given by (   ) be in the class 

  ∑  (       ) (    * +                

   ). Then   

|  |  √
 | |(   )

|(                           )| 
      (    ) 

and 

|  |     
| |(   )

|          |
 

 | |  (   ) 

|(        ) |
      (   ) 

Proof : Let  ( )   ∑  (       ). Then 

  
 

 
0

 (  ( )        ( ) )

  (  ( )      ( )) (   )(    ( ) (   ) ( )) 
  1  

   (   ) ( )                   (   ) 

 

 

 

 

 

 

and 

  
 

 
0

   ( 
 ( )       ( ))

  (  ( )     ( )) (   )(    ( ) (   )
   ( ))

  1   

   (   ) ( )                                                    (   ) 

where  ( )     ( )  ( ) and  ( ) have form 

(   )and (   )  respectively. 

Now, equating  the coefficients in (   ) and (   ) , we 

get 

 

  
(        )   (   )           

                     (   ) 

 

 
((           )   (      

       

        )  
 )  (   )                                      (   )    

 
 

  
(        )   (   )               

               (   ) 

and 

 

 
((           )(   

    )  (     

               )  
 )  (   )            (    ) 

From (   ) and (   ), we obtain 

                                                                                      (    )                                                                                                    

and 

 
 

  
 (        )   

 

 (   ) (  
    

 )               (    ) 

Also , from (   ) and (    ) , we have 

 

 
((           )  (               

     ))  
   

 (   ) (  
    

 )                                               (    ) 

 Therefore , we get 

  
  

 (   )(     )

 ((           ) (                    )) 
  

(    )   

Applying Lemma (   ) for coefficients     and      we 

obtain  

|  |  √
 | |(   )

|(                           )|
  

 
     (    ) 

This gives the bound on |  | as asserted in (   )   

Next in order  to find the bound on |  | , by 

subtracting (    ) and (    ) , we thus get 
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(           )(       

 )  (   ) (     ) 

(    ) 

 or, equivalently, 

   
 (   )(     )

 (          )
   

                           (    ) 

It follows from (    ) and (    ) , that 

    
 (   )(     )

 (          )
 
  (   ) (  

    
 )

 (        ) 
   

Applying Lemma (   ) once again for the 

coefficients            and      we obtain 

|  |  
| |(   )

|(          )|
 

 | | (   ) 

|(        ) |
   

 This completes the prove of Theorem (   )   

   Corollaries and Consequence 

This section is devoted to the presentation of some 

special cases of the main results . 

These results are given in the form of corollaries :  

If we set τ=1 and δ=0 in Theorems (   ) and (   ) , 

then ,we get following  results  due to Keerthi and 

Raja ,  -   

Corollary       Let  ( ) given by (   ) be in the 

class  ∑  (   )(           )  Then 

    

|  |  
  

√|  (    )  (    )(   ) |
 

 and 

|  |  
   

(   ) 
 

 

    
  

Corollary      Let  ( ) given by (   ) be in the 

class    ∑  (     ) 
(           ). Then 

|  |  √
 (   )

|       |
 

and 

|  |  
 (   ) 

(   )  
 
   

    
  

The classes   ∑  (   )       ∑  (     ) are 

respectively defined as follows: 

 

 

 

Definition      A function  ( ) given by (   ) is said 

to be in the class  ∑  (   )  (           ) if 

the following conditions are satisfied: 

   ∑ |   4
 (  ( )      ( ))

(   ) ( )      ( )
5|  

  

 
     (   ) 

and 

  ∑ |   4
 (  ( )      ( ))

(   ) ( )      ( )
5|  

  

 
      (   ) 

 where the function   ( ) is given by (   ) . 

Definition      A function  ( ) given by (1.1) is said 

to be in the class 

  ∑(   )(           )if the following 

conditions are satisfied: 

  ∑     4
 (   ( )      ( )) 

(   ) ( )      ( )
5        (   ) 

and 

   ∑    4
 (  ( )       ( ))

(   ) ( )      ( )
5

              (    )  

where the function   ( ) is given by (   )  

If we set     and     in Theorems (2.2)  and 

(3.2), then the classes   ∑  (       )  and 

   ∑  (       ) reduce to the classes  

 ∑  (   ) and  ∑   
(   ) investigated by 

Murugusundaramoorthy et al. [10] ,which are defined 

as follows : 

Definition       function  ( ) given by (1.1) is said 

to be in the class   ∑  (   )(           ) if 

the following conditions are satisfied:   

  ∑ |   4
   ( )

(   ) ( )     ( )
5|

 
  

 
      (   ) 

and 

    ∑ |   4
   ( )

(   ) ( )     ( )
5|

 
  

 
       (   ) 

where the function  ( )    given by (1.2). 
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Definition      A function  ( ) given by (1.1) is said 

to be in the class   ∑(   )(           ) if 

the following conditions are satisfied:   

  ∑    4
   ( ) 

(   ) ( )     ( )
5          (   ) 

where and 

   ∑    4
   ( ) 

(   ) ( )     ( )
5

         (    )  

the function  ( )  is is given b  (   )   

In this case .Theorems (   ) and (   ) reduce to the 

following: 

Corollary      Let   ( ) given by (1.1)be in the 

class  ∑  (   )(           ).Then 

|  |  
  

(   )√(   )
 

and 

|  |  
   

(   ) 
 

 

   
    

Corollary      Let   ( ) given by (1.1) be in the 

class   ∑  (   )(           ).Then 

|  |  
√ (   )

(   )
 

and 

|  |  
 (   ) 

(   ) 
 
   

(   )
  

Letting     and     in Theorems (   ) and (   ) 

gives the following corollaries:   

Corollary      Let   ( ) given by (1.1) be in the 

class   ∑  (   )(            ).Then 

|  |

 
  

√|  (    )  (     ))  (   )(    ) |

 

and 

|  |  
 

 (   )
 

  

(   ) 
   

 

 

 

 

Corollary       Let  ( ) given by (   ) be in the 

class  ∑  (   )(           )  Then 

|  |  √
(   )

|        |
 

and 

|  |   
(   )

|    |
 
(   ) 

(   ) 
  

The classes  ∑  (   )and  ∑  (     ) are given 

explicitly in the next definitions . 

Definition       A function  ( ) given by (   ) is 

said to be in the class   ∑  (   ) (          

 )  if  the following conditions are satisfied :  

  ∑  |   4
   ( )      ( )

  ( )       ( )
5|
 

 

 
  

 
        (   )    

and 

  ∑  |   4
   
 ( )       ( )

  ( )       ( )
5|

 
  

 
        (   )    

where the function  ( ) is given by (   )  

Definition       A function  ( ) given by (   ) is 

said to be in the class  ∑  (   )(           

 ) if  the following conditions are satisfied : 

  ∑   4
  ( )      ( )

  ( )       ( )
5          (   )  

and 

  ∑   4
   
 ( )       ( )

  ( )        ( )
5         (   ) 

where the function  ( ) is given by (   )    
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 انتكافؤ يخًُاخ انًعايم لاطُاف خزئثه  يٍ انذوال انثُائيح

 رخاء عهي هريس   وقاص غانة عطشاٌ         

 خايعح انقادسيح /  وتكُونوخيا انًعهوياخ كهيح عهوو انحاسوب / قسى انرياضياخ

 

 : انًستخهض

يخكٌٕ يٍ انذٔال ثُائٍت انخكافؤ انخحهٍهٍت فً قزص انٕحذة  Σصفٍٍٍ خزئٍٍٍ خذٌذٌٍ يٍ انصُف  فً ْذ انبحث قذيُا       

حصهُا  .نهذٔال فً ْذِ الاصُاف اندزئٍت | 𝑎 |  ٔ|𝑎|ياكهٕرٌٍ  –ٔ حصهُا عهى يخًُاث حٕل يعايلاث حاٌهز   𝑈انًفخٕذ

 اٌضا عهى حالاث خاصت خذٌذِ نُخائدُا
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Abstract 

In this paper we recall the definition of fuzzy norm then basic properties of fuzzy 

 normed space is recalled after that we introduced the definition of compact fuzzy 

 normed space. Then basic properties of compact fuzzy normed space is proved.  

  

 

KeyWords: Fuzzy normed space, fuzzy continuous operator, Uniform fuzzy  

continuous operator, Compact fuzzy normed Space. 
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1.Introduction 

Through his studying the notion of fuzzy topological 

vector spaces Katsaras in 1984 [1], was the first 

researcher who introduced the notion of fuzzy norm 

on a linear vector space. A fuzzy metric space was 

introduced by Kaleva and Seikkala in 1984 [2]. The 

notion of fuzzy norm on a linear space was 

introduced by Felbin in 1992 [3] in such a way that  

 

 

the corresponding fuzzy metric is of Kaleva and 

Seikkala type. Another type of fuzzy metric space 

was introduced by Kramosil and Michalek in [4].  

The notion fuzzy norm on a linear space was 

introduce by Cheng and Mordeson in 1994 [5] so 

that the corresponding fuzzy metric is of Kramosil 

and Michalek type.  
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A finite dimensional fuzzy normed linear spaces 

was studied by Bag and Samanta [6] in 2003. Some 

results on fuzzy complete fuzzy normed spaces was 

studied by Saadati and Vaezpour in 2005 [7]. Fuzzy 

bounded linear operators on a fuzzy normed space 

was studied by Bag and Samanta in 2005 [8]. The 

fixed point theorems on fuzzy normed linear spaces 

of Cheng and Mordeson type was proved by Bag 

and Samanta in 2006, 2007 [9], [10]. The fuzzy 

normed linear space and its fuzzy topological 

structure of Cheng and Mordeson type was studied 

by Sadeqi and Kia in 2009 [11]. Properties of fuzzy 

continuous mapping on a fuzzy normed linear 

spaces of Cheng and Mordeson type was studied by 

Nadaban in 2015 [12].  

2. Properties of Fuzzy normed space 
In this section we recall basic properties of fuzzy 

normed space 

Definition 2.1:[1] 

Suppose that U is any set, a fuzzy set   ̃in U is 

equipped with a membership function,  
  ̃
(u): U→ 

[0,1]. Then   ̃is represented by   ̃={(u, 
  ̃
( )): 

uU, 0   
  ̃
( )   1}. 

Definition 2.2: [7] 

Let   ,   -  ,    -  ,   - be a binary operation 

then   is called a continuous t -norm (or 

triangular norm) if for all             ,   - it 

has the following properties 

(1)         ,       (2)     ,       (3)(   

  )         (   ) 

(4)         and        then            

Remark 2.3:[8] 

(1)If     then there is   such that          

(2)There is   such that 

       where               ,   - 

 

 

 

 

Definition 2.4 : [8]  

The triple (        ) is said to be a fuzzy normed 

space if V is a vector space over the field  ,   is a t-

norm and L:   ,     )  [0,1] is a fuzzy set has 

the following properties for all a, b   and       

   

1- (    )     

2- (     )            

3- (     )    .  
 

| |
 /                  

4- (    )   (      )      (          ) 

5- (    ) ,   )   ,   - is continuous function of 

 . 

6-       (   )     

Remark 2.5 : [13] 

Assume that (       ) is a fuzzy normed space and 

let                 . If 

 (   )  (   ) then there is s with      

  such that  (   )  (   ).                                        

Definition 2.6:[6] 

Suppose that (     ) is a fuzzy normed space. Put  

F (     )  *      (     )  (   )+ 

F ,     -  *      (     )  (   )+ 

Then F (     ) and F ,     - is called open and 

closed fuzzy ball with the center a  Vand radius p, 

with  p 0. 

Lemma 2.7 :[7] 

Suppose that (     ) is a fuzzy normed space then 

 (     )   (     ) for all       V and      

Definition 2.8: [6] 

Assume that (     ) is a fuzzy normed space. W 

 V is called fuzzy bounded if we can find   

  and       such that  (   )  (   ) for 

each w   W. 
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Definition 2.9 :[6] 

A sequence (  ) in a fuzzy normed space (     ) is 

called converges to v   V if for each     and   

  we can find N with  ,      -  (   ) for all 

   . Or in other word           v or simply 

represented by    v, v is known the limit of (  ) 

or          ,      -   .        

Definition 2.10 :[8] 

A sequence (  ) in a fuzzy normed space (     ) is 

said to be a Cauchy sequence if for all     

        there is a number N with  ,       -  

(   ) for all 

        . 

Definition 2.11:[4] 

Suppose that (     ) is a fuzzy normed space and 

let W be a subset of V. Then the closure of W is 

written by  ̅ or   ( ) and which is  ̅=  {W B: 

B is closed in V}. 

Lemma 2.12:[13] 

Assume that (     ) is a fuzzy normed space and 

suppose that W is a subset of V. Then y   ̅ if and 

only if there is a sequence (  ) in W with (  ) 

converges to y. 

Definition 2.13:[13]  

Suppose that (     ) is a fuzzy normed space and W 

  V. Then W is called dense in V when  ̅     

Theorem 2.14:[13]  

Suppose that (     ) is a fuzzy normed space and 

assume that W is a subset of V. Then W is dense in 

V if and only if for every x   V there is w   W such 

that 

 ,      -  (   ) for some       and 

     

 

 

 

 

 

Definition 2.15:[10]  

 A fuzzy normed space (V, L,  ) is said to be 

complete if every Cauchy sequence in V converges 

to a point in V. 

Definition 2.16: [8] 

Suppose that (      ) and (      ) are two fuzzy 

normed spaces .The operator        is said to be 

fuzzy continuous at       if for all     and for 

all       there is s,                      - 

and there is   [depends on t,         ] with, 

  ,      -  (   )  we have   , ( )  

 (  )  -  (   ) for all v  V. 

Theorem 2.17:[13] 

Suppose that (      ) and  (      ) are two fuzzy 

normed spaces.The operator       is fuzzy 

continuous at a         and only if    a in V 

implies  (  )  T(a) in U. 

Definition 2.18:[13] 

Suppose that (      ) and (      ) are  two fuzzy 

normed spaces. Let       be an operator S is 

said to be uniformly fuzzy continuous if for   

  and for every        there exists β [depends 

on t and α] and there exists     [ depends on t and 

α] such that   , ( )   ( )  -  (   ) 

whenever   ,      -  (   ) for all x, y   V 

 

3. Compact fuzzy normed space 

Definition 3.1: 

Suppose that (     ) is a fuzzy normed space and W 

is a subset of V. Assume that   = { A   V: A is 

open sets in V } where W       . Then   is said 

to be an open cover or open covering of W. If    = 

*          + with W=      
    then   is known 

as a finite sub covering of W. 
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Definition 3.2: 

A fuzzy normed space (     ) is called compact if 

V =      where   is an open covering then we 

can find *          +    with V    
 
   . 

Example 3.3: 

The interval (0, 1) in the fuzzy normed space 

(        ) where     (   )  
 

     
 and       

  for all     ,   - is not compact since the 

collection   ={(0,
 

 
) : n=2, 3. …} form an open 

covering for (   ) but has no finite sub covering for 

(0,1). 

Remark 3.4: 

When W is a finite subset of the fuzzy normed space 

(     ) then W is compact  

Definition 3.5: 

Suppose that (     ) is a fuzzy normed space  and 

W   V then it is said to be totally fuzzy bounded if 

for any    (0, 1),     we can find 

  =*          + in W with any v   V there is 

some    *          + with  (      )  

(   ). Then    is called   -fuzzy net. 

Proposition 3.6: 

Let (     ) be a fuzzy normed space if V is totally 

fuzzy bounded then V is fuzzy bounded. 

Proof: 

Suppose that V is a totally fuzzy bounded and let 

       so we can find a finite ε-fuzzy net for V 

say S. Now put  0  
 

 
1     2 .  

 

 
/     3  Let 

v  V so we can find     with  ,     -  (  

 ). Now we can find    (0, 1) with 

 (   )   ,   -  (   ), it follows that 

  ,   -   ,       -   0    
 

 
1   0  

 

 
1 

                         (   )   0  
 

 
1  (   ). 

 Hence V is fuzzy bounded. 

 

 

Theorem 3.7: 

Suppose that (     ) is a fuzzy normed space and 

assume that W   V. Then W is totally fuzzy 

bounded if and only if every sequence in W contains 

a Cauchy subsequence. 

Proof: 

Let W be totally fuzzy bounded. Suppose that (  ) 

  W. Choose a finite 0.5- fuzzy net in W then we 

can find a fuzzy open ball of radius 0.5 its center in 

the 0.5- fuzzy net contains infinite members of 

(  ). Let (  
( )) denote this subsequence. Choose 

finite 0.25- fuzzy net in W. So we can find a fuzzy 

balls of radius 0.25- where its center in the finite 

0.25 fuzzy net contains infinite members of (  
( ))  

Let (  
( )) denote this subsequence. Continue in 

this process we get a sequence of sequences each is 

a subsequence of proceeding one, so that (  
( )) 

lies in the fuzzy ball of radius 
 

  
 with center in the 

 

  
 

fuzzy net. Now (  
( ))    (  )  Now when   

    be given and      let .  
 

  
/  .  

 

    
/  

   .  
 

    
/  (   )  then for all       

where   is positive number, we have  [  
( )  

  
( )  ]   0  

( )      
(   ) 

 

   
1   0    

(   )  

    
(   ) 

 

   
1      0    

(   )    
( ) 

 

   
1  

.  
 

  
/  .  

 

    
/     .  

 

    
/  (   ).  

Hence (  
( )) is a Cauchy. 

Conversely, suppose that every sequence in W has a 

Cauchy subsequence. Let       be given and 

     Let       if     (      )     we find 

an  - fuzzy net, namely *  + otherwise choose 

       (      )  if   ,  (      )  

  (       )-     we found an   -fuzzy net namely 

*     +  After finite steps this process will stops.  
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If it does not stop, we will get (  )   W with  

 ,       -  (   )      That is (  ) has 

no Cauchy subsequence, which is contradiction. 

Proposition 3.8: 

If the fuzzy normed space (     ) is compact then it 

is totally fuzzy bounded. 

Proof: 

For any given       and     the collection of 

all fuzzy balls   (     ) is an open cover for V. But 

V is compact hence this cover contains a finite sub 

cover say *  (      )   (      )     (      )+ 

thus the finite set *          + is  -fuzzy net for V. 

Hence V is totally fuzzy bounded. 

Proposition 3.9: 

If (     ) is compact fuzzy normed space then it is 

complete. 

Proof: 

Suppose that (     ) is not complete then there 

exists a Cauchy sequence (  ) in V has no limit in 

V. Let     and since (  ) is not converge to v so 

we can find    (0, 1),     with  ,      -  

(   ) for infinite members. But (  ) is Cauchy so 

we can find N     with  ,       -  (   ) for 

all        Choose     for which  ,   

   -  (   ) so the open fuzzy ball   (     ) 

contains finite members of   . In this manner, so for 

any     we can find a fuzzy open ball 

  (   ( )  )  with  ( )   (0, 1) depends on v and 

an open fuzzy ball   (   ( )  )  which contains 

finite of   . Now V    (   ( )  )    that is  

*  (   ( )  )    + is an open covering for V 

using V is compact we have 

V    ( ( )  ( ( ))  ) 
    but any 

  ( ( )   ( ( ))  ) contains finite of   . This means 

that V must contain finite of   . But this is 

impossible hence V must be complete. 

 

 

Lemma 3.10: 

Suppose that (     ) is fuzzy normed space 

and    . If V is totally fuzzy bounded then so is 

W. 

Proof: 

Let   *          + be   -fuzzy net for V then for 

any      

 [      ]  (   ) for     and some       

now let    *          +     Then  [   

    ]  (   ) for each        

and for some     . Now 

 [      ]   [            ]

  [     
 

 
]   [      

 

 
]

 (   )  (   )  (   ) 

For some       hence W is totally fuzzy 

bounded 

Theorem 3.11: 

If (     ) is totally fuzzy bounded and complete 

fuzzy normed space then V is compact. 

Proof: 

Suppose V is not compact then V=        and 

V     
   . But V is totally fuzzy bounded it is 

fuzzy bounded by proposition (3.6), hence for some 

   (0, 1) and some          we have   

  (     ) which implies that V   (     )  

let    
 

  
  since V is totally fuzzy bounded so it 

can be covered by finite many fuzzy balls of radius 

   but by our assumption there is   (       ) 

     
   . But   (       ) is it self totally fuzzy 

bounded by Lemma (3.10), so we can find    

  (       ) such that   (       )      
     Thus 

there is a sequence (  )   V with   (       )  

    
    and        (       )  Since      

  (       ) it follows that 

  ,         -  (    ), let       be given 

with 
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 (    )  (      )     (    )  (   ).  

Hence for      ,       -    0   

     
 

   
1   

 [          
 

   
]      [        

 

   
] 

 (    )  (      )     (    )  (   ) 

So (  ) is a Cauchy sequence in V but V is 

complete so      since y   V there is      such 

that        since     is open it contains   (     ) 

for some      . Choose a positive number   

such that  ,      -  (   ) for all     and 

(    )  (   ) then for any     with 

 0     
 

 
1  (    )  So 

  ,     -   0     
 

 
1   0     

 

 
1 

                   (   )  (   )  (   )  

for some      . So that   (       )  

  (     )  Therefore   (       ) has a finite sub 

covering namely the set      This contradicts that 

V      
   . 

Proposition 3.12: 

Suppose that (     ) is a fuzzy normed space. Then 

for any set S={   : 1 n  } in V has at least one 

limit point v in V if and only if every (  ) in V 

contains (   ) with      v. 

Proof:  

Let (  )   V when S=*         + then choose 

    S. Thus (       )   (  ) and converges to   . 

Suppose that the set S is infinite. Then by our 

assumption it has at least one limit point    . 

Let       with  

  [       ]     let          with         and  

  [         ]  .  
 

(   )
/  Then      v.  

 Conversely let S={   : 1 n  }   V. Then we 

can find (  )   V with         so by our 

assumption (  ) has a subsequence (   ) of distinct  

 

 

with     v     Thus any FB(v, ,t) contains an 

infinite members of  (   )   Hence any FB(v, ,t) 

contains infinite members of S. This means that   

  is a limit point of S. 

Theorem 3.13: 

The fuzzy normed space (     ) is compact if 

and only if  for any (  ) in V contains (   ) 

with      v. 

Proof: 

Let V be compact then V is totally fuzzy bounded 

and complete by proposition (3.8) and proposition 

(3.9). Suppose that (  )   V since V is totally fuzzy 

bounded using theorem (3.7) we have (  ) contains 

a Cauchy (   )  So     v    since V is 

complete. Hence every (  ) in V contains (   ) with  

    v. 

To prove the converse let every (  ) in V contains 

(   ) with      v. 

 Now by using theorem (3.7) we have V is totally 

fuzzy bounded. To prove that V is complete. 

Let (  ) be a Cauchy sequence in V so (  ) 

contains (   ) with      v   . We now prove 

that     . Let       be given and     by 

remark (2.3) there is       such that (   )  

(   )  (   )  Now       there is    such 

that  0      
 

 
1  (   ) for all        But 

(  ) is Cauchy there is    with  0      
 

 
1  

(   ) for any       . Now let           

then for all      ,      -   0       
 

 
1  

 0      
 

 
1  (   )  (   )  (   ) 

hence (  ) converges to    . 
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Corollary 3.14: 

Suppose that (     ) a compact fuzzy 

normed space and W   V. If W is closed 

then W is compact 

Proof: 

Assume that (  )   W then (  )   V so (  ) has 

a subsequence (   ) converges to    W.   Then w 

  W since W is closed. Hence W is compact by 

theorem (3.13) 

Proposition 3.15: 

Suppose that (     ) a fuzzy normed space and W 

  V. If W is compact then W is closed 

Proof: 

Assume that     be a limit point of W then there 

is (  )   W with      so (  ) is Cauchy 

sequence in W. Since W is complete by proposition 

(3.9) so (  ) converges to    W. Therefore 

v     this implies that W has all it limit points. 

Hence W is closed. 

Theorem 3.16: 

Suppose that (      ) and (      ) are two fuzzy 

normed spaces and       be fuzzy continuous 

operator. If V is compact then T(V) is compact 

Proof: 

Assume that ( (  ))   T(V) then (  )   V. So 

      since V is compact. Hence by Theorem 

2.17       T(v)   T(V)  since  T is continuous. 

Thus by Theorem 3.13 T(V) is compact. 

Theorem 3.17: 

Suppose that (      ) is a compact fuzzy normed 

space and assume that (      ) is a fuzzy normed 

space. Suppose that       is a fuzzy continuous 

operator. Then T is uniformly fuzzy continuous that 

is for each       and     there exists     

    and     ,                     - such 

that  (  (     ))    ( ( )    ) for all    V.  

 

 

Proof: 

Let    (0, 1) with (   )  (   )  (   ) for 

some       and      then the collection of 

fuzzy balls *  (     )    + from an open cover 

for U. since   is fuzzy continuous then the 

set *   ,  (     )    -+ from an open cover for 

V but V is compact so the 

set

 *   ,  (       )-  
  ,  (       )-    

  ,  (       )-+ 

cover V that is       ,  (       )
 
   . Now 

let       be      for some      . Thus 

for each    V the fuzzy ball   (     ) lies 

in    [  (       )] so  ,  (     )-    (     ) 

for some    . Since  ( )    (     ) we can 

find    (     ) with  

  , ( )   ( )  -

   [ ( )    
 

 
]

   [   ( ) 
 

 
] 

                                   (   )  (   )  (   )  

Thus  ,  (     )-    ( ( )    ) 

Conclusion 

The principle goal of this research is to continue the 

study of fuzzy normed space and introduce more 

notions or results. In this paper the notion compact 

fuzzy normed is introduced and basic results 

properties of this space is proved. 
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 خواص فضاء القٌاس الضبابً المتراص

 

 

 جهاد رمضان خضر                                         نور احمد كاظم
 فرع الرٌاضٌات وتطبٌقات الحاسوب/  قسم العلوم التطبٌقٌة/ الجامعة التكنولوجٌة 

 

 المستخلص
 فً هذا البحث تم اعادة استخدام تعرٌف القٌاس الضبابً ثم تم استعراض الخواص الاساسٌة لفضاء القٌاس
 الضبابً بعد ذلك عرفنا الفضاء القٌاسً الضبابً المتراص. وتم برهان الخواص الاساسٌة لفضاء القٌاس

 الضبابً المتراص.
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Abstract: 
       In this paper, we deal with the basic concepts in topology on fuzzy normed algebra, such as the balls open and 

balls closed. Next, we study their properties. Furthermore, the concept of derived and closure are discussed.   

  

Keywords: Fuzzy field, fuzzy vector space, fuzzy normed space, fuzzy normed algebra .  
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1. Introduction  
      

     The Theory of Fuzzy sets is introduced 

by Lotfi Zadeh [1], and the fuzzy topology 

is defined by Chang [2]. Many 

mathematicians have tried to extend to 

fuzzy set theory the main notations of 

topologies, algebras and groups see ([3]-

[4]) and others as in ([5]-[6]-[7]-[8]-[9]-[10]) . 

The apprehensible of fuzzy fields and fuzzy vector 

spaces was defined first by S.Nanda [11] and 

redefined by R.Biswas [12] . Also introduced the 

apprehensible of fuzzy algebra over fuzzy field was  

defined first S,Nanda [13] and redefined by Gu and 

Lu [14]. Gu Wenxiang and Lu Tu [15] introduced 

the notions of fuzzy vector spaces. In this papers, we 

will present new definitions in topology is called a 

fuzzy normed algebra over fuzzy field. Moreover, 

some of their characteristics are given in this work. 
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2. Preliminaries: 

In this section, we will recall some 

definitions which are needed in this work. 

Definition (2.1): [15] 

Let    be a field . A fuzzy set   of    is called a 

fuzzy field of     If the subsequent prerequisites are 

gratifying : 

(1)  (   )     * ( )  ( )+   

              . 

(2)  (  )   ( )      . 

(3)  (  )     * ( )  ( )+   

               . 

(4)  (   )   ( )   (  )     

We dented by (   ).  

Definition (2.2): [15] 

Let (   ) be a fuzzy field in    A fuzzy set   in a 

vector space   over   is called fuzzy vector space in 

  and denoted by (   ). If the subsequent 

properties gratifying :  

(1)  (   )     * ( )  ( )+   

                

(2)  (  )   ( )        

(3)  (  )     * ( )  ( )+   

              and      

If   is an usual field then prerequisite (3) above will 

be fungible by the subsequent axiom : 

 (  )   ( )               . 

Definition (2.3): [14] 

Let (   ) be a fuzzy field in    A fuzzy set   in 

algebra  over   is called a fuzzy algebra (   )over 

fuzzy field (   )  If the subsequent prerequisites 

materialized : 

(1)  (   )     * ( )  ( )+   

              . 

(2)  (  )  min* ( )  ( )+      and 

      

 

(3)  (  )     * ( )  ( )+   

             . 

(4)  ( )   ( )        

Definition (2.4): [16] 

Let (   ) be a fuzzy field in     be vector space 

over    and let (   ) be a fuzzy vector space over 

(   ). A norm on (   ) is a function,       

   gratifying the subsequent prerequisites: 

(1)  (   )   ( )                

(2)         for all     . 

(3)          if and only if     . 

 (4)       | |      for all      

      and    .  

(5)                  

 for all        

The tuple (       ) is called a fuzzy 

 normed vector space . 

3. Fuzzy Normed Algebra 

In this section, we will introduced and study the 

concept of fuzzy normed algebra 

Definition (3.1): 

Let(   ) be a fuzzy field in    and let   be a fuzzy 

set in algebra   over   (       ) is said to be a 

fuzzy normed algebra over fuzzy field (   ) if: 

(1) (   )  is a fuzzy algebra .                    

( )     is a norm on (   )   

(3)               for all         

Definition (3.2):  

Let (       ) be a fuzzy normed algebra and for 

each           . the open ball   (   ) in   of 

radius   and amidst at     is defined by  

  (   )  *               

             * ( )  (   )} 

and closed ball   ̅̅ ̅(  ) in   of radius   and amidst at 

   is defined by  
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  ̅̅ ̅(   )   *               

             * ( )  (   )} 

Theorem (3.3):  

Every open and closed balls in fuzzy normed space 

are convex . 

Proof: 

Let (       ) be a fuzzy normed algebra . 

(1) Let a      (    ) and       

                        

We must to prove  

   (   )    (   )  

    (   )      

          (     )  (   )(     ) 

     (   )                                  

         (     )   (   )(     )   

      | |         |   |         

         (   )    . 

Inasmuch|   |     , | |    because 

       . 

And      (   )                 

           (   (   )     )   

          (   (   )  (    ))        

               * (   (   ) )  (    )+  

          * (   (   ) )  (   )+ 

(since  (    )   (   )) 

     (   )    (    )   

   (   ) is  a convex .    

(2) Now to prove   ̅̅ ̅(   ) is a convex . 

Let       ̅̅ ̅(  ) and       

                      

We must to prove 

   (   )    ̅̅ ̅(  )   

    (   )     

                 (    )  (   )(    )  

   (   )      

           (    )  (   )(    )   

         | |        |   |        

 

 

             (   )   . 

Inasmuch |   |     ,| |    because 

       . 

And      (   )      

            (   (   )    ) 

            (   (   )  (    ))        

               * (   (   ) )  (    )+  

          * (   (   ) )  (   )+ 

(since  (    )   (   )) 

    (   )    ̅̅ ̅(  )    

   ̅̅ ̅(  ) is a convex . 

Definition (3.4): 

Let (       ) be a fuzzy normed algebra and   

 .   is  said to be an open set in   if for any     

there exists     such that   (  )   . And   is 

called a closed set in   if    is an open set in   . 

Theorem (3.5):  

(1) Each open ball will be an open set. 

(2) Each closed ball will be a closed set. 

Proof: 

(1)Let (       ) be a fuzzy normed algebra and let 

    ,     (1) We must to prove   (  ) is an 

open set . 

Let     (  )            

                               

But                  , 

we must to prove    (   )   (   ) . 

Let      (  )            

                                    

                                      

Inasmuch        

                                           

             

And           (    ) 

                                 * ( )  (  )+ 

        (  ) 
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  (  ) is an open set . 

(2) We must to prove   ̅̅ ̅(  ) is a closed set . And let 

  (  ̅̅ ̅(  ))
  

Inasmuch  

   ̅̅ ̅(  )  *              

                          * ( )  (  )++ 

    *              

                           * ( )  (  )++ 

let               

But                  , 

we must to prove    (  )      

Let      (  )           

                                    

                     

Inasmuch        

                                 

                      

         . 

And           (    ) 

                                  * ( )  (  )+  

         (  )    

   is an open set . 

Hence      ̅̅ ̅(  ) is a closed set. 

Theorem (3.6): 

In any a fuzzy normed algebra (       ) each 

single set is a closed and hence finite set is a closed .  

proof: 

Let    be a single set. 

Suppose   * +  we must to prove   is a closed.  

Let          

                             

                   

Since         

      ( )    ( )     

   ( )   
     is an open set 

   is a closed set . 

Now to prove each finite set is a closed . 

 

 

Let   be a finite subset of   if     the proof 

ends . 

Either if    . 

Suppose   *          + 

inasmuch *  + is a closed for each  

           

    *  +
 
    is a closed set in     

Definition (3.7): 

Let (       ) be a fuzzy normed algebra and    . 

(1) The point     is  called a limit point to set   if 

for every      there exists  

                  and if  

          

           * ( )  ( )+ . Set all limit point 

of set   is called (Derived) of set   and denotes by  

   

   *                     if      

    

          * ( )  ( )+}. 

( )The point      is  called a closure point to set 

  if for all      there exist  

                        

          * ( )  ( )+ . The set whose 

elements all point closure of set   is called 

(Closure) of set   and denotes by   ̅ 

 ̅  *               

             

          * ( )  ( )+}. 

Theorem (3.8): 

Let (       )  a fuzzy normed algebra and let 

     

(1)     ̅ . 

(2)  ̅         
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Proof : 

(1)Let      for all     there exists 

    such that     and 

                  (   ) 

                                              * ( )  ( )+ 

 for all     there exists     such that     

and            

          (   ) 

       * ( )  ( )+ 

     ̅      ̅ 

(2) From (1) we consider that      ̅. This implies 

that         ̅. But 

    ̅   ̅ (since    ̅)  and hence       ̅. 

Conversely, suppose    ̅ there are two 

possibilities  

(a) If            

                       ̅        

(b) If     inasmuch    ̅   for all     there 

exists                   and 

                  (   ) 

                                              * ( )  ( )+ 

inasmuch               

          ̅        

Hence  ̅         

Theorem (3.9): 

Let   convex set in fuzzy normed algebra (       

), then  ̅ convex set . 

 

Proof : 

Let     ̅        . 

We must to prove that  

   (   )   ̅. 

Inasmuch       ̅     ̅ 

                       *  +                

                                 

        ̅                       *  +  

 

 

 

                        

Let         (   )   . 

Inasmuch         for all n  

     (   )      

and            

       (   )      (   )  

     (   )   ̅ 

   ̅ is a convex set . 

Theorem (3.10): 

Let   subalgebra of fuzzy normed algebra (       

), then  ̅ subalgebra in (   )  

Proof: 

Let     ̅            .  

We must to prove that        ̅ . 

Inasmuch      ̅     ̅                

          *  +                

               ̅              

           *  +               

         

Let             . 

Inasmuch         for all n  

            

and            

                . 

Hence         ̅, then  ̅ subalgebra 
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 تبولوجٌا جبر المعٌاري الضبابً
 

 عباس مدلول نوري فرحان المٌاحً      سؤدد
 جامعة القادسٌة / كلٌة علوم الحاسوب وتكنولوجٌا المعلومات / قسم الرٌاضٌات 

 
 

 المستخلص:
فً هذا البحث تناولنا المفاهٌم الاساسٌة فً التبولوجٌا  على جبر المعٌاري الضبابً ،مثل الكرة المفتوحة والكرة المغلقة.         

 مفهوم الانغلاق والاشتقاقبعد ذلك، درسنا خصائصها. وعلاوة على ذلك، ناقشنا 
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Abstract 

Space-time fractional differential equation with integral term (S-TFDE) has been considered. 

The finite difference method (implicit and explicit) combined with the trapezoidal integration formula has been 

used to 

find special formula to solve this equation. The stability and convergence have been discussed. The effect of 

adding an  

integral term to the common classical equation has been considered.  Graphical representation of the calculate 

solutions  

(obtained by the explicit and the implicit methods) for three numerical examples with their exact solution, are  

considered. All the calculations and graphs are designed with the help of MATLAB. 
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1 – Introduction 

Fractional order differential equations have excited, 

in recent years, a considerable interest both in 

mathematics and in applications. They were used in 

modeling of many physical, chemical processes and 

engineering. A physical mathematical approach to 

anomalous partial differential equations (PDE), may 

be based on generalized (PDE) containing 

derivatives of fractional order in one only (space or 

time), or in together space and time. It is well known 

that the differential equations represent local 

interactions in the mathematical models, while the 

representation of integral equation represent  the 

global interactions of the  phenomenon, see for 

examples [1, 2,3, 4and 5]. Many researchers used 

different methods to solve different models of the 

fractional order equations. Meerschaert and Tadiran 

[6] used the finite difference method to solve the 

space-fractional advection dispersion. R. Gorenflo, 

F. Mainardi [7] used Laplace transform to solve 

Fractional Order linear Integral and Differential 

Equations. J.P. Roop, [8], considered boundary 

value problems in R2 with the finite element 

method. Our main objective is studying the 

following fractional order equation:

),(),(
),(),(

txqdssxu
x

txu

t

txu t

o


















 

(1) 

where: 0 < α ≤ 1; 1< β ≤ 2; 0≤ x ≤ l; 0 ≤ t ≤T  

with initial and boundary conditions given 

respectively: 

u(x,0) = f(x)             0≤ x ≤ l 

u(0, t) = u(1, t) = 0  

Corresponding to the classical integro-differential 

parabolic form:  

),(),(
),(),(

2

2

txqdssxu
x

txu

t

txu t

o










 

Considered by [9]. The effect of the integral term 

will be studied in both, implicit and explicit 

methods, when solving the class of initial boundary 

value space-time fractional equation (1). 

 

2-material and method 

The numerical treatment of fractional order partial 

differential equations has its importance because the 

limited use of the analytical methods In many cases 

there is no analytical treatment for different reasons 

concerning the domain under consideration or the 

regularity of the boundary or even the equation 

itself. Many authors have considered the numerical 

treatment of space or time fractional partial 

differential equations. Zhuang and Liu [10], implicit 

difference approximation for the time fractional 

diffusion equation has been considered. 

 

 

 

 Also they analyzed the stability and convergence. S. 

Shen and F. Liu [11] proposed an explicit difference 

approximation for the space fractional diffusion 

equation and gave an error analysis. M. Meerschaert 

and C. Tadjeran [12] proposed finite difference 

approximation for fractional advection dispersion 

flow equations. Mainardi [13] the fundamental 

solution of the space-time fractional diffusion 

equation was discussed, he deals with the Cauchy 

problem for the space-time fractional diffusion 

equation. Gorenflo [14], a discrete random walk 

model for space-time fractional diffusion was 

proposed .Diego A. Murio[15],developed an implicit 

unconditionally stable finite difference scheme to 

solve the linear one-dimensional diffusion equation 

with fractional time derivatives. F. Liu, S. Shen, V. 

Anh and I. Turner[18], an explicit finite difference 

scheme for time fractional differential equation is 

presented. Discrete models of a non-Markovian 

random walk are generated for simulating random 

processes whose spatial probability density evolves 

in time according to this fractional diffusion 

equation. In this work proposed fractional order 

implicit and explicit finite difference approximation 

for space-time fractional heat equation with integral 

term (1), (S-T FDE). Riemann-Liouvill fractional 

derivative of order 1< β ≤2, Caputo fractional 

derivative of order 0< α ≤1, are using, trapezoidal 

method has been used to approximate the integral 

term, studying of stability and convergence of both 

methods, that will be given through studying of 

different examples.  
 

3-Theory and basic definitions 
Riemann, Caputo and  Grunewald, fractional 

integral and fractional derivatives that be used for 

approximating derivatives, will be given. Also, 

trapezoidal rule will be used to approximate integral 

term, For more detail, see  [15,16,17].  
 

3-1 Riemann-Liouville  

 fractional Integral of order β > 0 given by the form 

[1-18], 











 
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

IJ

dssfst
tfJ
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0
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1
)()(

)(

1
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


                                  

(2) JJJJJ ttttt
  Where α ≥ 0,β ≥ 0     (3) 
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3-2 Riemann-Liouville fractional derivative of 

order 

 let m denotes a positive integer such that m-1<β≤m, 

then fractional order derivative Riemann-Liouville 

of order β will be given by the form: 
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(5) 

3-3 Caputo fractional derivate 

Let m denotes a positive integerm-1< α ≤m, then the 

Caputo’s fractional derivative of order α given by: 
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Some properties of fractional derivatives: 
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at  and using first property, 

with the linearity of operator 
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t , and since all terms of 

these infinite series equal zero if (k < α ), let s= k- α 

then: 

atiatt
s

s

t
t EeEaea

s

at
aeD 




 


 






)1(

)(

0

 , 

where a= -1; for a=1then tt
t eeD  by the same way 

)
2

sin()()sin(
  btbbtDt .where b is constant. 

 

 

 
 

3-4 Grünwald formula 

 The fractional derivative can be written with the 

help of Grünwald formula as: 

)(
1

lim)( khxfg
h

xf
dx

d m

ok
k

m


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



           

(7) 

Where the normalized Grünwald’s weights 

function will be defined as: 

!

)1()2)(1(
;;1 10

k

k
ggg k








.   (8) 

Note: that these normalized weights depend only on 

the order   and the index k. 

M.M. Meerschaert, J. Mortensen and H.P, Scheffler, 

[18] developed an extension of the Grünwald 

formula for vector fractional derivatives. And use 

this result for numerical solution of fractional partial 

differential equations where the space variable is a 

vector. 
 

3-5 The trapezoidal rule 

To approximate the integral term appear in equation 

(1),  trapezoidal rule will be used as. 
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To preserve the accuracy of the overall 

approximation of the finite difference representation 

of equations (1) we use the composite form of the 

trapezoidal rule, suppose that the interval [a,b] is 

subdivided into m subintervals

mixx ii ,,2,1],,[ 1  of width
m

ab
h


 ; so that 

hiaxi  , the composite rule takes the form 
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where (k=0,1,2,…,n), nN
+
, then
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4- Numerical Solution: 

Consider equation (1) with the initial and boundary 

conditions, where the time fractional derivative is 

understood in the sense of Caputo and the space 

derivative appearing in the right hand side is 

understood in the sense of Riemann-Liouville.  

Let ),( ki
k
i txuu  for all i, k, let ihxi  , 

m
h

1
 and 

ktk  ;
n

T
 where mi ,,2,1,0  ;

nk ,,2,1,0  . 

Replace  the terms  in equation (1) by its 

approximation to obtain an algebraic relations which 

are satisfied some accuracy at each point. in these 

algebraic equations, The approximation will classify 

as explicit or implicit according to the appearance of 

the unknowns in each equation. The algebraic 

system or the approximation is termed explicit, if 

the system can be arranged , where that every 

equation contains only one unknown otherwise it is 

implicit.  

Let ui
k
= ),( txu ki ; (i=0,1,…,m; k=0,1,…,n) be the 

exact solution of  equation (1) at the mesh points 

(xi,tk). 

Let Ui
k
 be the numerical approximation to exact 

solution at the same mesh points ),( tx ki .  

4-1 Explicit Method 

Explicit finite difference method will be used in this 

section, to find approximation-solution of equation 

(1). 

Using the following approximations: 

The approximation of  Caputo’s fractional derivative 

of order α given as: 
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Let s= )( 1 zt k   then equation (10) becomes: 
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Now. Grünwald formula used to approximate 

Riemann-Liouville fractional derivative of order 1≤ 

β ≤ 2: 
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Where for i=0, 1, 2, …;  0< β ≤ 2 ;
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Now putting equations (9, 14 and 15) in equation 

(1), with some simple algebraic operations, the 

general system of equations has been written as: 
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This system of equations (17) has the forms at (k= 0 

and k ≥1) respectively: 
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By using matrix formula this system will be written 

as:        U
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Where A =[Aij] is the matrix of coefficient, has 

form: 
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4-2 Implicit Method:  

By using the same approximation in section 4-1 to 

approximate the fractional derivatives in implicit 

formula one will get:  
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Let s= )( 1 zt k  we have: 

)()],(),([

)1(

),(

)1(

0
1

1
















o
s

dz
txutxu

t

txu

j

j

k

j
jkijki

ki

 















         

(23) 

)(])()1([)],(),([

)2(

),(

1

0
1

1















ojjtxutxu

t

txu

k

j
jkijki

ki

 
















(24) 

Let ])()1([
1

jjb j
 

 ; j=0, 1, 2,…           

(25) 

 

 

 

 

 

 

)()],(),([

)2(

),(

0
1

1












otxutxub

t

txu

k

j
jkijkij

ki

 














;0< α ≤ 1     

(26) 

Define this operator:  
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Let c and c1 are two constants, then: 
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Now, shifted Grünwald formula used to 

approximate Riemann-Liouville of order 1≤ β ≤ 2: 
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Where for i=0,1,2,… ;     0 < β ≤ 2     

!

)1)...(2)(1(
)1(;;1

10
j

j
ggg

j
j







      
(30) 

Put equations (9, 26 and 29) in equation (1), yield  
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Where i=1,2,…,m-1; k=1,2,…,n-1 further, the 

system of equations(33) written at k=0, k=1and k >1 

respectively:  
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System of equations (34, 35 and 36) will be written 

by matrix formula as: AU
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 = U
k
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Where A= [Aij] is the matrix of coefficient, it has the 

form: 
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(39) 

5-Stability and Convergence:  

There are three fundamental properties (consistency, 

convergence and stability), that every approximation 

of partial differential equations by finite differences, 

should possess it. The (Peter Lax theory), below, 

Will be shown the relation between these three 

properties. 

consistency  
implies that the finite difference equation is a good 

approximation of the partial differential equation, 

 

 

 
convergence 

 implies that the solution of the difference equation 

approaches the solution of the partial differential 

equation as the computational mesh is refined. 

Stability 

 implies that the solution of the difference equation 

is not too sensitive to small perturbations ( say,  

initial data), These properties are often difficult to 

verify for realistic problems, but they can be 

explained and illustrated quite easily using 

difference schemes for some simple model 

problems. Peter Lax, has made major contributions 

in areas including mathematical physics, in areas of 

numerical analysis. He gaves important theory, in 

this theory, to prove convergence one can work with 

the discrete scheme alone, providing it is consistent. 

5-1 Stability and Convergence of explicit finite 

differe-nce  method, equation (19). 

Theorem1 (Lax Equivalence Theorem) 

 If the finite difference method U
n+1 

= BU
n
 + kf

n
 is 

stable, then nn uU  ≤ CT m
nm

Tmax
1,,0  

for all n 

such that 

 nk = T.   Where:  

1- Un ,un denotes the vector of approximate and 

exact solutions(xj, tn) at mesh points(xj, tn) 

respectively, Tm dented a vector of local truncation 

errors T(xj, tm). 

2- So provided the method is consistent, the 

convergence rate is determined by how quickly the 

maximum over all local truncation errors (up to t = 

T) approaches 0 as 

k→0. So “consistency + stability=  

convergence”. For more detail of proof,  see 

[20,12].  

Theorem2 (Gerschgorin’s Theorem): 

 Let A be a coefficients matrix A=(aij), and let x =(x1, 

x2,…,xn), be an eigenvector of A corresponding to 

the Eigen value λ. Then for some i we have | xi | ≥ | 

xj| for all j≠i, and since x is an eigen-value, then 

| xi| ≥ 0 and Ax = λx or  (λI – A) x=0, Which 

represents n simultaneous equations for the i
th

 

equation as: 

0)( 


xaxa j
ij

ijiij  Then 0
 x

x
aa

i

j

ij
ijii  

These eigenvalue lies in one circles 
ij

ijii aa

 

This means there are n circles corresponding to 

i=1,2,…,n. 

Suppose that B(r), 0 ≤ r ≤ 1 is the (n by n) matrix 

given by bii = aii then bij =raij ;i≠ j then eigenvalues 

of b( r ) lie in the circles   
ij

ijii atat .  
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Since in this method a Grunewald formula is using 

to approximate Riemann fractional derivative and 

approximate Caputo fractional derivative, then the 

consistency proof for this case are facilitated by 

assuming zero Dirichlet boundary conditions, So 

that the solution may be zero-extended beyond the 

interval 0 ≤ x ≤ L. thus the Riemann,Grünwald and 

Caputo definitions for the discratization have been 

shown to be O (Δx) for 1≤ β ≤ 2 and O (Δt) for 0≤ α 

≤ 1.  See [14-15-16]. 

 In view of Lax’s equivalence theorem these 

methods converge if and only if these are stable. 

Since the system ofequation of explicit written by 

the matrix form as: FUAU
kkk 1  Where 

Tk
m

kkkTk
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k ffffuuuU ],...,,,[F;],...,,[ 1210

k
121  

and 

f
k
 = f (x,tk,u,g) at k time step this mean the term of 

function add to the stander heatequation, A is the 

matrix of coefficients, and is the sum of a lower 

triangular matrix and super-diagonal matrix. The 

matrix entries Aij for i=1,2,…,m-1 ; and  j=1,2,…,m-

1,defined by : 
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While A0,0=1, A0,j=0 for j=1,2,…,m  Am,m=1 and 

Am,j=0 for  j=0,1,2,…,m-1 with notes(a,b,c and d) 

at(2-1) ,and by the Greschgorin theorem the 

eigenvalue of matrix A lie in the union of the circles 

centered at Aii with radius 
ij

iji AR  we have Aii 

=1+ r g1 = 1 – r β and for Ri we have:
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Therefore Aii+ Ri ≤ 1. We have Aii-Ri = 1 – r β – Ri 

≥ 1- 2rβ. So that we have for spectral radius of the 

matrix A to be at most one, it suffices to have (1- 

2rβ) ≥ -1.which yields the following condition of   r, 





 1


h
r  . 

Under this condition on  r the spectral radius of 

matrix  A is bounded by one ,with spectral radius so 

bounded, the numerical error do not grow , and the 

explicit method defined above is conditionally 

stable. Moreover the explicit method defined above 

is consistent with order O(Δt
n
) + O(Δh

m
)’ where n,m 

are integer numbers with   (n-1≤ α ≤ n ) and (m-1≤ β 

≤ m ).This mean explicit method consistent and 

conditionally stable then it is converging, the one of 

special case is; 

if α=1 and β=2 the condition become r ≤ 1/2, this 

condition of classical parabolic of PDE. 

 

 

 

5-2 Stability and Convergence of implicit finite 

difference approximate equation (33): 

5-2-1 Stability:  

           the following lemma will be proved for the 

system of equations, which are using to 

approximate solution of eq(1) by using implicit 

way,  the coefficients bk and gj , where (k=0,1,2,…); 

(j=1,2,…) satisfy the following: 

 bj> bj+1 for all j=1,2,… 

 b0=1; bj> 0 for all j =0,1,2,… 

 g1 = - β; gj ≥ 0 for all j ≠ 1; 0
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 for any positive integer n; 0
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~
; i=0, 1… m; k=0,1,…n is 

approximate solutions of equation (33). Define error 

as: uu
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Equations (33 and 34) written by using matrix form 

as: 
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Where ;],...,,[ 121
Tk

m
kkkE    

Now we use mathematical induction to prove  

EEk 0


 for all k=1, 2,…,so that the theorem 

will be done then fractional implicit difference 

method defined in equation (33) is unconditionally 

stable. 

Now when k=1 not that, and gj> 0, j≠ 1,then from 

equation (40 and 41) 
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 5-2-2Convergence: 

Let U
k
i be the numerical solution of equation (33) at 

mesh-points (xi, tk), where i=1,2,…,m; k=1,2,…,n, 

now, define error as: 

e
k
j= u(xi, tk) -U
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i      for all i and k.  
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Then,  using of the mathematical induction to give 

the convergence analysis as follows: 
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 for k=0,1,2,… 

If kτ ≤ T is finite the convergence is given by the 

following theorem: 
 

Theorem3: let U
k
i be approximate value of u(xi, tk) 

computed by using equation (33), then there is a 

positive constant C such that: 

nkmihCtxuU ki
k
i ,...,2,1;1,...,2,1);(),(    

6- Numerical Examples:  

    Three examples with known exact solutions are 

considered. The examples are chosen such that the 

behavior of the solution has different 

characterizations with space and time ranging from 

polynomial, sinusoidal and exponentially decay. 

Example 1: consider equation (1), with  
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 (43) 

 

 

 

 

 

 

 

 

the boundary conditions u(0,t) = u(1,t) = 0, t > 0 ; 

and  the initial condition (x,0)=(x
2
–x

3 
),  x  [0,1],  

where the exact solution  is  u(x, t)=(x
2
–x

3
) 

(sin(t)+1) 

Table 1 shows different choice of n, m, α and β, for 

two methods. 
cha α β n m τ1 τ2 err1 err2 

1 .8 1.3 10^4 10 .0001 .0007 .018 .013 

2 .5 1.5 50 50 .2 .06 .01 .0038 

3 .8 1.3 50 20 .2 .05 .01 .0038 

Table 1 
 

Figure1 illustrates the exact solution and the 

numerical solutions obtained by using explicit 

method table1 shone the choice of  n, m to achieve 

condition of stability, the large step of time gives 

small maximum error, with fixed α, β.    

 

 

 

 

 

 

 

 

 

 

Figure (2) illustrates the exact and the numerical 

solution by using implicit method, for α = and β = at 

two time-steps with different choice of (h, τ), 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (3)illustrates the exact and the numerical 

solution by using implicit method, for α = and β = at 

two time-steps with different choice of (h, τ), 

 

 

 

 
         Figure1. numerical and anlaytic graph of soluthins 

               using explicit method of examble 1 

 

 
Figure2. numerical and anlaytic graph of soluthins 

using implicit method of examble 1 
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Example 2:consider equation (1), with 
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(44) 

the boundary conditions u(0,t) = u(1,t)=0, t>0 ; and 

the initial condition u(x,0) = (x
4
–x

3
),  x  [0,1], 

whose exact solution has the form u (x,t) = (x
4
–x

3
) 

(exp(-t)). 

 

Table 2 shone different choice of n, m, α and β, for 

two methods. 

cha α β n m τ1 τ2 err1 err2 

4 .5 1.5 16e4 20 St_2 St_9 .026 .0098 

5 .5 1.5 2500 50 St_2 St_9 .007 . 005 

6 .5 1.5 40 100 .01 .02 .027 .004 

                       Table 2 

Figure4 shows the exact and approximate solutions 

using explicit method; goes to exact solution with 

high time step, different in error with different 

choice of τ at table 2 shone that. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure5 and 6 show exact and approximate solutions 

by using implicit method, with different values of α 

and β. Both are choosing to show  how the 

approximate solution go to exact solution with large 

values of n and m. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Example 3: consider equation (1), where 

)sin())54.2()3((

)]
4

sin((x)sin()[(et)q(x, t-

x

x




 



                 (45) 

With boundary and initial conditions: u(0,t) = u(1,t) =0; 

t  [0,1] ;u (x,0) =sin(πx), x  [0,1]; with the exact 

solution  u (x,t) = sin(πx) ( exp(- t)), 

 

 

 

 

 

 

 

 

 

 
Figure3. numerical and anlaytic graph of soluthins 

using implicit method of examble 1. 

 

 
Figure4. numerical and anlaytic graph of soluthins 

using explicit method of examble 2 

 

 
Figure5. numerical and anlaytic graph of soluthins 

using implicit method of examble 2 

 

 
Figure6. numerical and anlaytic graph of soluthins 

using implicit method of examble 2 

 

 
Figure7. numerical and anlaytic graph of soluthins 

using explicit method of examble 3 
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Figure7 shows  how the approximate solution goes 

to the exact solution with choose the higher time 

step, with fixed (α = 0.8, β = 1.5) and choose (n = 

10^4; m = 10) to achieve the condition of stability. 

 

 

 

 

 

 

 

 

 

 

Figure 8 shows how the maximum error become 

small with high time step (τ = 0.075; τ = 0.25), with 

fixed (α = 0.5, β = 1.5) and choose (n = m = 40).   

 

 

 

 

 

 

 

 

 

 

 

Figure 9 shows how the maximum error become 

small with high time step (τ = 0.075; τ = 0.25), and 

with large choice of (n = 100; m = 40), fixed (α = 

0.5, β = 1.5).  

 

 

 

 

 

 

 

 

 

 

 

Figure 10 shows what happen to approximate 

solution with chosen values of n, m that didn’t 

achieve the condition of stability. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11 shows that good approximation with 

chosen large n ,m with fixed n and m achieved 

condition of stability and fixed α and β.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12 shows the choice of n = 20, m = 32000 the 

condition of stability is done and with fixed α and β 

good approximation with chosen large n ,m.  

 

 

 

 

 

 

 

 

 
Figure8. numerical and anlaytic graph of soluthins 

using implicit method of examble 3 

 

 
Figure9. numerical and anlaytic graph of soluthins 

using implicit method of examble 3 

 

 
Figure10. where (m,n) are not satisfy condation 

 

 
Figure11. where (m,n) are satisfy condation 

 

 
Figure12. shown the same example with choice n,m large 
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Conclusion 

in this work implicit method gives approximate 

solution better than explicit with the same time and 

space split periods i.e same choice of (m,n). see 

Figure (1-9). Morever implicit method is 

unconditionlly stability and it’s faster than explicit 

method because it isn’t need high value of m or n to 

give small error. The explicit method has stability 

with this condition 





 1


h
r ,this mean if we 

choose m integer number (i.e choose h= 1/m) then 

we must choose n (i.e τ=1/n ) tosatisfy this quality, 

see Figure10 where (m,n are not satisfy 

condation ) ,Figure11 shows the same examble but 

with n,m to satisfy condation ,Figure 12 shows the 

same example with choice n,m larger than Figure 

10,11.The adding of any terms, like the integral 

term, will don’t give any changing in stability and 

converg ,because, (since we use the method of 

trapezoidal to approximate integral term and it has 

error smaller than the order error of exiplicit or 

implicit methods, with this not: exiplicit method 

don’t change in condition of stibilety). 
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تعمٌم طرٌقة الفروق المنتهٌة لحل معادلات تفاضلٌة جزئٌة معٌنة ذات رتب كسورٌة نوع 
 القطع المكافًء

 

 رغد كاظم صالح      أٌمان حسن عودة     مدٌحة شلتاغ ٌوسف     احمد محمد شكر 

 فرع الرٌاضٌات وتطبٌقات الحاسوب-قسم العلوم التطبٌقٌة-الجامعة التكنولوجٌة

 
 

 

 

 المستخلص :

 (S-TFDEتم دراسة معادلات تفاضلٌة جزئٌة ذات رتب كسورٌة فً الزمن والمكان معا.)

تم استخدام الطرٌقة الضمنٌة والصرٌحة مع طرٌقة شبه المنحرف لاٌجاد صٌغة خاصة لحل هذا النوع من المعادلات. تم 
تم دراسة وبٌان تأثٌر اضافة الحد التكاملً على  مناقشة التقارب والاستقراٌة لهذه الطرٌقة واٌجاد شرط التقارب. كذلك

المعادلة التفاضلٌة. تم حل ثلاث امثل واٌجاد الرسومات للحلول العددٌة والحل الحقٌقً وبٌان تفاصٌل النتائج من خلال هذه 
 الرسومات. برامج اٌجاد الرسومات وبرامج اٌجاد النتائج تمت بالاستعانة ببرنامح الماتلاب.

 

 ٌة:مفتاحالكلمات ال

  PDE تكاملٌة ذات رتب كسو، معادلات التفاضلٌة نوع القطع المكافًء ذات -، معادلات تفاضلٌة ذات رتب كسورٌة
 الرتب الكسورٌة.
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Abstract  
     The main aim in this paper is to look for a novel action with new properties on                     from the 

                , the Literature are concerned with studying the action of             of two 

representations , one is usual and the other is the dual, while our  interest in this work  is focused on some actions 

on complex Lie group[10] . Let G be a matrix complex     group , and    is representation of     In this study we 

will present and analytic  the  concepts of action of complex     group on               We recall the 

definition of  tensor  product of two representations of     group and construct  the definition of action of      

group on          , then by using the equivalent  relation     (     )    
       between     and 

               , we get a new action :                –                                      The two actions 

are forming smooth  representation of    , - , -    This  we have new action which called  

                                        denoted by                          which acting on      

    (   ((     )   
 )    (       

 ))    
This        is smooth representation of      The theoretical Justifications are developed and prove supported by 

some concluding  remarks and illustrations. 
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1- Introduction  
A complex Lie group is a finite dimensional analytic 

manifold   together with a group structure on 

    Such that the multiplication         and 

attaching of an inverse              is 

analytic map [4],[6]. 

A matrix Lie group is any subgroup   of    (   ) 
with the following property [7] . If     converges to 

some Matrix   , then      or   is not invertible 

[5].                   introduced the concepts of  

Lie algebra on the space of Linear maps from    
         ,which denoted by     (     ) [1],[3]. 

Also  introduced  the concepts of action on      
      of two representations of            [1]. 

Also the main work here is to give a representation 

of complex Lie group by intertwine  these actions  

(representations)  and to give representation by 

intertwine duel of these actions (representations) and 

Then generalizing them. 

 

2- The TcoA of complex Lie Groups on 

Hom - Space 
In [2- P327],                    introduced the 

concepts of action of             on            

of  Two representations of Lie algebra. 
 

Lemma (2.1) [2]:  
Suppose that            are two representations of 

                action on finite dimensional space    

          respectively . Define an Co-action of     

on     (     ) ,       (    (     )) for 

all             (     )   ( )     ( ) 
 ( )( )    ( ) ( )           (     )  
  
       as equivalence of representations. 

 

Lemma (2.2): 
Put    (   (     )   

 ) (   (   
    

 ))) the                of all Linear 

maps  (   (     )   
 )         (   (   

    
 )   

Define        (   (   (   
  )   

 ) (   (       
 ))) ,  

by   ( )    ( )     (  ( )    ( ))
   

    
 ( )     (  ( )    ( ))

  , 

          for all                              (  
  

    ) 
                                                           (   
     

 )  
                                    

    (   (  
      

 )    (  
     

 ))  

 ( )   ( )      (  ( )    ( ))
     

 (  ( )     (  ( )
  

   ( )
  )( ) 

 

 

 

 

 

 

 

 

 

 

 

 

For all         (     ) 
 ( )   ( )      (  ( )

     ( )
  )    

 (  ( )     (  ( )
  

   ( )
  )( ) 

For all         (     ). 
   Where the arrow that makes the  diagram 1  

commutative   is              of groups   

                ((   (   
  )   

 ) (   (       
 ))). 

Let         (  )    and  

    
      (  

 )                        
The      of complex Lie group    on  

    (   ((     )   
 )    (   

    
 )) 

is given by  a representation    such that   

 ( )   ( )     (  ( )
     ( ))

  )     
(  ( )       ( )

     ( )
  ) , 

For all         
Then the      of complex Lie group    on  

    (   ((     )   
 )    (   

    
 ))  is also given by representation     such 

that   

  ( )    ( )     (  
 ( )     

 ( ))  )    
 (  

 ( )       
 ( )  

   
 ( )  )  

 

Proof of Lemma (2.2): 
  Let       of complex Lie group   on 

   (   (     )   
 )    (       ))  

is 

induced by the representation 

    

  (   (    (        
 )    (   

    
 ))   
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such that  ( )   ́( )     (  ( )
   

  ( ))
  )     (  ( )       ( )

   
  ( )

  )  
For all         Thus      is a representation from  

   to            

 

This arrow makes the diagram 2  commutative . 

 

Remark (2.4): 
Since     (    (        

 )    (   

    
  ))  ((        

 )   ((     )
  

   )  ((     )     ) ((  
    

 )    )  
So we construct an action of   on the          ,  
Let   ( )    (((     )   ) ((  

  
  
 )    ))  , then     forms a representation of     

acting on               

(((     )   ) ((  
    

 )    ))  . 

(  
    

 )     (  
    

 )    
          

   
 (  

    
 )    (  

   ) 
      

  

                                                        

              

                               

 

 

 

  (     )       (      )   
  

                            
 

 .(  
    

 )     (  
    

 )    /

    (  
    

 )    
 (  

    
 ) 

 .(  
    

 )    (  
    

 )   /

    (  
    

 )    
 (  

    
 ) 

 For all                          
                   

      
 

 
  
     

        
→       (     )    (  )  

  (     )    ( 
 )  

 

                     

    

 

                                    
 

   

                                                            (   
  )   (  )   (     )   ( 

 )                                                         

             

 

 
 

         (     )    (  )    (   
                                                                                )  ( 

 ) 
 

           

 

 

               ((     )     (     )   
 ) 

 

 

      

            ((     )    (     )  
 )                                                         

             
 

That     is a representation of     acting on  

  ((     )    (     )  
 )          

where                            are five 

representations of G acting on                         

respectively ,thus : 

 (  )     (  )     (     )    (   
  )     

    (  )   
 (  )  (  )( )    (  )

   (   

  )( )    (  )   ( )     (  )
   (     )( )  

  (  )
      (  ))   (  )

      (  )   

   (  )   (  )
        (  )    

 ( )   ( )   ( )( ( ) )   ( )(   ( )  (  )( )  

  ( )(     )( )    ( )  ( )    ( )(   

  )( )   
 ( )(   ( )  (  )( )    ( )  ( )(   

  )( )    ( )  ( )  ( )    ( )  ( )(   

  )( )     (  )     (     )     (   

  )  
 (  )   ( )   ( ) 

   is a group homomorphism of     on       ((   
  )    (     )  

 )  
 

                                                                                
                      

     ( )                ( )                  ( )                   ( )    

                                         
                                                                            

 

     ( )                ( )                   ( )                     
 ( )                            

 

                                                                 

 

                                                                                               
                                                                           

 

3- The      of Complex Lie Groups on Tensor 

Product  
        We have been introduced the triple Co-action 

of complex Lie groups by the tensor product of the 

five representations, which are      -complex Lie 

groups on tensor product  
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(
5

W
(W4((

3
W

W2)(
3

W
W1))) and 

constructed this definition.  Depending on what has 

been mentioned above,  is called Triple Co-Action 

of complex Lie groups on tensor product denoted by 

(    -complex Lie groups). 

 

Example (3.1):   

        Let 1:   GL(2, ) such that 

1

2 2

1 0
( )

1 1
a



 
   

 
, for all a   , 2:   

GL(2, ) such that 
2

2 2

1 2
( )

0 1
a



 
   

 
, for all a  

 , 3:   GL(2, ) such that 

3

2 2

2 0
( )

2 1
a



 
   

 
, for all a   , 4:   

GL(2, ) such that 
4

2 2

1 0
( )

1 1
a



 
   

 
, for all a  

  and             5:   GL(3, ) such that 

5

3 3

1 0 1

( ) 2 1 0

0 1 0

a



 
 

   
 
 

, for all a   . 

 

The representation  of GL(
5

W
(W4((

3
W

W2)(

 

3
W

W1)))) is: 

:G  GL(
5

W
(W4((

3
W

W2)(

 

3
W

W1))))  GL(M(83), ), such that 

(a) = (((1(a)
3

 (a)
– 1

 2(a)

 

3

 (a)
– 

1
)4(a))

5

 (a)
– 1

) , where    is dual 

representation 

 

0 0 1

1 0 1 2 1 2 1 2 1 0 1 1
0

1 1 0 2 0 1 0 2 1 1 2 2

1 1
1

2 2

 
 
                                            
 
 
 

 

 

 

2 2

4 4 4 4

3 3

1 0 2 0 1 2 2 4 0 0 1

1 1 2 2 0 1 0 2 1 0 1 1
0

0 0 2 0 0 0 2 4 1 1 2 2

1 10 0 2 2 0 0 0 2 1
2 2



 



 
         
       

                                          
 

 

 

 

2 2

3 3

2 2 4 4 0 0 1

1 2 2 4 1 0 1 1
0

0 0 4 4 1 1 2 2

1 10 0 2 4 1
2 2





 
      
    

                 
    
     

 

 

 

3 3

8 8

2 2 4 4 0 0 0 0

1 2 2 4 0 0 0 0

0 0 4 4 0 0 0 0 0 0 1

0 0 2 4 0 0 0 0 1 1
0

2 2 4 4 2 2 4 4 2 2

1 11 2 2 4 1 2 2 4 1
2 20 0 4 4 0 0 4 4

0 0 2 4 0 0 2 4





  
 

    
   
   
      
      
   

      
   
 
 
 

 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 4 4 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 2 4 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 4 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 4 4 2 2 4 4

0 0 0 0 0 0 0 0 0 0 0 0 1 2 2 4 1 2 2 4

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 0 0 4 4

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2

0 0

0 0

0 0 0 0

0 0 0 0

0 0

 

 

   

   



4 0 0 2 4

1 1 2 2 0 0 0 0 0 0 0 0 0 0 1 1 2 2 0 0 0 0

1 1
1 1 2 0 0 0 0 0 0 0 0 1 1 2 0 0 0 0

2 2

0 0 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 0 0 0 0

0 0 1 2 0 0 0 0 0 0 0 0 0 0 1 2 0 0 0 0

1 1 2 2 1 1 2 2 0 0 0 0 0 0 1 1 2 2 1 1 2 2

1 1 1 1
1 1 2 1 1 2 0 0 0 0 0 0 0 0 1 1 2 1 1 2

2 2 2 2

0 0 2 2 0 0 2 2 0

0 0

0 0 0 0

0 0 0 0

0 0

   

   

   

   

       

       

    0 0 0 0 0 0 0 2 2 0 0 2 2

0 0 1 2 0 0 1 2 0 0 0 0 0 0 1 2 0 0 1 2

1 1 2 2 0 0 0 0 2 2 4 4 0 0 0 0 1 1 2 2 0 0 0 0

1 1
1 1 2 0 0 0 0 1 2 2 4 0 0 1 2 0 0 0 0

2 2

0 0 2 2 0 0 0 0 0 0 4 4 0 0 0 0 0 0 2 2 0 0 0 0

0 0 1 2 0 0 0 0 0 0 2 4 0 0 0 0 0 0 1 0 0 0

1 1 2 2 1 2 2 2 2 4 4 2 2 4 4 1 1 2 2 1 1 2

0 0

0 0 0 0

0 0 1

2 0

1

   

       

     

     

 

 

           2

1 1 3 3 3 3
1 1 2 1 1 2 1 2 2 4 1 2 2 0 3 3 0 0

2 2 2 2 2 2

0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 6 0 0 3 0 0 3

3 3 3 3
0 0 0 0 0 0 0 0 0 0 0 0 0 3 3 0 3 3 0 0

2 2 2 2 24 24

         



   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Proposition (3.2):   

        Let i:G  GL(  ), 
i

 :G  GL(
i

W
) 

for   = 1,2,3,4,5 and the     -complex Lie groups 

of   on (
5

W
(W4((

3
W

W2)(

 

3
W

W1)))) 

is given by a representation  such that 

(a) = [(1(a) W1 3
W

 
3

 (a
–1

))(2(a) W2 

3
W

 
3

  (a)
–1

) 4(a) W4 5
W

 
5

 (a)
–1

, 

        for all a . 
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Then the     -complex Lie group of G on (
5

W

(W4((
3

W
W2)(

 

3
W

W1)))) is also given 

by a representation *, such that: 
1 1 1

5 5 3 4 3 3 2 2 3 3 1 1
*( ) ( ) W W ( ( ) ( ( ) W W ( ) ( ) W W ( )))a a a a a a a                 

, 

for all a  G. 

 

Proof:   Let     -complex Lie group G on (
5

W

(W4((
3

W
W2) (

3
W

W1)))) is induced by 

the representation :G  GL((
5

W
(W4 

((
3

W
W2)(

 

3
W

W1)))) such that 

(a) = (((1(a) W1 3
W

 3(a
–1

))(2(a) W2 

3
W

 3(a)
–1

) 4(a) W4 5
W

 5(a)
–1

), 

for all aG, 
3 1

W W  W3W1, 3  

(W3,(W2W1)), 4  W5W4. 

To show that *:G  GL(
5

W
(W4((

3
W

W2) (
3

W
W1))))* is a representation, such that 

*(a) = (((
5

 (a)
–1 W5 4

W
 (

4

 (a) (
3

 (a)
–

1 W3 2
W

 
2

 (a)
3

 (a)
–1  

             W3 1
W

 
1

 (a))) 

 is a representation for all aG and 
4

   (
5

W

W4)*, 
3

  (W3,(W2W1))*,  

2 1
      (W2W1))* since 

1 1 1

5 5 4 4 3 3 2 2 3 3 1 1
*( ) ( ) W W ( ( ) (( ( ) W W ( )) ( ( ) W W ( )))a a a a a a a              

 

For all a  G, 
4 4 5
: W W     and 

*( ) ( ( ))* ( ( ) ( ))*ab ab b a        

*( ) *( )a b  . Thus * is a representation from 

  (* is a group                 ) 
 

 
 

 

 

 

 

 

 

 

 

 

 

     

                                                                                                      

This arrow makes the diagram 7  commutative.                                   

 

 

 
Proposition (3.3):   
        Let    for i = 1, 2, 3, 4, 5 are finite vector 

spaces, 
i

W
 is the dual of vectors Wi, for               i 

= 1, 2, 3, 4, 5 then the following assertions are 

equivalent: 

(1) [(
5

W
(W4((

3
W

W2)(

 

3
W

W1)))]*. 

(2) (((
3

W
W2)* (

3
W

W1)*)
4

W
)*

5
W

). 

(3) (
2

W
W3)(

1
W

W3)

 

4
W

)W5). 

(4) (((
2

W


1
W

)W3)

 

4
W

)W5). 

(5) ((
2

W


1
W

)(
3

W
,K)

 

4
W

)W5). 

(6) ((
2

W


1
W

)W3)  4
W

)(
5

W
,K)). 

(7) ((W1 2W )*
4

W
)( 3W ,K)

 
4

W
))W5). 

(8) [(W5(W4(W3W2)(W3W1))]*** 

      

5 4 3 2 3 1

3 2 3 1 4 5

(W (W (W W ) (W W )) if n is an even number
=

(W W )* (W W )* W ) W if n is an odd number

    


    
 

 

Proof:   

(1)  (2) To show [(
5

W
(W4((

3
W

W2)(

 

3
W

W1))]*   

(((
3

W
W2)*(

 

3
W

W1)*)

 

4
W

)*

 

5
W

). 

Let 4(
5

W
(W4), 3(W4 3

W
), 

21(
3

W
(W2W1)), 4 4 5

(W W ),     

3 3 4 1 2 2 1 1 2 3
(W ,W ), ( )* ((W W ) W )              

 and there exists an intertwining map 

: (
5

W
(W4((

3
W

W2)(

 

3
W

W1))))  

(((
3

W
W2)*(

 

3
W

W1)*)

 

4
W

)*
5

W
, 

such that  

(*(a))(v) = *(a)(v), for all v  
1 2

W W   

and  is an invertible map. 

 

(1)  (3) To show ( 5
W

(W4(( 3
W

W2) 

(2) (

 

3
W

W1)))*  

((
2

W


3
W

)(
1

W


3
W

)
4

W
)W5), since 

(
3

W
,W2)*  (

2 3
W , W 

), (
3

W
,W1)*  

(
1 3

W , W 
),

5 5
W W   and 

3 3
W W  . 

By the same methods, we have the other parts.      

 

Diagram 7. 
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Example (3.4):   
        Let i, i = 1,2,3,4, i:S

1
  SO(2)  

GL(2, ) and 5:S
1
  O(3)  GL(3, ), where G 

= S
1
, (n = 2, m = 3) and     i = 1,2,3,4 are the  -

vector spaces of dimensional 2 and W5 is the  -

vector space of dimensional 3 such that, 

iθ iθ iθ iθ

1 2 3 4

cosθ sinθ
(e ) (e ) (e ) (e )

sinθ cosθ

 
      

 

, 02, i
2
=–1, 

iθ

5

1 0 0

(e ) 0 cosθ sinθ

0 sinθ cosθ

 
 

   
 
 

, 0 

   2. The     -complex Lie group G on (
5

W

(W4((
3

W
W2)(

 

3
W

W1))) is a representation: 

: S
1
  GL(

5
W

(W4((
3

W
W2)(

 

3
W

W1))) such that 

 

2 1

1 1 1

5 5 4 4 3 3 2 3 3 1
*( ) ( ( ) W W ( ( ) (( ( ) W W ( ) ( ( ) W W ( ))a a a a a a a                

 

4

iθ iθ iθ iθ iθ iθ iθ

5 3 2 3 1
*(e ) (e ) ( (e ) (( (e ) (e )) ( (e ) (e ))              

 

1 0 0
cosθ sinθ cosθ sin θ cosθ sin θ

0 cosθ sinθ
sinθ cosθ sin θ cosθ sin θ cosθ

0 sinθ cosθ

cosθ sinθ cosθ sin θ

sinθ cosθ sin θ cosθ

 
         

                    
 

     
    

    
 

 

2 2

2 2

2 2

2 2

6 6

2 2

cosθ 0 0 sin θ 0 0

0 cos θ sin θcosθ 0 sin θcosθ sin θ

0 sinθcosθ cos θ 0 sin θ sin θcosθ

sinθ 0 0 cosθ 0 0

0 sinθcosθ sin θ 0 cos θ sin θcosθ

0 sin θ sin θcosθ 0 sin θcosθ cos θ

cos θ sin θcosθ sin θcosθ sin θ

sin



 
 

  
  

  
 
  
  
 

 

 2 2

2 2

2 2

4 4

θcosθ cos θ sin θ sin θcosθ

sinθcosθ sin θ cos θ sin θcosθ

sin θ sin θcosθ sin θcosθ cos θ


  
  

   
  
  

   
 

 

 

 

 

 

2 2

2 2

2 2

2 2

4 4

cos θ sinθcosθ sinθcosθ sin θ

sinθcosθ cos θ sin θ sinθcosθ

sinθcosθ sin θ cos θ sinθcosθ

sin θ sinθcosθ sinθcosθ cos θ


  
 

   
 
 

    

 

 

2 2

2 2

2 2

2 2

6 6

2 2

cosθ 0 0 sin θ 0 0

0 cos θ sin θcosθ 0 sin θcosθ sin θ

0 sinθcosθ cos θ 0 sin θ sin θcosθ

sinθ 0 0 cosθ 0 0

0 sinθcosθ sin θ 0 cos θ sin θcosθ

0 sin θ sin θcosθ 0 sin θcosθ cos θ

2cos θ 2sin θcosθ 2sin θcosθ 2sin θ



 
 

 
 
  

  
 
  
  
 

 
2 2

2 2

2 2

4 4

2sinθcosθ 2cos θ 2sin θ 2sin θcosθ

2sinθcosθ 2sin θ 2cos θ 2sin θcosθ

2sin θ 2sin θcosθ 2sin θcosθ 2cos θ


 
 
  
 
 

  

 

 
3 2 2 2

4 3 3 2 2 3 2 2 2 2 3

3 4 2 2 3 2 2 3

2 cos θ 0 0 2 cos θ sin θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0

0 2 cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2 cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2s

 

   

   3 2 2

2 3 2 2

2 2 2 4 3 2 2 3 3 2 2

2 2 3 3 4 3

in θ cos θ 2sin θ cos θ

2 sin θ cos θ 0 0 2 cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2 cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2 cos θ 0 2sin θ cos



   

2 2 2 2 3

2 2 3 2

3 2 2 2 2 3 4 3 3 2 2

2 2 3 3

θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ cos θ 0 0 2sin θ cos θ 0 0 2 cos θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ c

 

   

   2 2 3 4 2 2 3

2 2 2 3

2 2 3 3 2 2 3 2 2 4 3

3

os θ 2sin θ cos θ 0 2sin θ cos θ 2 cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0 2 cos θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2s in θ cos θ 0 2 cos θ 2sin θ cos θ

0 2 sin θ cos θ

 

 

   

 2 2 2 2 3 2 2 3 3 4

2 2 2 3

3 2 2 2 2 3 2 2 3 3

2 sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2 cos θ

2 sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ c

  

 

     4

2 2 3 3 2 2 3 2 2 4 3

2 2 3 2

2 2 3 3 2 2 3

os θ 2sin θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ 2sin θ cos θ

2 sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2s

   

   4 2 2 3

3 2 2 2 2 3 4 3 3 2 2

2 3 2 2

2 2 3 3 4

in θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ cos θ 0 0 2sin θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ 0 2s







  3 2 2 2 2 3

3 2 2 4 3 2 2 3 3 2 2

3 2 2 2

3 4

in θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ 0 2sin

 

   

 

  2 2 3 2 2 2 3 2 2

4 3 3 2 2 3 2 2 2 2 3

θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ












































 


   
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         

bilinear map 

 

 

 
2 2 2 2 3

3 2 2 2 2 3 2 2 3 3 4

2 2 3 3 2 2 3 2

2 sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2sin θ

 

   

     2 4 3

2 2 3 2

2 2 3 3 2 2 3 4 2 2 3

3 2 2 2 2

cos θ 0 2sin θ 2sin θ cos θ

2 sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2sin θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ

   

   

    3 4 3 3 2 2

2 3 2 2

2 2 3 3 4 3 2 2 2 2 3

3 2

cos θ 0 2sin θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ cos θ 0 0 2sin θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ c

   

 

    

2 4 3 2 2 3 3 2 2

3 2 2 2

3 4 2 2 3 2 2 3 3 2

os θ 0 2sin θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ co

    

 

    2

4 3 3 2 2 3 2 2 2 2 3

3 2 2 2

4 3 2 2 2 3 2

s θ

0 2 sin θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

2 cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0

0 2 cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos

   

  

    2 2 2 3

3 4 2 2 3 2 2 3 3 2 2

2 3 2 3

3 2 2 4 3

θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2 cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ cos θ 0 0 2 cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0

0 2 sin θ cos θ 2sin θ cos θ 0 2 cos θ 2sin θ cos θ 0

 

    

  2 2 3 3 2 2

2 2 3 3 4 3 2 2 2 2 2 2

2 2 3 2

3 2 2

2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2 cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ cos θ 0 0 2sin θ cos θ 0 0 2 cos θ 0 0 2sin θ cos θ 0 0

0 2 c sin θ os θ 2sin θ cos θ 0

 



 

 2 2 3 4 3 3 2 2

2 2 3 3 2 2 3 4 2 2 3

2 2 2 3

2 sin θ cos θ 2sin θ cos θ 0 2 cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2 cos θ 0 2sin θ cos θ 2sin θ cos θ

2 sin θ cos θ 0 0 2sin θ cos θ 0 0 2sin θ cos θ 0 0 2 cos θ 0 0

0 2 s

  

   

 

 2 2 3 3 2 2 3 2 2 4 3

3 2 2 2 2 3 2 2 2 3 4

in θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 cos θ 2sin θ cos θ

0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2sin θ cos θ 0 2 sin θ cos θ 2sin θ cos θ 0 2sin θ cos θ 2 cos θ































  

    24 24

















 

Proposition (3. 5):   
        Let i, i = 1,2,3,4,5 be representations of G 

acting on K-finite dimensional vector spaces Wi, i = 

1,2,3,4,5 respectively, then the     -reductive Lie 

group of G on 
K

Hom

(W5,Hom(
4

W
,   ((W3,W2)    (W3,W1))) is 

equivalent to the representation 
5

 (4((
3



2) (
3

 1)))) of G on GL(
5

W

(W4((
3

W
,W2)(

 

3
W

,W1)))).  

 

 

Proof:          To show that: 

:(
5

W
(W4((

3
W

W2)(
3

W
W1))))

 
K

Hom (W5,Hom(
4

W
,   ((W3,W2) 

   (W3,W1))) is bilinear map, defined by 

(
5

W
,w1) = F for all 5w

  W5 and w1  W1, 

 where F: W5  W1 is a linear map defined by F(v) 

= 
5

w
(v)w1, for all 

5
w

, 
'

5 5
w W  , v  W5,                

,   K, w1  W1 

(
5

w
 + 

'

5
w

,w1) = (
5

w
 + 

'

5
w

(v))w1 

                               = 
5

w
(v)w1 + 

'

5
w

(v)w1 

                               = (
5

w
,w1) + (

'

5
w

,w1) 

Other for all w1, 1
w   W1 and 

5 5
w W   

(,w1 + 
1

w ) = (
5

w
(v)( w1 + 

1
w ) 

       

 

                         = 
5

w
(v)(w1) + 

'

5w
(v)( 1

w ) 

                               =  5w
(v)w1 + 

'

5
w

(v) 1
w  

( 5w
,w1 + 

1
w ) = ( 5w

,w1) + ( 5w
,

1
w ). 

So :
5

W
(W4((

3
W

W2)(

 

3
W

W1))))

K
Hom (W5,Hom(

4
W

,   ((W3,W2) 

   (W3,W1))) is a bilinear map, thus by using 

the tensor product and universal property of this 

tensor product, we get a unique linear map . 

 

 

( 5W (W4(( 3W W2)(

 

3W W1))))                                                                       

( 5W(W4(( 3WW2)(

 

3WW1))))    

 

 

 

     
K

Hom

(W5,Hom( 4W
,   ((W3,W2)   (W3,W1))) 

                     Diagram 8. 

So by universal property of tensor product 
5

W

(W4((
3

W
W2) (

3
W

W1)))) there exists a 

unique linear map :
5

W
(W4((

3
W

W2)(
3

W
W1))))

K
Hom (W5,Hom(

4
W

, 

   ((W3,W2)   (W3,W1))). This makes the 

above diagram commutative: 

 

                                                     K 

                         5W
 

 

               W5                                   W1  K  W1 

                Diagram 9. 

Consider the composition of linear maps where 

5W
(v) is defined as follows: 

F(v) = w1, ! k  K, such that w1  (k,w1) since 

all maps are linear and k is unique, put 
5

W
(v) = k 

related to w1. 

Proj. 

         

Linear map 
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Define : 
K

Hom

(W5,Hom(
4

W
,   ((W3,W2)   (W3,W1))) 


5

W
(W4((

3
W

W2) (
3

W
W1))) by 

(F') = 
5

W
 (v)w1. 

Define 
5

W
: W5  K by 

5
W

 (v) = k, where k is 

given by ( F'(v)) = (k, F'(v)) 

We can show that 
5

W
 is linear put F'(v) = w1, for 

all F' 
K

Hom  (W5,Hom(
4

W
,   ((W3, 

W2)   (W3,W1))), w1  W1 and 
5

w
 W5 and is 

related to W1. 

F'(v1 + v2) = F'(v1) + F'(v2) 

                      = k1 + k2 

                      =  5w
(v) +  5w

(v)  , for all 5w
 

 W5 

Where:  
5

w
(v1) = k1    

5
w

 (v1) = k1, 

              

5
w

 (v1 + v2) = (k1 + k2) 

              

5
w

 (v2) = k2    
5

w
 (v2) = k2, 

 

      W5                         W1                         W1K 

 

                                   5w
 

                         

Diagram 10. 

                                                                         

Clear F' is a linear and 
– 1

 = , thus  is linear map. 

Related between the      of reductive Lie groups 

of G on 
K

Hom  (W5,Hom(
4

W
,    ((W3, 

W2)   (W3,W1))) and      of reductive Lie 

groups of G on 
5

W
(W4((

3
W

W2) (
3

W

W1))) up to the representation given above: 
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𝐻𝑜𝑚(𝑤  𝑤 )  𝑤 
   𝑤  

 
 أنواع معٌنة لفعل زمر لً المركبة

 
 تغرٌد حر مجٌد           احمد خلف راضً 

 قسم الرٌاضٌات / كلٌة التربٌة / جامعة المستنصرٌة
 
 
 
 
 
                                                                                         مستخلص :ال
 𝑆𝑐 𝑢𝑟𝑒 الهدف  الرئٌسً من البحث هو الحصول على فعل بصفات جدٌدة فً زمر لً المركبةة مةن بدٌهٌةة        

التً درست وركزت على فعل جبر لً لتمثٌلٌٌن احدهما عادي والأخر ثنائً ، والشة  المهةم والممتةع فةً العمةل هةو 
التركٌز على بعض الأفعال لزمرة لً المركبة. فً هذة الدراسة قمنا بتحلٌل مفةاهٌم مةن فعةل زمةر لةً المركبةة علةى 

فةةً زمةر لةةً   وركزنةةا علةى فعةةل زمةر لةةً علةةى وتعرٌةةف الضةةرب التنسةوري لتمثةةٌلات اثنتةٌن 𝑯𝒐𝒎  فضةاءات 
 ، باستخدام التكافؤ                                      𝑯𝒐𝒎 فضاءات 

 والضرب التنسوري للحصول على فعل زمر لً المركبةة علةى الضةرب التنسةوري. 𝑯𝒐𝒎بٌن فضاءات            
وٌرمةز لهةا  𝑮الفعل هو فعل ثلاثةً لزمةر لةً المركبةة   . هذا 𝑮  الفعل الثانً هو بصٌغة تمثٌلات ملساء  للمجموعة

 (على𝑻𝑨𝑪 )فعل زمر لً المركبة 
   𝐻𝑜𝑚(𝐻𝑜𝑚((𝑤  𝑤 ) 𝑤 

 ) 𝐻𝑜𝑚(𝑤  𝑤  𝑤
 ))          

، أن النظرٌات المقدمة فً هذا البحث انشات وبرهنت وجهزت ببعض  Gهوتمثٌلات ملساء فً    TACوهذا 
 النتائج كملاحظات و رسوم.
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1 Introduction 

"              form an important class of logical 

algebras introducedby K. Iseki [4] and was 

extensively investigated by several 

researchers."Theclass of all                        
is quasi variety."J. Meng and Y. B. Jun posed an 

interesting problem (solved in[7]) whether the class 

of all              is a variety.""In connection 

with this problem , Komori introduced in [6]a notion 

of             . W.A. Dudek (cf.[2],[5]) 

redefined the notion of              by using a 

dual form of the ordinary definition inthe sense of 

Y. Komori  and studied ideals and congruences of 

BCC-algebras." In ([10],[11]), "C. Prabpayak and U. 

Leerawat introduced a new algebraic structure, 

which is called           ." They gave the 

concept of "homomorphisms of             and 

investigated some related properties. L.A. Zadeh 

[13] introduced the notion of fuzzy sets."At present 

this"concept has been applied to many mathematical 

branches, such as group, functional analysis , 

probability theory , topology, and soon. "In 1991 , 

"O.G. Xi [12] applied this concept to     
        , and heintroduced the notion of fuzzy sub-

algebras" (ideals) of the              with 

respect to minimum, and since then Jun et al 

studiedfuzzy ideals (cf.[1],[5],[12]), "and moreover 

several fuzzystructures in BCC-algebras are 

considered (cf.[2],[6]).""S. Mostafa , M. Abd-

Elnaby, F. Abdel-Halim and A.T. Hameed (in [7]) 

introduced the notion of                  of 

            " and they investigated severalbasic 

properties which are related to"                . 
they describedhow to deal with the homomorphism 

image and inverse image of fuzzy           ." 

And in [8], "the 

                                      is 

introduced. Several theorems are stated and proved. 

"In [3], "Areej Tawfeeq Hameed"introduced and 

studied new algebraic structure, called    
        and investigate some of its properties. She 

introduced the notion of                of 

          , several theorems, properties are 

stated and proved.  

In this paper, we introduce the notion of "     

                               and then we 

study the homomorphism image and inverse image of 

           

          .We also prove that the Cartesian product 

of                      are               

       ." 

 

2. Preliminaries 

    In this section  we give some basic definitions and 

preliminaries lemmas of           and 

                              .  

Definition 2.1[3]."An  AT-algebra is a 

nonempty set X with a constant ( 0) and a binary 

operation (* ) satisfying the following axioms: for 

all x, y, zX," 

(i) (x*y)*((y*z)*(x*z))=0,  

(ii) 0* x =x  

(iii) x* 0 =0. 

      In X we can define a binary relation (≤)  

by :x ≤ y if and only if , y * x = 0 ." 

Remark 2.2[3]."(X ;*, 0) is an            if 

and only if, it satisfies that: for allx, y, zX," 

(i') :" (y *z) *(x *z) ≤ x *y ," 

(ii') :" x  y if and only if, y * x = 0." 

Example 2.3 [3]."Let X = {0, 1, 2, 3, 4} in 

which (*) is defined by the following table:" 

 

* 0 1 2 3 4 

0 0 1 2 3 4 

1 0 0 2 3 4 

2

2 

0 1 0 3 3 

3 0 0 2 0 2 

4 0 0 0 0 0 

 
It is easy to show that (X ;*, 0)  is an           . 

Example 2.4[3]. Let X = {0, 1, 2, 3,4} be a set 

with the following table: 

 

* 0 1 2 3 4 

0 0 1 2 3 4 
1 0 0 2 3 4 

2

2 

0 1 0 3 3 
3 0 0 2 0 2 
4 0 0 0 0 0 

 
Then (X ;*, 0)is an           . 

 

Proposition 2.5 [3]."In any            (X 

;*, 0), the following properties holds: for all x, y, z 

X;" 

a) z * z = 0, 

b) z*(x *z) = 0 , 

c) y * ((y* z) * z ) = 0, 

d) x * y = 0 implies that x * 0 = y * 0 ,  

e) 0*x=0*y  implies that x=y . 
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Proposition 2.6[3]."In any            (X ;*, 

0), the following properties holds: for all x, y, z 

X;" 

a) x  y implies that y * z  x *z  , 

b) x  y implies that z * x  z *y   

c) z * x  z *y implies that x ≤ y( left 

cancellation law). 

Proposition 2.7[3]."In any            (X ;*, 

0), the following properties holds: for all x, y,z X;" 

a) x = 0 *(0*x), 

b) x* y  z imply  z * y  x . 

Definition 2.8[3]. "A nonempty subset S of an 

           X is called an 

                              if x*yS , 

whenever x, yS." 

Definition 2.9[3]."A nonempty subset I of an 

           X is called an AT-ideal of AT-

algebra X if it satisfies the following conditions: 

for all x, y, z  X ." 

AT1) 0  I ; 

AT2)  x * (y *z)  I and y  I imply  x*z I . 

Proposition 2.10[3]."Every           of 

           X is an              ." 

Definition 2.11[3]."Let X be an           . 

A fuzzy set     in X is called  a fuzzy    

           of X if it satisfies the following 

conditions: for all x, y  X," 

  (xy)  min {   (x),  (y)}. 

Definition 2.12[3]."Let X be an           . 

A fuzzy set     in X is called  a                of 

X if it satisfies the following conditions: for all x, y 

and z  X," 

(AT1)    (0)   (x). 

(AT2)    (x z)  min {   (x*(y z)),  (y)}. 

Proposition 2.13[3].  "Every                 of 

           X is                        
 

3. Anti-fuzzy AT-ideals of AT-algebras 

  "In this section, we will introduce a new notion 

called an                     of            

and study several basic properties of it." 

 

Definition 3.1[13]." Let X be a nonempty set, a 

fuzzy set    in X is a function 

   : X → [0, 1]." 

Definition 3.2. "Let X be an           . A 

fuzzy set    in X is called  an anti-                

of X if it satisfies the following conditions: for all x, 

y and z  X," 

(AAT1)   (0)   (x). 

(AAT2)   (x z)  max {   (x*(y z)),  (y)}. 

Example 3.3. Let X = {0, 1, 2, 3} be a set with 

the following table: 

 

 

 

 

Then (X ;*, 0) is an           . It is easy to 

show that I1 ={0, 1}and I2={0, 3+ are AT-ideals of 

X . 

Define a fuzzy set    : X → [0, 1] by  (0) = t1,  (1) 

=   (2) =μ(3) = t2,where t1,                          t2 [0, 1] 

with t1< t2.  

Routine calculation gives that    is an anti-

                of             X. 

Lemma 3.4. "Let    be an anti-                

of            X and if x ≤ y , then µ(y) ≤ µ(x) , 

for all x, y X." 

Proof: Assume that x y , then  y  x = 0 , and  

µ(0 y)= µ(y)≤ max{µ(0  (x*y)), µ(x)}=max 

{µ(0), µ(x)}= µ(x).  

Hence µ(y) ≤ µ(x). ⌂ 

 

 0 1 2 3 

0 0 1 2 3 

1 0 0 2 3 

2 0 0 0 3 

3 0 0 0 0 
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Proposition 3.5. "Let    be an anti-          

      of            X. If the inequality    yx z 

hold in X, then   (x) max {   (y),  (z)}." 

Proof: Assume that the inequality yx z hold in 

X, by lemma(3.4), 

µ(z) ≤ µ(yx) --- (1).  

     By(AAT2),µ(zx) ≤ max {µ(z (y*x)), µ(y)}.Put 

z=0,then  

µ(0x) =µ(x) ≤ max {µ(0 (y*x)), µ(y)}= max 

{ µ(yx),µ(y) }--- (2) . 

From (1) and (2), we get µ(x) ≤ max {µ(y), µ(z)}, 

for all x, y, z X. ⌂  

Theorem 3.6. "Let    be an anti-fuzzy set in X 

then    is an                     of X if and 

only if, it satisfies:" 

"For all [0, 1], ),(U     implies ),(U 

is an          of X----(A),  

where ),(U  = {xX  (x) }." 

Proof: Assume that    is an               

      of X, let  [0,1] be such that ),(U  , 

and let x, y  X be such that x  ),(U  , then 

 (x) and so by (AAT1),  (0)   (x). Thus 0 

),(U  . 

"Now let (z (y*x)),y U( ,). It follows from 

(AAT2) that  

  (zx)  max{  (z (y*x)),  (y)}= , so that (z

x) ),(U  . Hence ),(U  is an          of 

X." 

Conversely, suppose that    satisfies (A), assume 

that (AAT1) is false, then there exist x  X such that 

  (0) >  (x).If we take t = 
2

1
(  (x)+  (0)), then    

(0) > t and 

 

 

 

 0  (x) < t  1 , thusx  )t,(U  and U( ,t) .As 

)t,(U  is an          of X, we have 0 

)t,(U  , and so   (0)  t.This is a contradiction. 

Hence   (0)   (x) for all x  X."Now, assume 

(AAT2) is not true thenthere exist x, y, z Xsuch 

that 

  (zx) > max{  (z (y*x)),  (y)}," 

taking β0 = 
2

1
[  (zx) + max{  (z (y*x)),  (y)}], 

we have   β0 [0, 1] and  

max{  (z (y*x)),  (y)}, <β0<  (z x), it follows 

that  

max{  (z (y*x)),  (y)},  U( ,β0)and z y

),(U 0 ", this is a contradiction and therefore    

is an                     of X. ⌂" 

 

"4. Characterization of anti-fuzzy AT-

ideals by their level AT-ideals" 

Theorem 4.1. "A fuzzy subset µ of  an    

        X is an                     of X if and 

only if, for every t[0,1], t is an          of X, 

where 

t  ={xX  (x) t}." 

Proof: Assume that     is an               

      of X, by (AAT1), we have  

 (0)  (x) for all x  X, therefore    (0)   (x)  t,  

for x  t and so 0  t .  

Let (z (y*x))  t and (y) t , then   (z*(y*x)) t 

and   (y)  t,since  "is an                     

it follows that   (z x) {  (z (y*x)),  (y)} t and 

that 
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(z x) t .Hence t is an          of X." 

Conversely, we only need to show that (AAT1) and 

(AAT2) are true. If (AAT1) is false, then there exist 

x  Xsuch that   (0) >  (x). If we take t = 
2

1
(  (x) 

+   (0)), then   (0) > t and 0   (x) < t  1 thus x 

t and t . As t is an          of X, we 

have 0  t  and so   (0)  t. This is a contradiction.  

"Now,assume (AAT2) is not true, then there exist x, 

y and z Xsuch that,  

 (z*x) > max{ (z*(y*x)), (y)}. " 

Putting   t=
2

1
[ (z x)+ max{  (z (y*x)),   (y)}], 

then   (z x)>t and  

0  max{  (z (y*x)),  (y)}, < t  1,"hence   (z

(y*x)) < t and  (y) <t, which imply that (z y)  t

and(y x) t , since t is an               

     , it follows that  (z x) t and that   (z x)  

t, this is also a contradiction. Hence   is an      
               of X . ⌂" 

Corollary 4.2. "If a fuzzy subset    of    

        X is an                    , then for 

every t Im( ), t is an          of X." 

Definition 4.3. "Let   be an               

      of            X, then the         
 t , t 

 [0,1] are called level           of  ." 

Corollary 4.4. "Let I be an          of an 

           X, then for any fixed number t in an 

open interval (0,1), there existan               

         of X such that t =I." 

 

 

 

 

 

 
 

 

Proof:"Define    : X → [0:1] by  (x) =









.Ixif,t

;Ixif,0
 

Where t is a fixed number in (0,1). Clearly,   (0)   

(x) and we have one two level sets  0 = I, t  = X, 

which are           of X, then from Theorem 

(4.1)   is an                     of X. ⌂" 

5. "Image and Pre-image of anti-fuzzy 

AT-ideals" 

Definition 5.1." f :(X; ,0) → (Y; `,0`)be a 

mapping from a nonempty set X to a nonemptyset 

Y. If  β  is a fuzzy subset of X, then the fuzzy subset 

   of Y defined by: f ( )(y)= β(y) =





 

 

otherwise

yxfXxyfifx
yfx

0

})(,{)()(inf 1

)(1 

 

is said to be the image of    under f  ." 

"Similarly if    is a fuzzy subset of Y, then the fuzzy 

subset    = (βo f ) in X (i.e., the fuzzy subset 

defined by   (x) = β( f (x)), for all x  X) is called 

the  

pre-image of   β under f  ." 

Theorem 5.2. "An into             pre-

image of                     is also an 

                   ." 
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Proof:"Let f :(X; ,0) → (Y; `,0`)be an onto 

             of            , β is an 

                    of Y and    the  pre-image 

of β under f  , then 

β( f (x)) =  (x), for all x  X. Let x  X, then  (0) 

= β( f (0)) <β( f (x)) =  (x). 

    Now let x, y, z  X, then     (z x) = β( f (z x)) 

= β( f (z) ' f  (x)) 

 max{β( f (z) ' f (y)),β( f (y) ' f  (x))} 

= max{β( f (z y)),β( f (y x))} 

= max{  (z y),  (y x)},and the proof is 

completed. ⌂ 

Definition 5.3. "An anti fuzzy subset    of X 

has  inf property if for any subset T of X, there 

exist t0 T such that    (t) = )t(inf Tt  ." 

Theorem 5.4. "Let f :(X; ,0) → (Y; `,0`)be a 

             between             X and Y 

respectively . For every                       

in X, f (  ) is an                     of Y." 

Proof:"By definition β(y') = f  ( )(y')= 

)x(inf
)'y(fx 1 

, for all y'Y and  = 0. 

We have to prove that β(z' x')  max{β(z'

(y'*x')),β(y')}, for all x', y', z' Y." 

"Let f : X → Y be an onto              of 

           ,    is an                     of 

X with inf property  and β the image of    under 

f  , since    is                     of X, we 

have  (0)   (x) for all x  X.  

    Note that 0 
  

1f (0'), where 0, 0'are the zero of 

X and Y, respectively.  

" 

 

 

Thus  β(0') = )t(inf
)'x(ft 1 

=β(x'), for all  x  X, 

which implies that  

β(0')  )t(inf
)'x(ft 1 

= β(x'), for any x' Y.For 

any x', y', z' Y, let x0
1f (x'), 

y0
1f (y'), z0

1f (z') be such that 

  (z0 (y0*x0)) = )(inf
))''*'*((1 t

xyzft


,  (y0) = 

)(inf
)'(1 t

yft


and    

  (z0 x0)= )t(inf
)'x'*z(ft 1 

. Then 

β (z' x') = )t(inf
)'x'*z(ft 1 

=   (z0 x0)  

 max{  (z0 (y0*x0)) ,  (y0)} 

= max[ )(inf
))''*'*((1 t

xyzft


, )(inf
)'(1 t

yft


] 

= max{β(z' (y'*x')),β(y')}. 

Hence  β is an                     of Y. ⌂ 

6." Cartesian product of anti-fuzzy AT-

ideals" 

Definition 6.1 ([1],[9])."A                R on any 

set S is a fuzzy subset 

 R: SS →[0,1]." 

Definition 6.2 ([1])."If R is a                on  

sets  S and β is a fuzzy subset of S , then Ris a 

               on β if )y,x(R  ≥  max {β(x), 

β(y)}, for all x, yS ." 

Definition 6.3([1])."Let   and β be fuzzy subsets of 

a set S . The                   of   and β is defined 

by(  )(x,y) = max { (x), β(y)},  , for all x, yS ." 
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Lemma 6.4([1])."Let S be a set and   and β be fuzzy 

subsets of  S . Then, 

(1)  is a fuzzy relation on S ," 

(2)   (  )t = tt  , for all t [0,1]. 

Definition 6.5([1])."Let S be a set and β be 

fuzzy subset of  S . The strongest fuzzy relation on 

S , that is, a fuzzy relation on β is R  given by  

R (x,y) = max {β(x) , β(y)},for all x, yS ." 

Lemma 6.6([1])."For a given fuzzy subset β of a 

set S, let R be the strongest fuzzy relation on S. 

Then for t [0,1], we have( R )t = tt  ." 

Proposition 6.7."For a given fuzzy subset β of 

an            X , let R  be the strongest 

               on X . If β is an               

      of XX  , then  

R (x,x) ≥ R  (0,0) , for all xX ." 

Proof:  Since R  is a strongest                of 

XX , it follows from that, 
 

R (x,x) = max{β(x), β(x)}≥ max{β(0), β(0)}= R  

(0,0),which implies that 
 

R (x,x) ≥ R (0,0).⌂ 

Proposition 6.8. "For a given fuzzy subset β of 

an            X , let R  be the strongest 

               on X . If R is an               

      of XX , then  

β(0)  β(x) , for all xX ." 

 

 

 

Proof:  Since R  is an                     

of XX , it follows from (AAT1),  

R (x,x) ≥ R (0,0),where (0,0) is the zero element 

of XX . But this means that , max{β(x), β(x)} ≥  

max{β(0), β(0)}which implies that β(0)  β(x)  . ⌂ 

Remark 6.9([9]). "Let X and Y be    

        , we define (*) on YX by: for 

all(x,y),(u,v)  YX , (x,y) (u,v)  = (x u,y v). 

Then clearly ( YX ; .(0,0))  is anAT-algebra." 

Theorem 6.10. "Let   and β be an      

               of            X . Then  is 

an                     of XX ." 

Proof:   Note first that for every (x,y) XX ,  

(  )(0,0) = max { (0) , β(0)} ≤  max { (x) , 

β(y)} = (  )(x,y)  . 

     Now let (x1,x2) , (y1,y2) , (z1,z2)  XX . Then 

(  )(x1 z1, x2 z2) = max { µ(x1 z1) ,β(x2

 z2)}  

≤ max { max{µ(x1 (y1 z1)) ,µ(y1)}, max{β(x2

 (y2 z2)),β(y2)}} 

= max { max{µ((x1 (y1 z1))) , β(x2 (y2

z2))}, max{ µ(y1),β(y2)}} 

        = max { (  )((x1 (y1 z1)) ,(x2 (y2

z2))) , (  ) (y1,y2)} 

Hence (  ) is an                     of 

XX .⌂ 

Theorem 6.11. "Let   and β be anti-fuzzy 

subsets of            X such that   is an 

                    of XX . Then for all 

xX," 

(i)           μ ( )     μ ( )        ( )       ( )   
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(ii)  μ ( )   μ( )                             ( )  

    ( )       ( )     μ ( )    

(iii) 

       ( )  

   ( )                          μ ( )  

 μ ( )     μ ( )       ( )  

(iv)           μ                             

           . 

Proof.  

(i) "Suppose that µ(0)>µ(x) and β(0)>β(y) for 

some x , y X . Then  

(  )(x,y)  = max{ (x) , β(y)}  < max { (0) , 

β(0)}  = (  )(0,0). This is a contradiction 

and we obtain (i)." 

(ii) "Assume that there exist x , y X such that β(0) 

>   (x)   andβ(0) > β(y) . Then 

(  )(0,0) = max{  (0),β(0)} = β(0) it follows 

that   

(  )(x,y)  = max{ (x) , β(y)}  <β(0)  = 

(  )(0,0)  which is a contradiction. Hence 

(ii) holds." 

(iii) Is by similar method to part (ii). 

(iv) "Suppose  β(0) ≤ β(x) by (i), then form (iii) 

either (0) ≤  (x)  or 

 (0) ≤ β(x)  for all xX ." 

 If  (0) ≤ β(x), for any xX , then(  )(0,x) = 

max { (0), β(x)} = β(x). Let (x1,x2) , (y1,y2) , 

(z1,z2)  XX,since(  ) is an anti-fuzzy 

AT-ideal of XX , we have 

(  )(x1 z1,x2 z2) ≤ max{(  ) ((x1 (y1 z1)),(x2 (y2

z2))), (  ) (y1,y2)}---- (A) 

    If we take x1 = y1 = z1 =0 , then 

β(x2 z2) =  (  )(0,x2 z2) 

 

 

  

 

≤ max{(  ) (0,(x2 (y2 z2))), (  ) (0,y2)} 

               = max{max { (0) , β((x2 (y2 z2)))}, 

max{ (0), β(y2)}} 

               = max{β((x2 (y2 z2))), β(y2)} 

     This prove that β is an                     

of X . 

Now we consider the case   (0) ≤   (x) for all xX . 

Suppose that  (0) >  (y) for some y X . then 

β(0) ≤ β(y) <  (0).  

    Since  (0) ≤  (x)for all xX , it follows that β(0) 

<  (x)  for any xX .  

     Hence(  )(x,0) = max { (x), β(0)} =  (x) 

taking   x2 = y2 = z2 =0 in (A), then 

µ(x1 z1) =  (  )(x1 z1, 0)  

≤ max{(  ) ((x1 (y1 z1)),0), (  ) (y1,0)} 

               = max{max { (x1 (y1 z1)) , β(0)}, 

max{ (y1), β(0)}} 

               = max{ µ(x1 (y1 z1)), µ(y1)} 

     Which proves that   is an               

      of X . Hence either   or β is an      

               of X . ⌂ 

Theorem 6.12.  "Let β be a fuzzy subset of an 

           X and let R  be the strongest 

               on X , then β is an      

               of X if and only if R is an 

                    of XX ." 

Proof:     Assume that β is an               

      of X . By proposition (6.7) ,we get, R (0,0) ≤ 

R  (x,y), for any (x,y) XX . 

     Let (x1,x2) , (y1,y2) , (z1,z2)  XX , we have 

from (AAT2) : 
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R (z1 x1, z2 x2) = max {β(z1 x1) , β(z2 x2)} 

≤ max{max {β(z1 (y1*x1)) , β(y1)}, max{β(z2

(y2*x2)), β(y2)}} 

             = max{max {β(z1 (y1*x1)), β(z2

(y2*x2))}, max{β(y1), β(y2)}} 

            = max { R ((z2 (y2*x2)), (z2 (y2*x2))) , 

R (y1, y2) } 

      Hence R  is an                     of 

XX . 

      Conversely, suppose that R  is an      

               of XX , by proposition 

(6.8)β(0) ≤ β(x) for all x  X, which prove (AAT1) . 

       Now, let  (x1,x2) , (y1,y2) , (z1,z2)  XX . 

Then,  

max{β(z1 x1) ,β(z2 x2) } = R (z1 x1, z2

x2) 

≤ max{ R ((z1,z2) ((y1, y2)  (x1, x2)) , R

(y1,y2)} 

               = max{ R  ((z1 (y1*x1)),(z2

(y2*x2))) , R  (y1,y2) } 

              = max{ max {β((z1 (y1*x1)),β (z2

(y2*x2)) } , max {β(y1), β(y2)} } 

    In particular if we take x2 =y2 =z2 =0 , then 

β(z1 x1) ≤ max {β(z1 (y1*x1)),β(y1)} .This proves 

(AAT2) and β is an                     of X . ⌂ 
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 (  AT(  في اندثرياخ )AT)انًضاد انًثانياخ انضثاتيح 
 

 

 هادي حسٍ بٍذاء         عبذ حًسة أحًذ       حًٍذ حىفٍق أرٌج

 .انعراق ، انكىفت جايعت ، نهبُاث انخربٍت كهٍت انرٌاضٍاث، قسى

 

 

 انًسخخهص :

 انًُاسبت الأيثهت يٍ انعذيذ حمذيى يخى ٔفيّ  ، انجبش-AT في"  AT"انًثانياث انضبابيت انًضاد   يفٕٓو َمذو ، انبحث اْز في

 -AT انجبش  في"  AT"نهًثاني انضبابي انًضاد  انًعكٕست ٔانصٕسة انصٕسة حعشيف يخى. خصائصٓا في انخحميك ٔيخى

 ، رنك عهى علأة. انجبش -AT في AT نهًثانياث انضبابيت انًضادة   انعكسيتّ ٔانصٕسة انصٕسة خٕاص دساست يخى ٔكيف

 .ATنهًثاني انضبابي انًضاد  انذيكاسحي ضشبان إعطاء يخى
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Abstract.,  
          This paper investigate the possibility of inheriting the properties of the ring   to the trivial extension ring 

 ( , ) and present the relationship between the trivial extension  (   ) and many types of rings. The concepts 

of 2-primal, reversible, central reversible, semicommutative, nil–semicommutative,   Armendariz and central 

  Armendariz rings are studied with trivial extension  (   ) and some characterizations of  -Armendariz and 

central   Armendariz rings are given. 
 

Keywords. Trivial extension, Armendariz,  -Armendariz, nil-Armendariz, central     Armendariz . 
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1.Introduction.  
Throughout this paper, all rings are commutative 

with identity unless otherwise stated. For a ring  , 

we denote by  ( ) the center of a ring  . A ring   

which has no non zero nilpotent elements is called 

reduced. In (1997) the concept of Armendariz rings 

is introduced by Rage and Chhawchharia [1]. An 

Armendariz ring (ARM ring, for short)   is a ring 

that satisfies  if  ( )  ∑    
  

    and  ( )  
∑    

   , - 
    satisfy  ( ) ( )    implies that 

       for each  ,   . Rege and Chhawchharia in 

[1] showed that every reduced ring is ARM. 

Consequently, this class of rings are related to 

nilpotent elements. Anderson and Camillo [2] 

proved that if    , then  , -    is an ARM ring 

if and only if   is reduced. A ring   is said to 

reversible if      then     , for all      . 

According to shin [3], semicommutative rings 

introduced as a generalization of commutative rings. 

A ring   that satisfies      implies       for 

each  ,    is called semicommutative if. Clearly 

every reduced ring is reversible and every reversible 

ring is semicommutative but the converse is not true 

in general [4]. The set of all nilpotent elements in  , 

the set of all nilpotent polynomials in  , - and the 

intersection of all prime ideal are denoted by  ( ) 
( ( , -) and  ( ), respectively). Due to 

Birkenmeier et al. [5], a ring   is said to be  -primal 

if  ( )   ( ). Every semicommutative ring is  -

primal ,  Semicommutative rings also studied under 

the name zero insertive by Habeb [6]. Many  of 

authors have been written on ARM  property [7] and 

[8]. A ring   is said to be  -Armendariz ( -ARM, 

for short) if for any two polynomials  ( )  
∑    

  
    and  ( )  ∑    

   , - 
    such 

that  ( ) ( )   ( , -), then       ( ) for 

each  ,  [9].  
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Each ARM ( -primal) ring is  - ARM, but the 

converse may not true [9]. Recall that a ring   is 

said to be weak Armendariz (WARM, for short) if 

whenever  ( )  ∑    
  

    and  ( )  
∑    

   , - 
    satisfy  ( ) ( )    then 

      ( ) for each  ,  [10]. It is easy to see that 

every ARM ring is WARM, but the convers is not 

true in general. 

   This further encourages to the study of nilpotent 

elements, which is a generalization of ARM rings 

which have been studied in [10]. The ARM feature 

of a ring was generalized to one of skew polynomial 

as in [11] and [12]. Let       be an 

endomorphism for a ring  . The ring that produced 

by giving the polynomial ring over   with the 

multiplication     ( ) , for all     is called 

skew polynomial ring  ,    - of  . Some 

properties of skew polynomial rings have been 

studied in [13] and [14]. As a generalization of the 

notion of ARM rings, the concepts of  -

Armendariz(  ARM, for short ) rings and  -skew 

Armendariz (   SARM, for short) are introduced 

in [11] and [12] respectively. A ring   is called  -

SARM  (respectively,  -ARM) if for any two 

polynomials  ( )  ∑    
  

   ,  ( )  ∑    
  

    

 ,    - such that  ( ) ( )     then    
 (  )    

(respectively,        ) for each  ,   [11] 

(Respectively [12]). Agayev et. al. [15] introduced 

the concept of central Armendariz rings (CARM, for 

short) which is a generalization of the concept of 

ARM rings. The notion of CARM rings lies exactly 

between the notions of abelian rings and ARM 

rings. A ring    is said to be  CARM if there exists 

any two polynomials   ( )=∑    
  

    and 

 ( )=∑    
   , - 

    such that  ( ) ( )   , 

then       ( ) for each  , . As a generalization of 

CARM rings, Abdali in [16] introduced and studied 

the sense of central  -ARM rings(C  -ARM, for 

short). A ring   is called C  -ARM if for all  ( )  
∑    

  
   ,   ( )=∑    

  
     , - such that 

 ( ) ( )   ( , -) then       ( ) for each  , . 

Note that every CARM ring is C -ARM. 

   The main idea is to set   may be (   ) in a 

commutative ring  =(   )=    (if   is 

commutative) so that the structure of   as an  -

module is essentially the same as that of   as an  -

module, that is, as an ideal of   [17], and [18]. The 

advantage of the trivial extension is: 

(a) Transfer results relating to modules to the ideal 

case including the  -module , (b) Extending results 

from rings to modules, (c) It is easier to find 

counterexamples of rings especially those with zero 

divisors. 

   Generally, this paper studied and explained the 

relationship between some types of rings and some 

related concepts with trivial extension ring  (   ).  

 

 

Moreover, we extended the terms of domain, central 

reversible, 2-primal, symmetric, reversible, 

semicommutative, nil– semicommutative,   ARM, 

central reduced, central reversible and C  ARM to 

the trivial extension  ( , ). We showed that if  , - 
is domain, then  ( , ) is  -ARM. Also if   is a 

central reversible ring, then     (    ) is nil-

ARM. In addition,   is 2-primal ring iff    
  (    ) is ARM ring according to specific 

conditions and characterizations of  -ARM and 

C  ARM rings are given.  

There is a considerable number of authors showed 

interest in studying trivial extension rings related or 

not to the family of ARM rings. Kim and Lee in [7] 

studied trivial extension rings of ARM rings. In 

2006, Liu and Zhao show that trivial extension of 

WARM ring is also WARM [10]. The property of 

 -ARM has been studied in [12]. Also the trivial 

extension of central reduced rings has been 

discussed in [19]. The   -regular rings fact of trivial 

extension has recently been explained in more 

details by Abduldaim in [20]. 

 

   It is worth to mention that many suggestions could 

be put to the study trivial extensions of some new 

generalizations like  -skew  -McCoy rings [21]. 

Moreover, the trivial extension rings can be 

employed in the field of cryptography as in [22] and 

[23]. 

 

  The structure of this paper is as follows. Section 2 

is devoted to recall previous known definitions and 

information about the trivial extension. In section 3, 

the paper presents the relationship between the 

trivial extension rings and some kind of rings. 

Several examples are given to clarify the ideas used 

within the section.  

 

2. Preliminaries 

In this section we survey known results 

concerning    (   )     . The theme 

throughout is how properties of  = (   )=    

are related to those of   and  ([17], [18]). 

Let   be an (   )-bimodule. Recall that the trivial 

extension of   by   (also 

called the idealization of   over  ) is given to be 

the set    (   ) of all pairs (   )  where   
 ,    , that is: 

   (   )=   =*(   )|   ,    + 
With addition defined component wise as 

(     )  (     )  (           ) 
And multiplication defined according to the rule 

(     )(     )  (              ) 
For all         and        . Clearly   
 (   )  forms a ring (even an  -algebra) and it is 

commutative if and only if   is commutative. Note 

that  (   )     via   (   ), then   can be 

embedded into  (   ), this means   is identified  
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with  (   )  *(   )|   + becomes a nonzero 

nilpotent ideal of  (   ) of index 2, which 

explains the term idealization. If   is a submodule 

of  , then  (   ), is an ideal of   (   ), and 

that ( (   )  (   )   . The ring    (   )   
has identity element (   ) and any idempotent 

element of the trivial extension ring  ( , ) is of the 

form (   )  where       . In fact, there is 

another realization of the trivial extension.  

Let    (   )  2.
  
  

/         3, then 

  is a subring of the ring of     matrices over 

with the usual matrix operations and   is a 

commutative ring with identity. If    , then 

   (   )   , -     where  , - denote the 

ring of all polynomials over   and      is the 

ideal generated by     . Recall that a ring   is 

said to be semiprime such that         then 

      for    , [16]. 

Proposition 2.1 [24, Proposition 2.18] Let   be a 

semiprime ring  . Then the following are 

equivalent: 

(1)   is reduced 

(2)   is symmetric 

(3)   is reversible 

(4)   is semicommutative  

(5)   is nil-semicommutative 

(6)   is 2-primal 

Corollary 2.2 [24, Corollary 2.19] Let   be  a Von 

Neumann regular ring  . Then the following are 

equivalent: 

(1)   is reduced 

(2)   is symmetric 

(3)   is reversible 

(4)   is semicommutative  

(5)   is nil-semicommutative 

(6)   is 2-primal 

 

Theorem 2.3 [2, Theorem 5]: Let   be a ring and 

    a natural number. Then  , - (  ) is ARM if 

and only if   is reduced. 

3. Main Results 

   It is known that if   is a domain, then        is 

ARM [1]. In addition,   is an  –SARM ring for any 

endomorphism   of  a domain ring   [11, 

Proposition10]. Hong et al. [12, Example 1.9] 

illustrate that a domain may not be an  –ARM ring 

for an arbitrary endomorphism  . 

Theorem 3.1 Let   , - be a domain. Then   
  ( , ) is  -ARM. 

 

 

 
Proof Suppose that  ( )  ∑   

 
     ,   ( )  

 ∑     
  

     in     ( , ),   - with  ( ) ( )=0 

where     (       )  ,    (        ) for all 

       ,         and   ( )   ∑   
 
     , 

  ( )   ∑   
 
      ,   ( )     ∑   

 
      and  

  ( )   ∑   
 
      are elements in  , -. In the 

other words   ( )  (  ( )   ( )) and   ( )  
(  ( )   ( )). So, we have  

    

 ( ) ( )=(0,0)=(   ( )   ( ) ,   ( )   ( )+
   ( )   ( )) …      (1) 

And this implies that     ( )   ( )=0  and  

  ( )   ( )+   ( )   ( )=0. 

Since  , -  is domain, then  

(a) Either    ( ) =0   which means that   =0  

for all            and by Eq. (1) we 

have                 

  ( )   ( )+   ( )   ( )=0=  ( )   ( )=

0  in   ,    - .                             

Again since  , - is domain, then either   ( )   0  

or    ( )=0, thus      =0 ,  0       ,  0     . 

(b) Or    ( )= 0  which means that   =0  for  

0        and  by  Eq. (1) we have 

  ( )   ( )+   ( )   ( )=0=  ( )   ( )=

0 in   ,    - . 

Since  , - is domain, so we get either    ( )      

or   ( )   . The two cases (a) and (b)  yields 

 4
             
     

5  .
  
  

/ , thus         

.
  
  

/,  0       ,  0     .  

Hence     (     ) is  –ARM ring. 

   Using Theorem 3.1 to get the following corollary. 

Corollary 3.2 Let  , - be a domain ring. Then 

 =  ( , )  is   –SARM  ring.       

Proof Since  , - is domain, then  =  ( , ) is     –

ARM by Theorem 3.1 and by [12, Theorem 1.8] 

 =  ( , ) is  –SARM  ring.          

   Kose et al. in [25] introduced the definition of 

central reversible rings. A ring   is said to be central 

reversible if for each  ,    such that      then 

     ( ). Clearly, every reversible ring is central 

reversible, but the converse need not be true 

reversible. The concept of nil-ARM (n-ARM, for 

short) rings is introduced by Ramon Antoine in 2008 

[26]. A ring   is called n-ARM if  ( )  ( )   
 [x] achieves   

 ( ) ( )     ( )[x] then        ( ) for all    . 

   Our next result is to determine conditions in case 

the trivial extension of a ring is n-ARM. 

Theorem 3.3 Let   be a central reversible ring, then 

 =  ( , )is n-ARM. 
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Proof Since   is central reversible, so by  [25, 

Theorem 2.19]   is 2- primal, and by [9, Proposition 

1.3], 
 

 ( )
,   -   

  ,  -

  (  ),   -
   is  reduced which implies 

that   is ARM, hence   is n- ARM by [26, 

Proposition 2.7] and by [26, Proposition 4.1] we get 

 =  ( , )is n- ARM .  

   Using Theorem 3.3 to get the following 

corollaries: 

Corollary 3.4 Let   be a central reversible ring, 

then  =  ( , ) is WARM. 

Proof Since    is central reversible, thus by 

Theorem 3.4   =  ( , )  is n- ARM.  

 Also since each n – ARM ring is WARB, so we get 

 =  ( , )is WARM. 

Corollary 3.5 Let   be a central reversible ring, 

then  =  ( , ) is  -ARM. 

Proof Since     is a central reversible ring, by 

Corollary 3.4,    =  ( , )is WARM and using [16, 

Proposition 2.2.12], implies that   =  ( , ) is  -

ARM. 

   Recall that if every nilpotent element of   is 

central, then a ring   is called central reduced [19].   

The following proposition explain the relationship 

between 2-primal and ARM rings on the one hand 

with trivial extension on the other.  

Proposition 3.6 Let   be a semiprime ring, then   is 

2-primal ring iff  =  ( , ) is ARM ring. 

Proof Firstly, assume that   is 2 – primal ring. By 

Proposition 2.1 and since   is semiprime, then   is 

reduced ring and so by [1, Proposition 2.5] we get 

 =  ( , )is ARM ring. 

Conversely, suppose that  =  ( , ) is ARM ring. 

By Theorem 2.3, we have   is reduced ring which 

implies that   is central reduced and so by using 

[19, Theorem 2.15] implies that    is a 2- primal 

ring.  

   As proof of Proposition 3.6, the next corollary can 

be obtained  

Corollary 3.7 Let   be a von Neumann regular ring, 

then   is 2-primal iff   =  ( , )is ARM ring. 

Proposition 3.8 Let   be a semiprime ring, then   is 

symmetric iff  =  ( , ) is ARM ring. 

Proof  We have    is symmetric ring, since   is 

semiprime by Proposition 2.1,    is reduced ring and 

by [1, Proposition 2.5],   =  ( , ) is ARM. 

Conversely, suppose that  =  ( , ) is ARM ring, 

by Theorem 2.3, we have   is reduced, thus by 

Proposition 2.1 we get   is symmetric. 

   In a manner comparable to the proof of 

Proposition 3.8, the next corollaries can be obtained. 

Corollary 3.9 Let   be a von Neumann regular ring, 

then   is symmetric iff   =  ( , ) is ARM ring. 

Corollary 3.10 Let   be a semiprime ring, then    is 

reversible iff  =  ( , ) is ARM ring. 

Corollary 3.11 Let   be a von Neumann regular 

ring   ,    is reversible iff  =  ( , ) is ARM ring. 

 

 
Corollary 3.12 Let   be a semiprime ring, then   is 

semicommutative iff =  ( , ) is ARM ring. 

Corollary 3.13 Let   be a von Neumann regular 

ring, then    is semicommutative iff    =  ( , ) is 

ARM ring. 

Corollary 3.14 Let   be a semiprime ring, then   is 

nil – semi commutative iff  ( , ) is ARM ring. 

Corollary 3.15 Let   be a Von Neumann regular 

ring, then   is nil – semicommutative iff  ( , ) is 

ARM ring. 

   The next proposition illustrates the relationship 

between reduced  -ARM and WARM ring with 

trivial extension. 

Proposition 3.16 Let   be a reduced  - ARM, then 

 =  ( , ) is WARM ring. 

Proof Suppose that   is reduced  -ARM, we have 

to prove that  =  ( , ) is WARM. Let 

 ( )= ∑ (      )  
  

    and   ( )= ∑ (      )
 
       

  =  ( , ) [x] such that  ( )  ( )=0  Where  

 ( )= (  ( )     ( ))  and 

  ( )= (  ( )    ( ))    ( )= ∑   
 
       [x , 

α]   
   ( )= ∑   

 
       [x ,α]    ( )= ∑   

 
      

 [x , α]  and   ( )= ∑   
 
        ,    - . 

 ( )  ( )= (  ( )   ( )    ( )   ( )  

  ( )  ( ))   (    ) …(2), 

 i.e.    ( )  ( )=0 …(3) 

 And    ( )  ( )+   ( )  ( )=0  … (4) 

 In  [x,α], since   is            ARM ring, then 

by [12, Proposition 1.7]   is         , and by [11, 

Proposition 3] yields   ,    - is reduced, so from 

Eq .(2) and by [27, Proposition 1.6], we get 

  ( )  ( )=0 . Multiply Eq. (4) from the right hand 

by   ( ) to get  

      ( )  ( )  ( )+   ( )  ( )  ( )=0, so we get 

  ( )  ( )  ( )=0 and since   is reduced, then by 

[27, Proposition 1.6]  =  ( , ) is reversible, so we 

have    ( )  ( )  ( )=0     [x,α] which implies 

that(  ( )  ( ))
 =0. Since   [x,α] is reduced, 

then     ( )=0. …(5)  

Substitute Eq. (5) in Eq. (4) to get 

   ( )  ( )=0                   …(6) 

Since   is reduced    ARM and from Eq. (3) , Eq. 

(5) and Eq. (6), then  

        (resp.        and        ) for all   and 

  this means (      ) (     )     for all   and   . 

Therefor (      ) (      )     ( ) so   ( , ) is 

WARM. 

   Recall that a ring   is called  -skew  -ARM ( -

S -ARM, for short) ring if two polynomials 

 ( )  ∑    
  

     ( )  ∑    
  

     ,   - 

such that  ( ) ( )   ( ,   -)  then    
 (  )  

 ( ) for each            , [16]. 
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 We must remember that if   is an endomorphism of 

a ring  , then map  ̅  , -   , - given by 

 ̅(∑    
  

   )  ∑  (  ) 
  

    is an endomorphism 

of  [x], and it is extended of  . 

Proposition 3.17 Let  =  ( , ) be   ̅   ARM ring.  

Then  =  ( , ) is   ̅  S    ARM. 

Proof Let   ( )= ∑ (      )
 
       and    ( )  

 ∑ (      )
 
         =  ( , ),    ̅-, where 

 ( )  (  ( )    ( ))  and  

  ( )= (  ( )    ( )) ,   ( )= ∑   
 
      , 

  ( )= ∑   
 
       ,   ( )=∑   

 
       and 

   ( )= ∑    
    in    ,    - .  

Since    is  ̅   ARM, then   ( )   ( )=0 in 

  = (    ),    ̅- , and this means  ( )   ( )   
 ( )= (  ( , ) [x , α  ] ]) , so    ( )   ( )   

(  ( )    ( )     ( )   ( )  

   ( )    ( ))=0 which give  

   ( )    ( )    in   ,    - …. (7) 

And    ( )    ( )+    ( )    ( )=0 in   ,    - … 

(8) 

Note that   is   rigid by [12, Proposition 2.4], and 

  ,    - is reduced by [11, Proposition 3]. 

From Eq. (7), and [27, Proposition 1.6], then 

   ( )    ( )=0                                … (9)   

Multiply Eq. (8) on the right-hand side by     ( )  to 

get 

   ( )    ( )    ( )+   ( )    ( )    ( )=0  

By Eq. (9), the last equation become 

   ( )    ( )    ( )=0 and by [27, Proposition 1.6], 

   ( )    ( )    ( )=  
 ( )    ( )=0. 

Since   ,    - is reduced, 

then   ( )   ( )=0       … (10) 

By substituting Eq. (10) in Eq. (8), we get 

   ( )    ( )=0 .    …(11) 

Now, from Eq. (3), (4) and Eq. (5) and since   is 

   ARM, then      =0 ,        and      =0  for each   

                    . 

By [12, Theorem 1.8], we get     
 (  )=0, 

    
 (  )=0  and     

 (  )=0 

 for each                       .Therefore it 

follows that   

(      )  ̅
  (      )  (   )   (  ( , )), hence  

  ( , ) is   ̅  S   ARM ring. 

   As an example of the concept of   ARM rings in 

the sense of trivial extension, we have the following:  

Theorem 3.18 Let   be   ARM ring. Then the 

trivial extension ring  =  ( , )=     is  -ARM. 

Proof Let  ( )  .
    
   

/  .
    
   

/     

.
    
   

/    (
 ( )  ( )
  ( )

*  

 ( )  (
    
   

*  (
    
   

*     

 (
    
   

*    (
 ( )  ( )

  ( )
*    , - 

 

 

 

Where  ( )              
    ( )  

            
   

 ( )              
   ( )     

         
  are in  , -. To prove that 

   (   ) is  -ARM, assume that   ( ) ( )  
 ( , -), which means that  ( ) ( )  

 (
  ( )  ( )   ( )  ( )    ( )  ( )

   ( )  ( )
*  

 ( , -), then  

 

(
  ( )  ( )   ( )  ( )    ( )  ( )

   ( )  ( )
*
 

=

 (
  ( )  ( )

  

   ( )  ( )
 *=0, for some positive 

integer  . 

So, we get (  ( )  ( ))
   , hence   ( )  ( )  

 ( , -). Since   is  - ARM, then       ( ), 

        
     , i.e, hence there exists some positive 

integer     such that (    )
     .Take    

   {   +            . Then  

  4
             
     

5

  

 .
  
  

/
 

  . Thus 

4
             
     

5   (     ),  

4
             
     

5

 

 .
  
  

/, 

and  4
             
     

5

   

  . Hence, 

 =  ( , )=     is  -ARM. 

Lemma 3.19 Let   be a central reduced ring. Then 

 ( , )   is C   ARM. 

Proof Since   is central reduced, then by [19, 

Theorem 2.34],  ( , )  is CARM and by using [16, 

Proposition 3.5.1] this implies that   is a   ( , ) is 

C   ARM. 

   As a special case of Lemma 3.19, the following 

propositions can be obtained. 

Lemma 3.20 Let   be a semiprime nil- 

semicommutative ring. Then  ( , )is C   ARM. 

Proof By Proposition 2.1,   is reduced. Since every 

reduced is central reduced and by Lemma 3.19, then 

 ( , )is C  ARM. 

Lemma 3.21 Let   be a domain ring. Then  (   ) 
is  C  ARM. 

Proof Since   is domain, then by [19, Proposition 

2.7] and Lemma 3.19 we have   is C  ARM. 

   The following propositions explain the 

relationship between C  ARM with trivial 

extension on the one hand and some kinds of rings 

on the other. 

Proposition 3.22 Let   be a central reversible 

semiprime ring. Then  ( , )  is C  ARM. 
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Proof Since   is central reversible, then by [16, 

Theorem 1.4.20 (1)] and by Proposition 2.1,   is 

reduced and by Lemma 3.19 the proof is complete. 

   New fact of commutative ring and C  ARM ring 

with trivial extension can be obtained. 

Proposition 3.23 Let   be a ring. Then   is 

commutative iff  ( , )  is C  ARM. 

Proof Assume that   is commutative, then by [19, 

Proposition 2.29],   ( , )is central reduced. Let 

      ( , )  such that  

 =(     ),  =(     ) and     ( , -). Since 

 ( , )  is central reduced, then by [19, Theorem 

2.31],   is nARM. That is,     ( , -)  
 ( ), - which implies that        ( ). Again, 

since   is central reduced, then       ( ). Hence 

 ( , ) is C  ARM. 

Conversely, suppose that  (   ) is C  ARM. To 

prove that   is commutative, let       and 

 ( )=.
  
  

/   ( )=.
  
  

/   ( , ), -. Since 

 (   ) is C  ARM and   ( ) ( )  .
  
  

/  

 ( ( , ), -), then .
  
  

/   ( (   )) and this 

implies that 

.
   
  

/  

.
  
  

/ .
  
  

/=.
  
  

/ .
  
  

/=.
   
  

/, that is  

  =    for all      . Hence  is commutative. 

   The next theorem explains new fact of C  ARM 

ring with trivial extension. 

Theorem 3.24 Let   be a C  ARM that satisfies 

the property: if  ( ) ( ) is a central nilpotent 

element and  ( ) is a central element of   , -, then  

 ( )   (  , -). Then  ( , )is C  ARM. 

Proof Let  ( )  (
    

 

   
*  (

    
 

   
*     

(
    

 

   
*    (

  ( )   ( )

   ( )
*,  

  ( )  (
    

 

   
*  (

    
 

   
*     

(
    

 

   
*    

 (
  ( )   ( )

   ( )
*   ( , ), - such that 

 ( ) ( )  

(
  ( )  ( )   ( )  ( )    ( )  ( )

   ( )  ( )
*  

 ( (   ), -)                …(12)  

By some computations on Eq. (1), we can conclude 

that   ( )  ( )   ( , -) and this can be reduced 

Eq. (12) to 

 .
  
  

/  ( ( ) ( ))
 

 

 (
(  ( )  ( ))

  ∑
(  ( )  ( ))

 
(  ( )  ( )  

  ( )  ( ))(  ( )  ( ))
 

       

 (  ( )  ( ))
 

) 

       
 

4
(  ( )  ( ))

  (  ( )  ( ))
   
(  ( )  ( )    ( )  ( ))

 (  ( )  ( ))
 

5   

… (13) 

Eq. (13) implies that (  ( )  ( ))
    and since 

  is C  ARM, then      ( ). Also, 

 (  ( )  ( ))
   
(  ( )  ( )    ( )  ( ))    

and using [19, Lemma 2.33] implies that 

   ( )  ( )(  ( )  ( )    ( )  ( )) is central 

nilpotent element of  , -. 
 Hence, by hypothesis we get the required result. 
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 التوسٌع التافهة لحلقات ارمٌندراٌز ومفاهٌم ذات صلة
 

 انوارخلٌل فرجمٌادة نزار محمد علً            ارٌج مصعب عبد الدائم               

 الجامعة التكنولوجٌة  ,قسم العلوم التطبٌقٌة                                                                          

 
 المستخلص :

وعرض العلاقة بٌن   𝑇(𝑅 𝑅)إلى حلقة التوسٌع التافهة   𝑅هذا البحث ٌحقق فً إمكانٌة انتقال خصائص الحلقة         

، رفٌرسبل، رفٌرسبل 2والعدٌد من أنواع الحلقات. ان مفاهٌم براٌمل من النمط  𝑇(𝑅 𝑅) حلقة التوسٌع التافهة
قد تم دراستها  πو أرمندرٌزالمركزٌة من النمط  πالمركزٌة، شبه الابدالٌة، شبه الابدالٌة الصفرٌة، أرمندرٌزمن النمط 

وحلقات أرمندرٌز المركزٌة من   πوبعض المكافئات  لحلقات أرمندرٌز من النمط    𝑇(𝑅 𝑅)مع حلقة التوسٌع التافهة 
 .πالنمط  
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Abstract.   

            In this paper, a study and an analysis of a heat and mass transfer during peristaltic flow for a pseudoplastic 

fluid in asymmetric tapered channel, and  a variable viscosity dependent of a fluid temperature with exist of slip 

conditions through porous medium and the influence of this conditions on the velocity and pressure, where the 

wavelength of the peristaltic flow is a long and the Reynold number is very small. The solution of equations for 

the momentum and energy have been on the basis of a perturbation technique for a found the stream function, 

velocity, pressure gradient and temperature and also have been discussed the trapping phenomenon by the graphs. 
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1.Introduction: 

     The process of peristalsis has become a subject 

of great importance for the researchers in view of its 

wide-ranging biomedical, physiological 

applications. You can see it in the food movement in 

the Intestine tract,the urine passage from a kidney to 

the bladder, Blood transfusion in the capillary blood 

vessels, also machines used in heart and lung 

operations and the movement of sperm in the male 

reproductive system and the transfer of the egg in 

the womb in women. Latham [1]  and the 

physiology of the gastrointestinal tract, esophagus, 

stomach, intestine, and ureter associated with the 

phenomenon of peristalsis was discussed in the book 

"Biomathematics"[2].Also on the industrial field 

where has encouraged the complex nature of fluids 

of which, oils, chemicals, petroleum and other 

fluids, has encouraged extensive studies and 

research into the properties of these fluids. where 

many researchers presented basic equations for 

various non-Newtonian liquids [3-7]. 

Heat transfer in peristalsis is beneficial in the 

applications such as blood pumps in heart  

operations, Kidney dialysis operations, and 

Magnetohydrodynamics (MHD) is a topic important 

to many researchers in the problems they treated 

conductive fluids e.g., blood, blood pumping 

appliances,  magnetic resonance imaging (MRI) for 

brain diagnosis. MHD has many implementations in 

geology (in the study of earthquakes and the subsoil 

of the earth) [8-15]. 

     The word nanofluid is referring to a fluid 

containing nanometer-sized particles. Choi [16], the 

Nanofluids have applications in numerous medical, 

biochemical and engineeering including neuro-

electronic interfaces, nanoporous materials (carbon, 

nanofibers), cancer diagnosis, drug delivery systems 

and many others. 

     The pseudoplastic fluids consider is a category of 

shear fluffy materials. In this materials, the viscosity 

decreases by enhancing shear rate. it is clear that 

non-Newtonian materials are involved in  many 

qualities and ingredients and processes including 

food mixing, food movement in the intestine, blood 

flow in arteries and capillaries, the flow of metal 

fluids and alloys. 

     

 

 

 

 

 

 Most of the researchers on the peristalsis channels 

studies consider fluid viscosity is constant ,But some 

of them showed great importance to the situations 

which can attention  variable viscosity of the 

fluid.And from these [17-24]. 

     In a study recent also, Misra et al.[25] the 

influence of heat and mass transfer in asymmetric 

channels during peristaltic transport of an MHD 

fluid having temperature-dependent properties and 

Sinha et al.[26] Peristaltic transport of MHD flow 

and heat transfer in an asymmetric channel: effects 

of variable viscosity, velocity-slip and temperature 

jump and Hayat et al. [27] Influence of convective 

conditions in radiative peristaltic flow of 

pseudoplastic nanofluid in a tapered asymmetric 

channel. 

     In this paper, we will study the heat and mass 

transfer in a tapered asymmetric channel under the 

effect of a magnetohydrodynamic during peristaltic 

transport of pseudoplastic nanofluid with slip 

conditions in peristaltic flow for a variables 

viscosity for this fluid, where the wavelength of the 

peristaltic flow is long and the Reynolds number is 

small. The equations for the momentum and energy 

have been linearized on the basis of these 

considerations. Expressions for the stream function, 

velocity, pressure gradient and temperature have 

been obtained. Pumping characteristics of the 

peristaltic flow and the trapping phenomenon have 

been discussed, and we obtained numerical results 

of different physical parameters and a graphs by 

using the software MATHEMATICA. Accordingly, 

we will analyzed these data based on these figures. 

 

2. Mathematical Formulation:           

     In the present study, we consider the flow of an 

incompressible magnetohydrodynamic (MHD) 

pseudoplastic nanofluid in a two-dimensional 

tapered asymmetric channel through a porous 

medium (see Fig.(1)) and the flux is induced by 

sinusoidal wave traveling propagating with constant 

velocity c along the channel walls and the effect this 

on a heat and mass transfer with a velocity of 

peristaltic waves. its walls are defined as: 

 

 ,
1 1

tH XmY X d     

                  
2

 
1

Sinb X ct





  
 
  

         (1) 
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 2 2
,tY H mX d X     

                    
2

inS
2

 X tb c



  

 
  

            (2)    

 
   Fig.(1): Geometry of the tapered   asymmetric channel.   

 

Where 1 2( ,) ( )d d is the channel width , (b1) and 

(b2) are the amplitudes of right and left walls 

respectively, (c) is the phase speed of the wave,

 1m  is the non-uniform parameter, ( ) is the 

wave length, ( )t  the time, the phase difference ( )

varies in the range (0 )   where ( 0) 
corresponds to symmetric channel, with waves out 

of phase i.e. both walls move towards outward or 

inward simultaneously and further 1 2 1 2,  ,  ,b b d d ,  

satisfy the following condition at the inlet of a 

divergent channel. 

 
22 2

2 os
1 2 1 2 1 2

Cb b b b d d              (3)  

Here we assume the fluid to be electrically 

conducting in the presence of a magnetic field 

 00,  ,0B B . To calculate the Lorentz 

force we will apply a magnetic field just in 

Y direction  and then we study the effect of 

it on the fluid flow. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Constitutive Equations:       

     The expression of an extra stress tensor in the 

pseudoplastic fluid is [82] 

λ
1

DS
S

Dt



 

    
  

1
λ μ A A μA
1 1 1 1 1

2
S S               (4)  

In which 1  and 1 are the relaxation times.                                                                                                                                                   

Also  1

T
A V V    

  
, A1 is the first Rivlin-

Ericksen tensor with the velocity gradient, and 

/ / .dS dt S t V S                           (5)       

And 

   /
DS T

dS dt V S S V
Dt

    


         (6)                                

where  [ , ,0]V U V  is the velocity field,
D

Dt 
 is 

the upper-convected derivative   /d dt   is the 

material time derivative and 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

T0

b2
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H2

H1

T1

d1

d2

B0

X

Y

   

                  (7) 

 

The stress components ,  and  can be 

obtained through the following relation : 

 

        

   

                                                          (8) 

 

                                                                (9) 

 

                                                                     (10)     
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In above equations, ( t  ) denotes the dimensional 

time, ( P ) the pressure, (
XX

S ,
XY

S ,
Y X

S ,
Y Y

S ) the 

components of stress tensor, (  ) the fluid 

electrical conductivity,  

(U ) and (V ) are the velocity components in the 

axial and transverse directions respectively,  

( ) the thermal conductivity of fluid, ( 0B ) is the 

magnetic parameter, ( f ) the density of fluid,  

( p ) the density of nano-particles, ( )T the 

variable viscosity,(T ) the temperature of fluid, 

( mT ) the fluid mean temperature, ( TD ) the 

thermophoretic diffusion coefficient, ( 0 ) a 

constant viscosity and ( 0K ) the permeability 

parameter. 

The appropriate boundary conditions comp-rising 

wall slip and convective boundary cond-itions are 

given as follows:                      
 

0 1,u c T T at Y H         (15) 

1 2,u c T T at Y H         (16) 

Now we treat the wave frame having coordinates 

(X, Y) moving in the X-direction with wave velocity 

(c). The velocities, pressure, time and coordinates in 

two frames are a related  by: 

, , ( , ) ( , , ) ,

( , ) ( , , ), ( , ) ( , , )

x X ct y Y u x y U X Y t c

v x y V X Y t p x y P X Y t

      


   
        (17) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Where ,u v are the velocity components in the wave 

frame ( , )x y  and ,p P  are the pressures in the 

wave and laboratory setting respectively.      

Now we will define the non-dimensional quantities 

and stream function through the equations below: 

1 0, , , , , , ,
1 1 0

( ) ( ) ( )1 2( ) , ( ) , ( ) ,1 2
0 1 1

2
1 1 0, , , ,

20 0 1 1

1 2 1 0, , , ,
κ1 1

( )0 , ,1 0

x y ct u v d T T
x y t u v

d c c T T

T H x H x
h x h x

d d

d p d m K
p S S m Kij ij

c c d d

b b cd cf fa b R Pe r
d d

D T TTNt M d B
Tm

 
  


 





 

 



 

 

 
      



  


   


   


 

,u v
y x

 





















   
  

  (18) 

Where ( )  is the stream function, (x) is the non-

dimensional axial coordinate, (y) is the non-

dimensional transverse coordinate, (t) is the 

dimensionless time, (u) and (v) are non-dimensional 

axial and transverse velocity components 

respectively, (p) is the dimensionless pressure, (a) 

and (b) are amplitudes of upper and lower walls, 

( ) is the wave number, (m) is the non-uniform 

parameter, (K) is the Darcy number, (Re) is the 

Reynolds number, ( ) is the nanofluid            

kinematic viscosity,      /
p f

c c     is the 

ratio of the effective heat capacity of nanoparticle  

 

4. Governing Equations:     

     Based on the consideration made above, the governing equations that describe the flow in the present study as 

follows: 

                                                                                                                                     (11) 

            (12) 

                    (13) 

       (14) 
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material and heat capacity of the fluid, ( ) is the 

dimensionless temperature, ( )rP is the Prandtl 

number, (M) is the Hartmann number, ( )p  the 

density of nano-particles, (Nt) is the thermophoresis 

parameter.   

Since the flow is a steady and using the shifts in 

Eq. (17) and by introducing non-dimensional 

quantities [Eq.(18)] into constitutive relations 

(11)-(14), and conduct some algebraic 

processes we get the following equations: 

     0
u v

x y

 

 
                                             

(19) 

 

   

   
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S

12
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S x

u u p
Re u v

x y x

x
x y

u

xy

M
K







  
   

  

 
 

 

  

 
 

  



 
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          (20) 
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







  
   
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 
 

 




  
   







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      (21) 

 

 
q q

Re .Pr d u + 1 +v =
x y

22
q2 2

2 xx
+ Nt.Pr   

2 2
q

+ +2
y y

q
d d

q

 

 

 



 

 

 
 

  
    

    
    

   
    
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The low Reynolds number and long wavelength 

approximation are widely in the solution of issues 

concerning the peristaltic flows. The long 

wavelength approximation is based on a supposition 

that wavelength of the peris-taltic wave is 

considerably major as compared with the half width 

of the channel. 

And since the stream functions ( )is connected 

with the velocity components by the relations  

 ,   
 

u v
y x

  
  
 

  and  1  then: 

 
p

y
y

x
S x

 


 
 

      

 
12

1
y

M
K


 


  



  
     

               (26) 

0
p

y





                                                          (27) 
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  . 0
2

Nt Pr
yy

  
 



 
 
 

                           (28) 

With 

 
2

1 1 2
S Sxx xy

y


 


 


                         (29) 

  
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1

1 1 22
S S Sxy xx yy
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
 


  


      

   

     

2 2

 
1 2 2
S yy

y y

 


 
 

 
                           (30) 

 
2

1 1 2
S Syy xy

y


 


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
                   (31) 

 By simplifying Eqs.(29)-(31), we get  

2

2

2
2

1
2

y
S xy

y
















 
  
 

                              (32)  

Here  2 2
1 1

     is the pseudoplastic fluid 

parameter. 

 

 

 

 

 
 

For the simplicity of analysis, most research on fluid 

mechanics takes fluid viscosity as a constant 

quantity.But in many processes, the viscosity is a 

function of heat, and in the present study, we will 

take this into account by treating viscosity as an 

exponential function of temperature. Let us take,

  ( ) e


 


  , where (α) is the Reynolds model 

viscosity parameter, which is a constant. For 

( 1 ) neglecting the border which contains the 

powers of (α) more than two , we write 

1  ( )        for    1                      (33) 

And by offsetting it in Eq. (26), we get

2
3 2 3

3
3 2 3

p

x y y y

  


   
 
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 
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  1

1
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K y

 



  



  
  
  

                   (34) 

Where   
12 2

1
N M

K
   

The Eq.(27) shows that (p) is not a function of (y) of 

the non-dimensional axial coordinate Y, from this 

and also of Eq.(34), we get: 

2
4 2 4

3
4 2 4

22
2 3 21
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  1 0

y y y

N

y y y
K

K y y

  


  
 



  
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 
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 
  

 

 
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
 

   
    
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  
 
 
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

        (35) 

Similarly, the Eqs. (15) and (16), by using Eqs. (17), 

(18), then the boundary conditions for the 

dimensionless stream function and the temperature 

in the wave frame are: 

 ,  1 ,   0      
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 ,  1 ,  1     
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2

,
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at y h
y

F
at y h
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
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
 


    




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






    

  (36) 

where (F) is the dimensionless  mean flows  in 

 the wave frame.where 

   , 2F x t Q aSin x     

               2bSin x                                  (37) 
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Where(Q) is the dimensionless mean flows in  

the wave frame. Here 

 

 
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 (38) 
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H X t

H X t

q u x y dy

 
 
 

 
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 

                       (39) 

5. Solution technique: 

     The Eqs. (28) and (35) are cannot find an exact 

solution to it. And in order to solve this problem, we 

resort to perturbation method where is applied to 

find series solving for the small parameters (Sxy ,ψ, 

F, p) about fluid parameter ( ) and (θ)  about 

Prandtl number (Pr). as shown in the following 

equations. 

2   ,0 1 2

2   ,0 1 2

2   ,0 2

. . 2
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F F F

2= +Pr +Pr +…  .0 1
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
    


   




                           (40)  

furthermore, the series solution is used only up to 

first order.  

 

6. Perturbed Systems: 

     To find the parameters values  we say 

(I) The solution (by perturbation technique) for the 

temperature in Eq.(28) which satisfies the 

boundary conditions (40), becomes: 

(i)  Zero order:   

2
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y
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 (41) 

(ii) First order:  
0
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0
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
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

 
 
 

   (42) 

With the dimensionless boundary conditions 
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     (43) 

Then   

 

 

 

(Eq.41)
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Since   .
0 1

Pr        (by Eq.(44))  we get: 
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  (44)  

                                                                      

(II) The solution (by perturbation technique) for the 

momentum equation (35) which satisfies the 

boundary conditions (40), we get: 

(i) zreo order:

4 2
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With the dimensionless boundary conditions 
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(ii) First order: 
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With the dimensionless boundary conditions 
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And from there it will be 

0 1                                               (51)                                                                                                                                                                                                                                   

Where a1,a2,…,a8 and b1,…,b6 are constant . Note 

also, u
y





 

(III) The solution  for the pressure equation (34) 

which satisfies the boundary conditions (40) 

and the   Eq. (44): 

(i) Zero order :  
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         (ii)   First order:           

 
2

2 33

0 01 1

3 2 3
3

p

y y y y

     
   

    
 

            

  

2 1
  1

1
N

K y





  



  
  

  
     (53) 

Now by Eqs.(52) ,(53) and (40) we get: 
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       (54) 

 

7. Average pressure rise:  

     By The Eq.(54) the pressure rise ( p ) per 

wavelength and the walls shear stress can be 

obtained by the formula   

       

1

0

p

x
dxp


 


                                      (55)                

8. Numerical results and discussion :  

    In this section, the graphs are a description of 

values various parameters under the effect of an 

(MHD) during peristaltic transport for the flow of 

pseudoplastic nano-fluids in the tapered asymmetric 

channel through a porous medium with variable 

viscosity.  
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The complicated behavior of the non-Newtonian 

fluids can be transacted more swiftly with the assist 

of numerical solutions, where solved numerically 

using perturbation technique for the nonlinear 

equations, therefore our numerical approach relies 

upon the linear equation solvers by Mathematica 

program to find the results numerically and 

graphically. 

 

8.1. The Pressure gradient distribution : 

     In this paragraph, describe the effect of different 

parameters which have an impact on the pressure 

gradient (dp/dx) per wavelength. The influence of 

these parameters is observed for a Figs. (2)-(7), 

where shown that in the wider part of the channel (-

0.7≤ x ≤-0.55) and (0≤ x ≤0.2), effect these 

parameters on pressure gradient are very small, 

which means that the flow can pass easily without 

imposing a large gradient pressure.Where, in the 

tight part of the channel (0.55≤ x ≤0), there must be 

a large pressure gradient in order to keep the same 

flow of fluid in the channel, especially for the 

narrowest place of approximately in (x = 0.25) and 

the values of  (y) and (t) are fixed at  y = 0.3 and t 

=2. This is illustrated by the Figs.(2)-(5) the increase 

of a value of parameters  (M, ϕ, Q , ξ ) is leading to 

the pressure gradient is increasing, but we observe 

an opposite in Figs.(6)&(7) where the pressure 

gradient is decreased when increasing the values of 

the parameters (m, K) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig.(2):Variation of with increasing of  M 

 

 

 

Fig.(3): Variation of with increasing of       

 

 

Fig.(4): Variation of with increasing of Q 

  

 

 

Fig.(5): Variation of with increasing of  

 

 

Fig.(6): Variation of with increasing of m 
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8.2. Pumping Characteristics : 

     The Figs.(8)-(13) show the relation between an 

average pressure rise (Δp) and the mean flow rate 

(Q) with a various physical parameters  which are 

the Hartman number (M), the phase difference (ϕ), 

the pseudoplastic fluid parameter (ξ) ,the non-

uniform parameter (m) , the Darcy number (K) and 

the Prandtl number (Pr). And effect these parameters 

on the average pressure rise (Δp). We observe in 

Fig.(8) the pumping rate decrease in the co-pumping 

region  

(Q>0, Δp<0) while the opposite is happening in the 

retrograde pumping region (Q<0, Δp>0)  

with an increase of parameter (M). Illustrated by the 

Fig.(9), the pumping rate increase in the co- 

pumping region (Q>0, Δp<0) and decreasing in the 

retrograde pumping region (Q<0, Δp>0) with an 

increase in (m). Fig.(10) shows the effect of (ξ) on 

Δp, where the pumping rate decrease with an 

increase in (ξ) in the co-pumping region Δp < 0. 

Fig.(11) shows the impact of (ϕ) on average pressure 

rise (∆p), in a co-pumping region (Q>0, Δp<0) is 

increased up to point (0.93,-29.73) but the situation 

is reflected after that point, where there is a decrease 

in the pressure rate with enhancing of (ϕ). The Fig. 

(12), demonstrate the effect of (K) on (Δp). It is 

noted that (Δp) is increasing in the co-pumping 

region (Q>0, Δp<0) with values enhancing (K). 

Finally, the effect of the parameter (Pr) is very 

simple is  negligible on Δp, this is illustrated by Fig. 

(13). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.(7): Variation of with increasing of K 

 

 
Fig.(8):Variation of with increasing of  M 

 
Fig.(9): Variation of with increasing of m 

 
Fig.(10): Variation of with increasing of  

 
Fig.(11): Variation of with increasing of  
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8.3. Velocity Profile :       

     The Fig.(14)-(17) illustrate the velocity profile 

(u) versus y-axis, and to see the effects of a change 

in the values for different parameters at the fixed 

values of x=0.3 and t=2. The behavior of velocity 

profile is parabola as seen through figures.We 

observed from the Fig.(14) that the axial velocity (u) 

increases with an increase in the Hartmann number 

(M) at the core part of the channel, but it decreasing 

for near to walls where this result is expected 

because the fact that an effect of magnetic field 

generates a Lorentz force which is a resistant 

force.This force tends to oppose the fluid movement 

causing the flux to decelerate. In Fig.(15) we 

observe the opposite. The velocity decreases in the 

center and increases near the walls by increasing the 

values of the thermophoresis parameter (Nt). The 

Figs.(16)&(17) shows the effect of the Darcy 

number (K), the mean flow rate (Q) on the velocity 

profile (u) ,where the velocity decreases with an 

increase values for these parameters, in the center of 

the channel . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.(12): Variation of with increasing of K 

 

 
Fig.(13): Variation of with increasing of  Pr 

 
 

Fig.(14):Variation of (u) with increasing of M 

 
Fig.(15): Variation of (u) with increasing of  Nt 

 
Fig.(16): Variation of  (u) with increasing of K 

 
Fig.(17): Variation of  (u) with increasing of  Q 
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8.4. Temperature distribution: 

     The Figs.(18)-(21) shows the variation in the 

distribution of temperature between the center of the 

channel and the layers near the walls, during the 

peristaltic motion of the fluid for the fixed values of  

x=1 and t=0.5. 

The Figs.(18)&(19) illustrate the effect a phase 

difference (ϕ) and the non-uniform parameter (m) on 

the temperature of fluid (θ),  

where (θ) is increasing near to walls with enhances 

to (ϕ & m), but the temperature is almost not 

affected by with height values of those parameters in 

center of the channel. While is the opposite with 

parameters (Nt) and (Pr) where the temperature of 

the fluid is decreasing near to walls of the channel 

and the effect of these parameters is gradually 

fading in the middle of the channel [see 

Figs.(20)&(21)]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.(18): Variation of ( ) with increasing of  

 
Fig.(19): Variation of  ( ) with increasing of  m 

 
Fig.(20): Variation of  ( ) with increasing of  Nt 

 
Fig.(21): Variation of  ( ) with increasing of  Pr 
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Fig.(22): Streamlines for  

and  for different M : (a)  M=1, (b) M=2 . 

 

                                          
Fig.(23): Streamlines for

 
  and  for different : (a) , (b)  . 

                                           
Fig.(24): Streamlines for  

 and  for different Q : (a)  Q=0.8 , (b)  Q=1  . 

                                          
Fig.(25): Streamlines for

 
and  for different  K :  (a)  K=0.1 ,  (b) K=2.2  . 
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12. Conclusions:   

     In this paper, we succeeded in presenting a 

mathematical model to study the effect of no-slip 

conditions with variable viscosity on peristaltic 

transport of a non-Newtonian pseudoplastic fluid 

inside an asymmetric channel. A regular 

perturbation method is employed to obtain the 

expression for the pressure gradient and pressure 

rise over a wavelength, velocity, temperature 

distribution, the heat transfer coefficient, the Nusselt 

number and the stream function.  

We have discussed the effect peristaltic flow and the 

rheological parameters of the fluid. 

 The increases of a value of parameters 

(M, ϕ, Q ,ξ ) is leading to the pressure 

gradient is increased and decreased 

when increasing the values of the 

parameters ( m, α , K). 

 The pumping rate (∆p) is  decre-asing 

with an increase in (M, ξ ) , But the 

opposite happens with the parameter 

(K)  in the co-pumping region. 

 The profiles of axial velocity (u) take 

parabolic shape for it is curves.  

 The axial velocity (u) increases with the 

increase in (M) at the core part of the 

channel but it decreases for near to 

walls, and the opposite happens with 

the parameters (Nt). 

 The axial velocity (u) decreases with an 

increase in (K, Q).  

 The temperature increases near to walls 

and almost not affected in center of the 

channel with enhances to ( ϕ ,m ) and 

the opposite with parameters (Nt, Pr). 

 The size of the trapping bolus increases 

with increasing of the parameters 

(Q,K), while it has decrease with 

increases of parameters (M, ξ ).  
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 وانكخهت فً قُاة غٍر يخُاظرة يذببت اثُاء انُقم انخًعجً نًائعححهٍم َقم انحرارة 

انًجال يغُاطٍسًيع نسوجت يخغٍرة ححج حأثٍر ( انبسٍذوبلاسخك)  
 

 

 يحًذ رزاق سهًاٌ             احًذ يىنىد عبذ انهادي

قسى انرٌاضٍاث –كهٍت انعهىو  –جايعت بغذاد  
 

 

 انًسخخهص :

( في لُاة يذببت pseudoplasticٔححهيم اَخمال انحشاسة ٔانكخهت أثُاء انخذفك انخًعجي نًائع )في ْزا انبحث ، دساست        

غيش يخًاثهت ، ٔنزٔجت يخغيشة حعخًذ عهى دسجت حشاسة انسائم يع ٔجٕد ششٔط الاَزلاق يٍ خلال ٔسظ يسايي ٔحأثيش 

ا. اٌ ْزِ انظشٔف عهى انسشعت ٔانضغظ ، حيث يكٌٕ انطٕل انًٕجي نهخذفك  ا جذا انخًٕجي طٕيلاا ٔ عذد سيُٕنذ صغيشا

حم يعادلاث انزخى ٔانطالت لذ حى عهى اساس حمُيت الاضطشاب لايجاد دانت انخذفك ٔانسشعت ٔحذسج انضغظ ٔدسجت 

 انحشاسة ، كًا حًج يُالشت ظاْشة انًحاصشة باسخخذاو انشسٕياث انبياَيت.
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Abstract : 

             Let   be a 2 and 3 – torsion free prime ring then  if   admits a non-zero Jordan  left 

tri- derivation             ,   then   is commutative ,also we give some properties of 

permuting left tri - derivations. 

 
Keywords: prime ring , semiprime ring , left tri-derivation, Jordan left tri-derivations. 
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1.Introduetion: 
          Throughout this paper we will use     to  

represent an associative ring with center  ( ) ,   is 

said to be n-torsion free if             implies 

     [5].  

A ring    is called prime(semiprime) if       

(       ) implies that            (    ) 
[3] .A mapping            is said to be 

permuting  if           

     (        )   (           )  

hold for all             and every permute   

         . 
 

 

A mapping         defined by    ( )  
 (     )  is  called  the  trace of  (      )  where    

           is permuting tri- additive 

mapping [3] , a tri-additive mapping       
     is called tri – derivation if   

 (        )     (      )   (      )   , 

  (        )     (      )   (      )    and  

  (        )     (      )   (      )   are 

hold for all                  [3] .   
The trace   of   satisfy the relation 

            (   )   ( )   ( )    (     )  
  (     ) 
for all         [7]. 
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         A. K. Faraj in [1] and  R. C. Shaheenin [6]  

define the permuting  left tri- derivation as  follows            

a permuting tri-additive mapping          
  is called permuting  left tri – derivation if 

 (        )     (      )     (      )                                            
  (        )     (      ) 
              (      ) 
and   

   (        )       (      ) 
              (      ) 
are hold for all                              also 

  is called permuting Jordan left  tri – derivation  if  

 (      )     (     ) ,  (      )  
   (     ) and  (      )     (     )  are 

hold for all         

      In this paper , we gave some properties of 

permeating left tri-derivation, also we prove that if 

  is a prime ring of characteristic not equal 2 and 3 

and   is admit anon-zero Jordan left-tri-derivation 

on  , Then   is commutative. 

2.Permuting left tri-derivations:-  
 In the following theorem we introduce some 

properties of permuting Jordan left tri –derivation on 

a ring 

Theorem 2.1:  
        Let   a 2 - torsion free ring . If       
    is a  Jordan  left  tri – derivation then  for  all   

          we have. 

i)  (         )     (     )  
   (     ) 
ii) 

 (       )     (     )      (     )  
   (     ) 
iii) 

 (           )  (     ) (     )  
    (     )      (     ) 
                                         (     )  
   (     ) 

     iv)  ,   -  (     )   ,   - (     ) 
     v)   ,   -* (      )    (     )  
  (     )+    

Proof: 
 i)    Since     (      )     (     ) 
 replace             

 ((   )     )   (               )    
                              (      )   (      )  
 (         ) 
                                (     )     (     )  
 (         )        … (1)   

Now 

 ((   )     )   (   ) (   )   ) 

                                                (   )    )  
   (       )   
                                               (    )     (     )  
   (     )     (     )  ...(2) 

 

 

 
comparing (1) and(2)we get  

 (         )     (     )     (     ) 
ii)   From(i) we have for          . 

 ( (     )  (     )     )     (   
      )   (     ) (     )    
                          *   (     )     (     )+  
    (     )      (     ) 
                            (    )      (     )  
    (     )    ….(3) 

On the other hand , we have 

 ( (     )  (     )     )   (    
               )  
                                                           (    
       )    (       ) 
                                                      (     )  
    (     )    (       ) …(4) 

Composing (3)and(4) we get 

                    (       )    
  (     )  

    (     )      (     ) 

So that 

             2 (       )   (   (     )  
    (     )     (     )) 

Since    is 2-torsion free we have 

 (       )     (     )      (     )
    (     )  

iii)  Linearizing  (ii) on   we  get  

  ((   ) (   )     ) 

      (   )  (     )   (   )  (  
     )   (   ) (       ) 
    (     )     (     )     (     )

    (     )
     (       ) 

            (       )     (       )  
   (       ) 
        (     )     (     )     (     )  
   (     )            ) 
    

     (     )      (     )      (     )  
   (     ) 
         (     )     (     )  
   (     )                         …(5) 

In other hand 

 ((   ) (   )    )   (            

       )   (       )   (           )  
 (       )     (     )      (     )  
   (     )   (           )     (     )  
    (     )     (     ) …(6) 

Comparing (5) and( 6) we have. 

  (           )  (     ) (     )  
    (     )      (     ) 
                    
                                     (     )     (     ) 
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(iv) Assume that          (  (  )  (  )      ) 
Then  by  (   )   we obtain 

  ( (  )  (  ) ) (     )      (      )
  (  )  (     )
    (      )
  (  ) (     ) 

  (       ) (     )       (      )
      (     )
     (      )         

                          (     )                          …(7)

  

On the other hand 

   ((  )(  )  (  )      )

  ((  )     )   (        ) 
         (      )     (      )  
      (     )      (     ) 
So by definition of   B 

      (      )       (     )  
      (     )      (     )    …(8) 

By comparing  (7) and (8)  

,   - (      )      (     )   (  ) (     )
     (     )
  (  ) (     )    

Then  
,   - (      )   ,   - (     )

  ,   - (     )    

so 

,   - (      )   ,   - (     )  
 ,   - (     )        …(9) 

Replace b by     in (9) 

 ,     - ( (   )    )  ,   - (      )  
,   - (      ) 
      ,   -  (     )   ,   - (     )  
 ,   - (     ) 
      ,     - (       )  (   ),    
 - (     )     
     ,   - (     )   ,   - (     )  
 ,   - (     )   ,   - (     ) 
Hence  

         ,   -  (     )    ,   - (     ) 
Since   is 2-torsion free, then 

,   -  (     )  
 ,   - (     )                   …(10) 

(v) In (10) replace   by    ,  

the left hand give 

    ,     -(   ) (       ) 
    ,   -  (     )  ,   -   (     )  
,   -  (     )  ,   -  (     )…(11) 

The right hand give  

  (   ),     - (       ) 
  ,   - (     )   ,   - (     )  
 ,   - (     )   ,   - (     )  …(12) 

from(9)we have  

,   - (      )   ,   - (     )
  ,   - (     ) 

 

 

 

 

So that by using (10) 

,   - (      )  ,   -(  (     )

   (     )) 
,   -* (      )    (     )    (     )+       

3.The  Main Results: 

Theorem 3.1:- 
       let   be prime ring of             ,then if  
  admits a non –zero Jordan left – tri derivation 
                                  
Proof:  
we divide proof  to some steps. 

Step1: If   (     )      for some         

 then ( ,   -  ,   - )    for all      
Let   be a fixed element in   and          be a 

mapping defined  by      

                    ( )  ,   -        
 for all      

Now [Theorem 2.1 ,iv]  can be written in the form 

        ( ) (     )           
for all          …….(13) 

Since the mapping  ( )is a derivation, we have  
  (    )   

 (  )     (  ) (  )     
 (  )  

And from (13) it follows that   (    ) (     )  
  

hence 

(  (  )     (  ) (  )     
 (  )) (     )

   
So that  

(  (  )     (  ) (  )) (     )    

Hold for all          
In the above relation replace       (    )and the 

relation (13) we get 

(  (  ) (  )    
 ( )   (  )) (     )

     (  ) 
 For all              
In (14) substitute  (  )               
         (  ) (  ) (  ) (     )  
               …(15) 

Now in (14) replace x2 by  (  ) and using(15) we 

have    

         (  ) 
 (  )   (     )                    …(16)  

holds for all   ,         

since the relation (16) hold for all       we are 

forced to conclude that B(a,y,z) to which implies 

that 

  (  ) 
 (  )                    

in particular (  (  ))
 
   as requaried 

Step 2: If       then   (     )     for all 

      

Let    ( (       )     )  
Then by using (ii) in Theorem 2.1  We get 

      (           ) 
       (       ) (     ) 
     (       )  (     )                 …(17) 

Mazen .O 



 

100 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

Since        we have 

 (      )       (     ) 
But char    , then   (     )    

hance (17) becomes 

    (       ) (     ) 
            (     )  
      (     )        …(18) 

 From  (ii) Theorem 2.1 we have 

        (       )      (     ) 
According to (iii) in Theorem 2.1, we find 

 (  (   )  (   )      ) 
 (         ) (     ) 
         (       ) 
      (   )  (     ) 
      (   ) (     ) 
Since        ,  we have 

        (     )        (     )       …(19) 

Comparing(18)and (19)we get  

            (     )    

But   is of characteristic not equal 2 and 3 so that 

          (     )       for all      and z   are 

arbitrary elements of  . 

so that 

 (     )            
If       we have   (     )    

So that in any case we have  

 (     )      for all       

Step3 :     is commutative. 

Take:          such that   (     )     
From step1 and step2, it follows  in this case that. 

 ( ,   -  ,   - )    )        for all   
        … (20) 

By using (i) and (  ) in Theorem 2.1, and since 

 ,   -  ,   -               
So we obtain from (20) 

   (           )    (       ) 
     (     )     (      )      (     )

     (     )      (     ) 
       (     )      (     )      (     ) 
     (     )      (     ) 
hence 

 ,   - (     )    

          ( )       we get  
 ,   - (     )        for all         

 For all        we have 

   ,    - (     )   ,   - (     )  
,   -  (     )  ,   -  (     ) 
Since we have assumed that  (     )    

So that ,   -    for all     

consequentially    ( ) 
Thus we have proved that   is the union of its 

proper subsets  ( ) and 

         *   | (     )                     + 
It is clear that both subsets  ( ) and      are 

additive subgroups of  , but a group cannot be the 

union of it is two proper subgroups , so that either  

 

 

 

        or  ( )    and since         by 

hypothesis we have            
Consequentially     ( ) and hence   is 

commutative 

Theorem 3.2 : Let   be a prime ring and 

          a left tri-derivation. If      
then     is commutative . 

Proof: 
 Consider   (       ) for all           

Then 

 ( (  )    )    (      )     (     )
    (     )     (     ) 

                                

    (     )                                …(21)        

 On the other hand  

      ((  )     )     (     )    (      ) 
                                   (     )     (     )  
   (     ) 
                                   (     )  
   (     )       …(22) 

 Comparing (21) and (22) we have  

       ,   - (     )       for all            
           ….(23) 

Replace   by    in (23) we get  

   ,    - (     ) 
      ( (  )  (  ) ) (     ) 
       (     )   (     )   (   
  ) (     ) 
         ,   -  (     )   for all              

So that  

    ,   -  (     )         for all            
        …(24) 

It follows that for each     we have either   

   ( ) or  (     )    

 But , since   ( ) and   

     
*         |   (     )                       +  are  

additive subgroups of    .  

We have either    ( ) or          but    
   , so that    ( )   and hence      is 

commutative.  

Theorem 3.3 : Let   be a semi-Prime ring and    

          be a left  tri –derivations then   

is tri-derivation that maps     into it is center . 

Proof : 
       Linearize (24) 

     ,     -  (       )    
Which gives that  

,   -  (     )  ,   -  (     )    

Which implies that 

,   -  (     )   ,   -  (     ) 
Since   is a ring , for all               we have 

,   -  (     ) ,   -  (     )
  ,   -  (     ) ,   -  (     )    

Since   is semiprime , this relation yields 

    ,   -  (     )    
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In particular 
*  (     )   (     ) + *  (     )

  (     ) +    

 semiprimeness of    implies that  

  (     )   (     )    

Consequently   is a tri-derivation   and   (     )  
 ( ) 

Theorem3.4: Let   be a prime ring of        
     and            a Jordan left tri- 

derivation, suppose that             implies 

that            if      then   is 

commutative . 

Proof: 
  From  (v) of Theorem 2.1 , we have for each pair 

      
,   -         (      )

   (     )    (     ) 
  Given      and let    

     *   | ,   -   +   and 

    *   | (      )    (     )  
  (     )+ 
We see that   is the union of it's additive subgroups 

          

Hence             , on the other words  ,   is 

the union of its subgroup's 

  *   |    +   ( )  and 

   *   |    + 
      *   | (      )    (     )  
  (     )                   + 
Clearly         are additive subgroups of   

 Hence       or      

If      then   is commutative. 

If     then   is a left tri-derivation and hence    

is commutative by Theorem 3.3  

 Thus  in any way   is commutative. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

References   
1. A.K. Faraj and S.J.Shareef ; On 

Generalized permuting left 3-Derivations 

of prime rings; Engineering and 

Technology Journal , Vol. 35,part B, No.1, 

2017  

2. H. Durna and  s.Oguz ; Permuting tri-

derivation in prime somiprine vings , 

Interational jornal of Algebra and statics , 

vol.5,no.1,(2016 ) P.P:52-58  

3. H. Yazarli , M.A.Ozturk and Y.B.Jun ;Tri –

additive maps and permuting tri-derivations 

; Commun. Fac. Sci.Univ.Ank.Series A1 ; 

Vol.54  , No.1 , (2005) , pp 1-8 .  

4. H. Yazarli ; Permuting Triderivations of  

Prime and Semiprime Rings ; Miskolc 

Mathematical Notes Vol. 18 , No. 1 (2017), 

pp. 489–497 

5. M. Ali Ozturk ;  permeating tri- derivations 

in prime and semi prime tri-derivations 

inprine and semiprine rings . East Asian 

Mathematical journal 

Vol.15,No.2,1999.pp177-190. 

6. R. C. shaheen ;On permuting 3- left 

derivation on prime and semiprime ring 

,journal of College of Education ,Vol. 5 

,2016 ,pp . 64- 73 . 

7. Yong-Soo Jung and Kyoo-Hong Park ,on 

prime and semiprime rings with permuting 

3-derivations , Bull Korean Mat ,h. Soc. , 

44,No.4 ,(2007), 789-794 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Mazen .O 



 

102 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 اشخقاقاث جىرداٌ انٍسارٌت انثلاثٍت انخبادنٍت عهى انحهقاث الاونٍت وانحهقاث شبه الاونٍت
 

 

 
 

 مازن عمران كرٌم
 جامعة القادسٌة / كلٌة التربٌة / قسم الرٌاضٌات

 

 

 

 

 

 :  الملخص
تسمح بوجود اشتقاق جوردان  الٌساري الثلاثً    .  اذا كانت   3ٔ   2حلقة اولٌة طلٌقة الالتواء من النمط  لتكن 

𝐵 𝑅  𝑅  𝑅  𝑅 . فانها تكون ابدالٌة 
 كذلك قدمنا بعض الخواص لمشتقات جوردان الٌسارٌة الثلاثٌة التبادلٌة
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ABSTRACT: We have obtained new exponential identities. By ten original propositions we 

have proved them. 
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1. Introduction 

Pascal's triangle can be arranged in a triangular array 

of numbers, as follows: 

 

         (
 

 
* 

           (
 

 
*                 (

 

 
*  

           (
 

 
*              (

 

 
*            (

 

 
*  

             (
 

 
*              (

 

 
*           (

 

 
*           (

 

 
*  

           (
 

 
*           (

 

 
*           (

 

 
*            (

 

 
*           (

 

 
* 

                                 

 .
 

 
/         .

 

 
/     .

 

   
/        .

 

 
/       .

 

   
/          .

 

 
/ 

 (
   

 
*     (

   

 
*               (

   

 
*                     (

   

 
*       (

   

   
* 

Where       . 

It has the following properties. 

 

 The first number and the last number in 

each row is  . 

 Every other number in the array can be 

obtained by adding the two numbers 

appearing directly above it. This 

property is equivalent to the following 

identity:  

            .
 

   
/  .

 

 
/  (

   

 
*                    (   ) 

 The numbers equidistant from the ends 

are equal. This property is equivalent to 

the following identity:   

          .
 

 
/  .

 

   
/                                          (   ) 
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Now since the numbers appearing in Pascal's 

triangle are the binomial coefficients, and here is 

some of identities satisfied by them. 

∑.
 

 
/

 

   

                                                         (   ) 

   ∑ .
 

 
/

 

   

                                               (   )   

∑(  ) .
 

 
/

 

   

                                            (   ) 

See [3] for more details. 

Can we obtain new identities? 

By using the identities above. This paper has 

answered this question by ten original propositions. 

 
2. Notation and Definitions 

We denote the set of natural numbers    

*       +. By   we denote the set of integers 

numbers. By    we denote the complex numbers. 

The set of     is defined by      *        
  + . The set of all nonzero polynomials over the set  

  with indeterminate     is denoted by  , - . Thus  

 , -  * ( )  ( )                   ( )   +  
 

Definition 2.1. (See [1]). A number   is called a 

composite prime, and      , if           . 
Where              are distinct primes.  

 

Definition 2.2. (See [2]).  We call 𝔸 a set of basic 

numbers. 

𝔸  *                           
                       +  

 

Definition 2.3. (See [2]).  A number   is called a 

basic number  if    𝔸 .  
 

 

Definition 2.4 (See [2]). A polynomial   ( ) is 

called a composite primary polynomial, and  

 ( )     , - , if   ( )     ( )     ( )     ( ) . 
Where   ( )   ( )      ( ) are irreducible distinct 

polynomials and        is a constant. 

 

Definition 2.5. (See [2]).  We call 𝔸, - a set of 

basic polynomials. 

 

𝔸, -  *  ( )  ( )   , -    ( )         
                        

 ( )                         

            +   
 

Definition 2.6. (See [2]).  A polynomial   ( )  is 

called a basic polynomial  if   ( )   𝔸, - . 

 

 

 

Definition 2.7. We will define two types powers 

triangle: 

 A powers triangle of number can be 

obtained by      (    ) , where      

and     , as follows: 

                                                 (
 
 )             

                                         (
 
 )           (

 
 )           

                                  (
 
 )          (

 
 )          (

 
 )           

                                     

                       (
 
 )           (

 
   )        (

 
 )           (

 
 )          

              (
   
 )                     (

   
 )                         (

   
   )         

Or 

                                                (
 
 )             

                                        (
 
 )          (

 
 )             

                                (
 
 )         (

 
 )           (

 
 )             

                                  

                       (
 
 )             (

 
   )       (

 
 )           (

 
 )          

             (
   
 )                    (

   
 )                            (

   
   )         

It has the following interesting properties: 

 The first number and the last number in 

each row is  . 

 Every other number in the array can be 

obtained by multiplying the two 

numbers appearing directly above it.  

 The numbers equidistant from the ends 

are equal. 

 A powers triangle of polynomial can be 

obtained by  ( )  (    ( )) . By using 

the symbol   ( ) (    ( )) instead of  

   (    ), likewise, we define a powers 

triangle of polynomial. 

 

3. The Results 

 

We have proved the following Results: 

Proposition 3.1.   

   (
   
 )    (

 
   )  (

 
 )                               (   ) 

Corollary. If       , then  

  (
   
 )   (

 
   ) (

 
 )                                    (   ) 

Proposition 3.2. 

  (
 
 )    (

 
   )                                             (   ) 

Corollary. If       , then  

 (
 
 )   (

 
   )                                                 (   ) 
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Proposition 3.3. 

 ∏  (
 
 )

 

   

    
 
                                          (   ) 

Corollary. If       , then  

  ∏ (
 
 )

 

   

   
 
                                          (   ) 

Proposition 3.4. 

∏(  (
 
 ))

 
 

   

     
   
                             (   ) 

Corollary. If       , then  

 ∏( (
 
 ))

 
 

   

    
   
                                 (   ) 

Proposition 3.5. 

 ∏(  (
 
 ))

(  ) 
 

   

                                          (   ) 

Corollary. If       , then  

∏( (
 
 ))

(  ) 
 

   

                                           (    ) 

Proposition 3.6.   

  ( ) (
   
 )   ( ) (

 
   )  (

 
 )                         (    ) 

Corollary. If    ( )   ( )  , then 

  ( )(
   
 )   ( )(

 
   ) (

 
 )                            (    ) 

Proposition 3.7. 

  ( ) (
 
 )   ( ) (

 
   )                                     (    ) 

Corollary. If    ( )   ( )  , then 

  ( )(
 
 )   ( )(

 
   )                                         (    ) 

Proposition 3.8. 

∏ ( ) (
 
 )

 

   

  ( )  
 
                                   (    ) 

Corollary. If    ( )   ( )  , then 

∏ ( )(
 
 )

 

   

  ( ) 
 
                                      (    ) 

Proposition 3.9. 

 ∏( ( ) (
 
 ))

 
 

   

  ( )   
   
                     (    ) 

Corollary. If    ( )   ( )  , then 

 ∏( ( )(
 
 ))

 
 

   

  ( )  
   
                      (    ) 

Proposition 3.10. 

 ∏( ( ) (
 
 ))

(  ) 
 

   

                               (    ) 

Corollary. If    ( )   ( )  , then  

∏( ( )(
 
 ))

(  ) 
 

   

                              (    ) 

Now, here are some examples to show the results. 

 

 

 

Example 3.1. If a powers triangle is 

                
                          

                                
                                             

                                                   
                                                             

Compute 

a)   

∏ (
 
 )

 

   

  

b)   

∏. (
 
 )/

 
 

   

  

c)   

∏. (
 
 )/

(  ) 
 

   

  

Solution: 

a)  

∏  (
 
 )

 

   

      

b)   

∏.  (
 
 )/

 
 

   

        

c)   

∏.  (
 
 )/

(  ) 
 

   

    

Example 3.2. If a powers triangle is 

                
                          

                                
                                             

                                                   
Compute 

d)   

∏ (
 
 )

 

   

  

e)   

∏. (
 
 )/
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f)   

∏. (
 
 )/

(  ) 
 

   

  

Solution: 

d)  

∏ (
 
 )

 

   

      

e)   

∏. (
 
 )/

 
 

   

       

f)   

∏. (
 
 )/

(  ) 
 

   

    

Example 3.3. Compute 

a)  

∏(        )(
 
 )

 

   

  

b)   

∏.(        )(
 
 )/

 
 

   

  

c)   

∏.(        )(
 
 )/

(  ) 
 

   

  

Solution: 

a)  

∏(    ) (
 
 )

 

   

 (    )    

b)   

∏.(    ) (
 
 )/

 
 

   

 (    )      

c)   

∏.(    ) (
 
 )/

(  ) 
 

   

    

 

 

 

 

 

 
 

Example 3.4. Compute 

a)  

∏(    )(
 
 )

 

   

  

b)   

∏.(    )(
 
 )/

 
 

   

  

c)   

∏.(    )(
 
 )/

(  ) 
 

   

  

Solution: 

a)  

∏(    )(
 
 )

 

   

 (    )    

b)   

∏.(    )(
 
 )/

 
 

   

 (    )     

c)   

∏.(    )(
 
 )/

(  ) 
 

   

    

 

4. Proof of the Results 

 

Proof of Proposition 3.1.  Since      , now  (   ) 
leads to 

  (
   
 )     (

 
   )  (

 
 )    

□ 

Proof of Proposition 3.2.  Since      , now  (   ) 
leads to 

  (
 
 )    (

 
   )    

□ 

Proof of Proposition 3.3.  By definition     , in row  

  

∏  (
 
 )

 

   

   (
 
 )    (

 
 )   (

 
 )

   .(
 
 ) (

 
 )   (

 
 ) /                               ,   (   ) -

    
 
                                                                          

Proof of Proposition 3.4.  We expand the left-hand 

side of (   ) 

∏(  (
 
 ))

 
 

   

 (  (
 
 ))

 
(  (

 
 ))

 
(  (

 
 ))

 
 (  (

 
 ))

 

   ( (
 
 )  (

 
 )  (

 
 )    (

 
 ) )               ,   (   )-
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Proof of Proposition 3.5.  We expand the left-hand 

side of (   ) 

∏(  (
 
 ))

(  ) 
 

   

 (  (
 
 ))

 
(  (

 
 ))

  
(  (

 
 ))

 
 (  (

 
 ))

(  ) 

   .(
 
 ) (

 
 ) (

 
 )   (  )

 (  ) /                  ,   (   ) -  
                                                                                       

Proof.  By using the symbol   ( )  instead of    , 
likewise, we prove propositions                   
and     . 

□ 
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Abstract     

         This paper aims centered around the product of hypersolvable arrangements by using the 

hypersolvable partition analogue by proving that each of A  and B  are hypersolvable if BA  

is a hypersolvable, also each of A  and B  are supersolvable if BA  is supersolvable. 

Moreover, this paper show how to prove that the dimension of the first non-vanishing higher 

homotopy groups of the complement )( BAM   is )}(),(min{)( BpApBAp  . 

  

Keyword: Hypersolvable, Supersolvable, Hypersolvable arrangements 
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1. Introduction: 

Let },,{
1 n

HHA   be a complex 

hyperplane r -arrangement, with complement


n

i
i

r HCAM
1

\)(


 . The cohomology ring for 

the complement )(AM , with arbitrary constant 

coefficients was given by Arnold [1] and Brieskorn 

[2].  

For a given total order   on A , if 

AC   is a minimal (with respect to inclusion) 

dependent set, we call C  a circuit of A  and 

}{\ HCC   a broken circuit of C , where H  

is the smallest hyperplane in C  via   and by 

NBC base AB   we mean that B  contains no 

broken circuit.  

The hypersolvable class of hyperplane 

arrangements were originally introduced by M. 

Jambu and S. Papadima [3,4], as a combinatorial 

generalization of the supersolvable class of 

hyperplane arrangements and they showed that all 

the major results on the topology of the 

complements together with their algebraic and 

combinatorial aspects, may be extended and refined 

in this new framework. The hypersolvable class of 

hyperplane arrangements contains the supersolvable 

ones, the generic ones and many others. 

We used the hypersolvable  partition, the 

hypersolvable ordering which are defined by Ali and 

Al-Ta'ai [5], and their study of the NBC bases of a 

hypersolvable arrangement to complete the study of   

the product of hypersolvable arrangements which is 

studied by Mahdi in [ 7 ] he suggested a conjecture , 

namely ,  

 

 

 

 

 

if ),( WVBA   is a hypersolvable 

arrangement , then A and B  are hypersolvable 

arrangements . This conjecture is proved under some 

condition, namely, all the exponents of BA   are 

equal to 1. In section three we prove  this conjecture 

without any condition, also we prove that the 

dimension of the first non-vanishing higher 

homotopy groups for complement )( BAM   is

)}(),(min{)( BpApBAp  . 

 

2. A hypersolvable partition of an 

arrangement 

A hypersolvable class of arrangements was 

originally introduced by Jambu and Papadima ([3], 

[4]) Ali and Al-Ta'ai redefine this concept by using 

a partition which is called a hypersolvable partition 

as follows: 

(2.1)Definition: [5] 

Let A be an essential central complex r -

arrangement(i.e. 


TATH
n

i i
)(

1 and




rHATA
AHdim(co))((rk)(rk  

)dim( rC ). A partition ),,(
1    of 

A  is said to be a hypersolvable partition of A  

with length  )(A  denoted by Hp , if 

1
1
 , (i.e. 

1
 is a singleton), and for fixed 

 j2 , the block 
j

  satisfies the following 

properties: 

( j -closed property of
j

 ) For each

j
HH  

121
, , there is no 

hyperplane  
1j

H such 

that 2),,(rk
21

HHH . 
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( j -complete property of 
j

 ) For each

j
HH 

21
, , there is a hyperplane 

11 


j
H   such that

2),,(rk
21

HHH . Note that, from the closed 

properties of the blocks
12

,,



j

 , the 

hyperplane H  is unique and it is  denoted in this 

case by 2,1
H . 

( j -solvable property of 
j

 ) If

j
HHH 

321
,, , the hyperplanes 

113,23,12,1
,,




j
HHH   are 

equal or 2),,(rk
3,23,12,1
HHH . Observe 

that, if 2),,(rk
321
HHH , then from the 

closed properties of the blocks 
12

,,



j

 , we 

have 3,23,12,1
HHH  . 

The vector of integers ),,(
1  ddd  , is 

called the exponent vector of , where
ii

d  , 

,,1i . The rank of 
i

  is defined to be

)(rk)(rk)(rk
1

1 



iH

ii
H




, for  i1 . We call the block i , a singular 

block of   if )(rk)(rk
1


ii

and we call 

it non-singular block otherwise. Notice that, in 

general 1)(rk)(rk
1


ii
. 

(2.2) Proposition: [6] 

Let A  be an essential central complex 

r arrangement. A  is hypersolvable if, and only 

if, A  has a Hp ),,(
1   . 

 

 

(2.3) Definition:[5]  

 Let A  be a hypersolvable r

arrangement with Hp ),,(
1   . For a 

fixed  j1 , the properties of the 

hypersolvable partition give rise to a natural 

partition j as follows: 

1- Let },,{
11 kiij

HH 


 such that 

2),,(
1


kii

HHrk   and 

2- Let .\
12 


jjj

 

Define the hypersolvable ordering of A   that is 

denoted by  as follows: 

1- 
i

H  and 
j

H   such that 

 ji1  , put .HH   

2- For a fixed   j1  , give the hyperplanes of 

the block 
jj

of 
1*

 an arbitrary total order 

with preserving the order of  
i

  in   for each 

11  ji  and preserving the order of 
2*j

  

as if 
j

HHH 
321

,,  with 

3),,(
321
HHHrk , put 

321 iii
HHH   

if, and only if, 
313221 ,,, iiiiii

HHH   such that  

},,{
321 iii

HHH },,{
321

HHH . Observe 

that, since 3),,(
321
HHHrk  then there is at 

least one of 
2*321

,,
j

HHH  . 

(2.4) proposition:[3]  

 Let A  be a hypersolvable arrangement. 

Then A  is said to be supersolvable if, and only if, 

).()( ArkA   
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3. The Product of Hypersolvable 

Arrangement 

 

(3.1) Definition:  

  Let  VA,  and  WB,  be two 

hyperplane arrangements. Define the product 

 WVBA  ,  by 

   BKKVAHWHBA  :: 
. 

Note that, BABA  . If we 

denote the sets  AHWH  : and 

 BKKV  :  by WA  and BV   

respectively, then one can easily denote the 

hyperplane arrangement BA  by 

   BVWABA   . 

(3.2) Proposition:  [7] 

 Let ),( WVBA   be the product of 

),( VA  and ),( WB  such that, rArk )(  and 

kBrk )( . Then we have the following: 

1. If each one of A  and B  is a 

hypersolvable arrangement, then 

),( WVWA  , 

),( WVBV  and 

),( WVBA   are hypersolvable 

arrangements. 

2. If each one of A and B is a supersolvable 

arrangement, then ),( WVWA  , 

),( WVBV  and 

),( WVBA   are supersolvable 

arrangements . 

 

 

 

(3.3) Remark: 

Suppose ),( VA  and ),( WB  be 

hypersolvable arrangements with hypersolvable 

partitions say; ),,(
11

AAA

   and 

),,(
21

BBB

   respectively. From [7], 

then ),( WVBA   is a hypersolvable 

arrangement with a hypersolvable composition 

series ; 

)1.3)......(()(

)...()(...

)(

)()...(

...)(

2

1

1

1

1

211

BVWA

VWA

VWA

WAW

WW

BB

B

AA

AAA

























From 

[5], BA  has a hypersolvable partition 

),...,(
211

BABABA 



  
induced from 

the composition series (3.1), as follows: 

  For Wk A

k

BA

k
   ;1

1
  

and; 

  For 

B

k

BA

k Vk
1

  ;1 211  

  .    

 Ali in [5] showed that such partition forms a 

hypersolvable partition. 

(3.4)Remark:[7]  

There are no collinear relations among the 

hyperplanes of WA  and BV  . Thus, for 

each AHH 
21

, , there is no hyperplane 

BK  such that 

2},,{
21

 KVWHWHrk  and 

for each BKK 
21

, , there is no AH such 

that 2},,{
21
 KVKVWHrk . 
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(3.5) Lemma:  

Every broken circuit C  in WA has the 

following property; there is no hyperplane K  in 

B  such that }{ KVC  forms a circuit in 

BA . As well as, for any broken circuit C  in 

BV  , there is no hyperplane H  in A  such 

that }{ WHC  forms a circuit in   BA . 

Thus, 

 )()( BVNBCWANBC  . 

Proof: directly result of proposition (2.4) and 

remark (3.3). 

(3.6) Proposition : 

Let BA  be a hypersolvable  kr

arrangement. Then; 

)()( BANBCWANBC   and

)()( BANBCBVNBC  . 

Proof: By contrary, for rk 1 , let 

},...,{
1

WHWHS
kiik
  be a k -

section of 
BA , such that 

)( WANBCS
k

 and 

)( BANBCS
k

 . Then 
k

S be a broken 

circuit in BA . That is, there exists a hyperplane 

BAH   such that 

kjWHH
ji

 1,  and 
k

SH }{   

form a circuit, i.e. kSHrk
k
 }{  .  It is clear 

that, WAH  , since

)( WANBCS
k

 . On the other hand, 

BVH   as shown in lemma (3.5) above. 

Therefore, 
k

S  must be an NBC  base of BA .  

 

 

 

Similarly, it is easy to show that 

)()( BANBCBVNBC  . 

(3.7) Theorem:  

         Let BA  be a hypersolvable  kr

arrangement then; 

)}(and)(:

|{)(

21

21

BVNBCCWANBCC

CCCBACBANBC



 

Proof: By contrary, suppose that

)( BANBCC  , such that C  cannot be 

written as a union of an NBC  base of WA  

and NBC  base of BV  , i.e. either; 

)()( WANBCWAC   or

)()( BVNBCBVC  . 

 If )()( WANBCWAC  , then there 

exists a hyperplane BAH   such that 

)}({ WACH    forms a circuit in 

BA . But this contradicts our assumption that 

)( BANBCC  . By the same way, we 

deduce that

)()( BVNBCBVC  . 

(3.8) Corollary : 

         Let BA  be a hypersolvable  kr

arrangement then )()( WApAp   and 

)()( BVpBp  . 

(3.9) Theorem : 

Let BA  be a hypersolvable  kr

arrangement then 

)}(),(min{)( BpApBAp  . 

Proof: In general, deduce that 

)()( ApBAp   and 

)()( BpBAp  . So by contrary suppose  
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that, )}(),(min{)( BpApBAp  . So 

suppose that, there exists a section 
1)( 


BAp

SS  

such that S  is a )1)(( BAp -broken circuit 

and from our construction of 
BA then 

BVWA SSS   where 

WASS WA    and 

BVSS BV   . It is clear that

)( WANBCS WA 
and

)( BVNBCS BV  since

}1)(,1)(min{1)(  BpApBAp . 

Now, let H  be the minimal hyperplane of BA  

such that SH }{  forms a )1)(( BAp -

circuit. If WAS , then H minimal than H 

via the hypersolvable ordering  on the 

hyperplanes of BA , for each 
WASH  . 

Thus, 
WASH }{ is a circuit and this 

contradicts the fact that 
WAS 

is an NBC  base of 

WA . On the other hand, if  WAS  then 

BVSS  . That is, the hyperplane H minimal 

than K  via hypesovable ordering   for each 

BVSK   , thus 
BVSH }{ is a circuit which 

contradicts that )( BVNBCS BV 
. This ends 

the proof.  

(3.10)Theorem:  

If BA  be a hypersolvable  kr

arrangement,  then each of WA  and BV   

are hypersolvable. 

 

 

 

 

Proof: Since BA  be a hypersolvable 

 kr arrangement, hence BA  has an Hp, 

),,(
1   BA

. From lemma (3.4), the 

partition 
BA  splits into two partitions as follows: 

 Let  WABA

j

A

i i
 

 , for 

  
1

...1,1
211

jjji

 and;  

 BVBA

j

B

i i
 

 , for 

;...1,1
2212
   jjji

 where  
21

.  

Deduce that ),,(
11

AAA

   form a 

partition of WA . We need to show that 
A is 

a hypersolvable partition as follows: 

1. If 
A

1
  contains two hyperplanes say 

WH 
1

 and WH 
2

, then there exists a 

hyperplane 
BA

j

BA

n
H 




1
...

1
 such that 

2},,{
21

 HWHWHrk , from the 

complete property of block 
BA

j


1

. Therefore, 

WAH  , see lemma(3.4). But this 

contradicts our assumption that 
BA

j


1

 is the first 

block of 
BA such that WABA

j
 

1
. 

Thus, 1
1
A

. 

2. For 
1

2  k ; it is clear that the block 
A

k


satisfies the closed , complete and solvable 

properties since it is a block from an Hp. Thus 

WA is hypersolvable since it is has an Hp. In 

the same way BV   is a hypersolvable. 
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(3.11) Corollary : 

The product kr  -arrangement BA  

is hypersolvable if, and only if, each of A  and B  

are hypersolvable. 

Proof: It is known that, if A  and B  are 

hypersolvable, then BA  is hypersolvable (see 

[7]). Conversely, If BA  is a hypersolvable 

arrangement, the canonical projections 

VWVq
A

: defined as 

HWHq
A

 )(  and VVWq
B

:

defined by KKVq
B

 )(  preserve the 

dependent and independent relations. Therefore, 

each one of A and B are hypersolvable 

arrangements. 

(3.12) Corollary: 

BA  is supersolvable if, and only if, 

each of A  and B is supersolvable. 

Proof: It is known that, if A  and B  are 

supersolvale, then BA  is supersolvable (see 

[7]). Conversely if BA  is supersolvable then 

krBA   )(  where )(Arkr   

and )(Brkk  , since rArk  )(
1
  and 

kBrk  )(
2
 , then kr 

21
 ,  

but kr   which means 
1
  and 

2
 cannot be 

greater than r  and k  respectively. Hence, each of 

A  and B  is supersolvable. 

(3.13) Example:  

Let A  be central complex 6-arrangements, 

define as follows:   

))((

)()2)(3)((

))()((

6456546

655656512

12313132

xxxxxxx

xxxxxxxxx

xxxxxxx xQ(A) 







  

 

 

A  is a hypersolvable arrangement in 
6C  since we 

can find a hypersolvable Hp as follows: 

),,,,,,,(
87654321

 A

=

},{},{},{},{},,{},({ 87654321 HHHHHHHH

 }),,{},{},{ 131211109 HHHHH  where                       

  0:,,,,,
316543211
 xxxxxxxxH

 

  0:,,,,,
316543212
 xxxxxxxxH

  

  0:,,,,,
216543213
 xxxxxxxxH

 

  0:,,,,,
26543214
 xxxxxxxH  

  0:,,,,,
126543215
 xxxxxxxxH

 

  0:,,,,,
36543216
 xxxxxxxH  

  03:,,,,,
656543217
 xxxxxxxxH

 

 







 


0

2:,,,,, 65654321

8

xxxxxxxx
H  

  0:,,,,,
56543219
 xxxxxxxH  

  0:,,,,,
6565432110
 xxxxxxxxH

 

  0:,,,,, 665432111  xxxxxxxH  

 














0

:,,,,,

6

45654321

12
x

xxxxxxxx
H  

 














0

:,,,,,

6

54654321

13
x

xxxxxxxx
H     

From new hypersolvable ordering we rewrite a 

defining polynomial as 

).)((

)()2)(3()(

))()((

654645

66556565312

2213131

xxxxxx

xxxxxxxxxxx

xxxxxxx Q(A) 






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  Note that by applying our construction we can split  

A  into two arrangements 
1

A and 
2

A  where: 

312

22131311

)(

))()((

xxx

xxxxxxx ) Q(A




 

and 

).)(()(

)2)(3()(

654645665

565652

xxxxxxxxx

xxxxxAQ




 

Observe that both of 
1

A and 
2

A  are hypersolvable 

3-arrangements since they have Hp as follows: 

}),{},{},,{

},({),,,(

65432

14321
1

HHHHH

H
A


 

}),,{},{},{},{

},({),,,(

765432

14321
2

KKKKKK

K
A


 

Where; 

  0:,,
313211
 xxxxxH  

   0:,,
313212
 xxxxxH   

  0:,,
213213
 xxxxxH  

  0:,,
23214
 xxxxH  

  0:,,
123215
 xxxxxH  

  0:,,
33216
 xxxxH  

  03:,,
323211
 xxxxxK  

  02:,,
323212
 xxxxxK  

  0:,,
23213
 xxxxK  

  0:,,
323214
 xxxxxK  

  0:,,
33215
 xxxxK  

  0:,,
3123216
 xxxxxxK  

  0:,,
3213217
 xxxxxxK  

(3.14)  Example : 

  Let A  be central complex 6-

arrangements, define as follows:   

 

 

))()()((

)()(

56565454

6543232112

xxxxxxxx

xxxxxxxxx xQ(A)




  

A  is a hypersolvable arrangement in 
6C  since we 

can find a hypersolvable Hp as follows: 

),,,,,(
654321

 A
=

,{},{},,{},,{},({ 7654321 HHHHHHH  

}),,{},, 12111098 HHHHH where                       

  0:,,,,,
26543211
 xxxxxxxH  

  0:,,,,,
16543212
 xxxxxxxH   

  0:,,,,,
216543213
 xxxxxxxxH

 

  0:,,,,,
36543214
 xxxxxxxH  

  0:,,,,,
326543215
 xxxxxxxxH

 

  0:,,,,,
56543216
 xxxxxxxH  

  0:,,,,,
46543217
 xxxxxxxH  

  0:,,,,,
66543218
 xxxxxxxH  

  0:,,,,,
546543219
 xxxxxxxxH

 

  0:,,,,,
5465432110
 xxxxxxxxH

 

  0:,,,,,
5665432111
 xxxxxxxxH

 

  

  0:,,,,,
5665432112
 xxxxxxxxH

  

Note that A  is supersolvable arrangement since 

6)()  Ark(A  

From new hypersolavble ordering we rewrite the 

defining polynomial of A as follow: 

  
))(())((

)()(

5656654545

43232112

xxxxxxxxxx

xxxxxxx xQ(A) 




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Note that by applying our construction we can split  

A  into two 3-arrangements 
1

A and 
2

A  where: 

)()(
32321121

xxxxxx  x) Q(A  and 

))((

))(()(

2323

32121122

xxxx

xxxxxxxAQ




 

Observe that both of 
1

A and 
2

A  are supersolvable 

arrangements since they have Hp as follows: 

}),{

},,{},({),,(

54

321321
1

HH

HHH
A


 

}),,{},,

,{},({),,,(

76543

214321
2

KKKKK

KK
A


. 
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 لضرب الترتٌبة القابلة للحل الفوقٌة( NBC-)حول قواعد

 مٌادة عبدالرزاق مجٌد 

 جامعة البصرة /كلٌة العلوم/رٌاضٌات

 

 المستخلص :

الهدف من هذا البحث ٌتمركز حول دراسه ضرب الترتٌبه القابله للحل فوقٌا التً تم دراستها باستخدام مفهوم تجزئه 

ترتٌبه قابله للحل فوقٌا فأن كل من  A×Bالترتٌبه القابله للحل فوقٌا ففً هذا البحث تمكنا من برهان انه اذا كان 

AوB ترتٌبه قابله للحل فوقٌا. كذلك فً هذا البحث تطرقنا الى برهان اذا كانA×B ترتٌبه السوبر القابله للحل فأن كل

 تكون ترتٌبه سوبر قابله للحل واٌضا كٌفٌة برهان ان بعد  اول زمرة غٌر متلاشٌة الاعلى هوموتوبً لمتممةB وAمن 

M(A×B) تكون p(A×B)=min{p(A),p(B)} . 
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Abstract. Our aim in this paper is to give some  properties for  random fixed points for random 

dynamical systems where we give the characteristic of random fixed points in terms of the 

random trajectory emanating from random variable and give. Also, the concept of  random 

periodic points for random dynamical systems is studied where the sufficiently and necessarily 

conditions which make the random variable random periodic point for random dynamical 

systems. Also  the authors   prove that the set of all (continuous) random periodic points under 

certain conditions is   closed. 
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1-Introduction. In common one can not 

anticipate that one point     is fixed by (almost) 

all mappings  (   ). Though, there is a suitable 

generalization of the idea of a fixed point. In this 

paper some new properties of random fixed point 

and random periodic point for RDS's are 

considered. 

L.  Arnold and I.D. Chueshov [1] (1998)  

presented the general notion of an order-preserving 

random dynamical system, gave several examples 

and studied the properties of their random 

equilibria and attractor. 

 Gunter Ochs and Valery. Oseledets [2] (1999)   

establish that topological fixed point theorems 

have no canonical generalization to the case of 

random dynamical systems. This is prepared by 

exhausting implements from algebraic ergodic 

theory. They provide a condition for the existence 

of invariant probability measures for group valued 

cocycles. With that, examples of continuous 

random dynamical systems on a compact interval 

without random invariant points, which are an 

suitable generalization of fixed points, are created. 

H.E. Kunze D. La Torreb and E.R. 

Vrscay[3](2007) they absorbed in the direct and 

inverse problems for certain  class of random fixed 

point equations.  

Chuanxi Zhu and Chunfang Chen[4](2008),they 

prove an essential inequality and inspect some new 

computing problems of random fixed point index. 

"Ismat Beg and Mujahid Abbas[5](2008) they 

prove the existence of random fixed points of a 

non-expansive random operator defined on an 

unbounded subset of a Banach space". 

 

 

 

 

 

 

In this paper some new properties of random fixed 

points and periodic random points  for random 

dynamical system are introduced and proved. Here 

the time space considered any locally compact 

space and the phase space is any metric space. 

Also some new concepts are introduced here such 

as Topological metric dynamical system,    

uniform converge and   closed set.  

Through this paper the following notation are 

used.  

Notations 1.1 

(i)   locally compact group. 

(ii)  =metric  space.  

(iii) (     ) is a probability space. 

(iv)   
   the set of all measurable functions 

from   to  . 

Definition 1.2[6,7]:The metric dynamical 

system (MDS) is the 5-tuple (         ) where  

(     ) is a probability space and         

is ( ( )     )  measurable, with 

(i)  (   )      , (the identity function 

on   ) 

(ii)  (     )   (   (   )) and 

(iii)  (   )   ( ) ,           . 

Definition 1.3 The MDS (         ) is said to 

be topological metric dynamical system (TMDS) 

if   is topological space and         is 

continuous. 

Definition 1.4[6,7,8] The mapping          

    is said to be measurable random 

dynamical  system  on  the measurable space  

(   ( )) over  an MDS (         ) with if it 

has  the following properties: 

(i)    is  ( )    ( )  ( )   measurable. 

(ii) The mappings  (   )   (     )      

form a cocycle over  ( ), that is,           

   they satisfy  
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     (   )          ,   (1.1) 

 (     )   (     )   (   ) (1.2)      

The RDS (         ) shall denote by  (   ). 

If the function  (      )      , (   )  

 (     ), is continuous for every     then 

the measurable dynamical system is called 

continuous or topological RDS. 

Definition 1.5 [6,7,8]: A measurable function 

    
  is said to be a random fixed point 

(R.F.P) for the RDS (   ) if  ,    , 

  {   (   ) ( )   (   )}   . 

Here some examples on R.F.P are stated (see[9]).  

Example 1.6[9] Consider the probability space 

(     ) , where   ,   -,   be the    

algebra of Lebesgue measurable sets and   be 

the Lebesgue measurer on  . Define      

,   -  ,   - by  (   )    and  (   )  

   . Also define      ,   -      by  

 (   )    and  (   )  (    )   . 

Then  (   )  is RDS. Define     ,   -    

defined by(  )       , then      
,   -

 . It is 

easy to see that   is a fixed point of (   ).■ 

Example1.7[9]:  Let         be any 

non-trivial MDS and let        be any 

injective random variable. Define a cocycle  

          over   by   

 (   )      ( )  ( ( ) ). Then (   ) is 

RDS. This RDS has no random fixed point.■  

Definition 1.8[7] Let     
  and         

  and 

  
  be the mappings form   in to    defined as 

follows 

 (1)    ( )  * (      ) (    )    +  

(2)   
 ( )  * (      ) (    )    

 + 

(3)   
 ( )  * (      ) (    )    

 +  

For every     
 , the sets   ,   

 , and   
  are 

respectively called the trajectory, the forward 

semi-trajectory and backward semi-trajectory. 

 

 

2.Main Results 

In this section the concept of random fixed point is 

stated and some new properties of such concept are 

studied. Also the concept of random periodic point 

for random dynamical systems is introduced and 

some new properties are given. 

Lemma 2.1 If      
  and 

  *   (   ) ( )   (   )+    for some 

   , then  *   (    ) ( )   (    )+    

for all integer   . 

Proof. If  *   (   ) ( )   (   )+   , for 

some    ,  then  

 

 *   (   )    (   ) ( )  

 (   )   (   )+   . 

Hence 

  *   ( )   (      ) (   )+   . Therefore 

we shall prove by induction the result for positive 

integers  lone.   If    , then  

      *   (   ) ( )   (   )+     

for some    . 

 Now, suppose that the statement is true for  . i.e., 

   *   (    ) ( )   (    )+   ,  

for some    .  

To show that this statement true for    . Set 

    ̃  *   (    ) ( )   (    )+.  

For    ̃, 

 ((   )   ) ( )   (      ) ( )  

    (      )   (   ) ( ) 

  (      ) (   )  

  (     ) (  ),           ̃ 

  (    
 )   (      ) 

  ( (   )  )    

Thus  

 {   ((   )   ) ( )   ( (   )  )}    

This prove the lemma. ■  
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Theorem 2.2 Let     
 . Then the following are 

equivalent: 

1.   is random fixed point, 

2.   ( )  * ( )+, 

3.   
 ( )  * ( )+, 

4.   
 ( )  * ( )+, 

Proof.(1)   (2): Suppose(1) holds, then 

  ( )  * (      ) (    )    + 

   * (    ) (  )    +,  

where         

    * (   
 )    + 

    * (      )    +  * ( )+. 

Conversely, suppose (2) holds, then  

   ( )  * ( )+. But  

  ( )  * (      ) (    )    + , then  

* (      ) (    )    +  * ( )+  That is 

     and     ,  

 (      ) (    )   ( ). Thus      

 *   (      ) (    )   ( )+   . Set 

        . Then for every     , 

 (    ) (  )   (   
 ) and 

  *    (    ) (  )   (   
 )+   . 

Consequently   is an R.F.P. 

(2)  (3). Suppose (2) holds. Since   ( )  

  
 ( )   , we conclude that   

 ( )  * ( )+. 

Conversely, suppose (3) holds. Then   
 ( )  

* ( )+. That is, 

* (      ) (    )    
 +  * ( )+. Then  

* (      ) (    )    
 +  * ( )+, where 

    . Thus  

* (      ) (    )    +  * ( )+. 

(2)   (4). As in (2)   (3). 

 This end the proof. ■  

Theorem 2.3 Let (   ) be an RDS with   

considered as a topological MDS.        
  is 

continuous, then the following are equivalent: 

1.   is random fixed point, 

 

 

2. There is a sequence *  + ,      ,      with 

      {   (    ) ( )   (    )}   . 

Proof  To prove (1)  (2). Assume (1). Since   is 

random fixed point, then for all    , 

           *   (   ) ( )   (   )+   . 

Thus we can say that there exists a real sequence 

*  + ,      ,      with 

  {   (    ) ( )   (    )}   . 

Conversely, assume (2) holds, let    . If  

      for some integers   and  , then by Lemma 

2.1 we have  

  {   (     ) ( )   (     )}   .  

If      , then for every  , there exists    such 

that         (    )   and moreover for any 

  there exist an integer     with  

                (    )   (   

 )   .  

Thus clearly the so constructed sequence *    + 

has the property that         . Now since  

 (     ( ))     is continuous for every  

   , then  

 (      ) ( )   (   ) ( ),  

for every     . Since 

  { (      ) ( )   (      )}     

for every    then for every     , 

 (      )   (   ) ( ). 

Again, since         and   (   )     is 

continuous for every     , then         

   , and since   is continuous, then 

 (      )   (   ) for every     . Thus 

 (   ) ( )    (   ) for every     . This 

means that  

      *   (   ) ( )   (   )+     

for all    . ■ 

Note 2.4. The implication  (1)  (2) is true when  

  is any MDS. 
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Definition 2.5 The set    
  is said to be 

distinguishable if for every       
 , there exist 

two random open sets   and   in    with   

*   ( )   ( )+    such that    , and for 

every     we have   ( )   ( ) ,   ( )  

 ( ) and  ( )   ( )   .The set   is said to 

be distinguish set.  

Lemma 2.6 Let   
  is distinguishable with 

distinguish set    . If     
  is not random fixed 

point, then there exist two random open sets    

and     such that for every     with   ( )  

 ( ) and  (   ) ( )   ( ) we have  ( )  

 (   ) ( ) and  ( )   ( )   . 

Proof. Note that if    is random open set in  , 

then for every    ,  (   ) ( ) is random 

open set in  , since  (   )     is 

homeomorphism. Since   
  is distinguishable with 

distinguish set  , then there exist two random 

open sets    and    in   such that for every 

    we have  ( )    ( ) and  

 (   ) ( )    ( ) and   ( )    ( )    

for every     . Since  ( )    ( ) for every 

   , then  (   ) ( )   (   )  ( ) for 

every    . Set  

 ( )  

{
 (   )  ( )    ( )    

      
.  

Then  (   ) ( )   ( ), for every    . Set 

 ( )  {
 (   )   ( )    

      
.  

Then  ( )   ( ), for every    . Clearly that 

 ( )    ( ) and  ( )    ( ) for every 

   .  But   ( )    ( )    for every 

   , this implies that  ( )   ( )   , for 

every    . ■ 

 

 

 

 

 

Theorem 2.7 Let    
  is distinguishable with 

distinguish set  . Then     
  is random fixed 

point if and only if every random neighborhood of 

 , contains semi-trajectory for all     . 

Proof Suppose that     
  is random fixed point, 

then   ( )  * ( )+ so that   ( ) contained in 

every random neighborhood of  . Conversely, 

suppose that every random neighborhood of   

contains semi-trajectory. Assume contrary that 

    
  is not random fixed point, then there exists 

    , such that for every   ̃    with  ( ̃)  

 ,  (   ) ( )   (   ),   for some     ̃. By 

Lemma 2.6 there exist two random open sets    

and     such that for every     with   ( )  

 ( ) and  (   ) ( )   ( ) we have  ( )  

 (   ) ( ) and  ( )   ( )   . Since for 

each  ( )   ( ),     we have 

 (   ) ( )    ( ),    , then 

 (   ) ( )    ( ),    . But this is a 

contradiction. ■ 

Theorem 2.8 Let    
  is distinguishable with 

distinguish invariant set   .If       
  and 

 ( (      ) (    )  ( ))   , for every 

    as      ( or      ). Then   is 

random fixed point. 

Proof. Let   be a random neighborhood of  . 

Since  ( (      ) (    )  ( ))   , for 

every     as     , there exists      such 

that 

           (      ) (    )   ( ),  

for every    , for all    . Hence for all 

    we have  

* (   ) (      ) (    )    
 +   ( ). 

Then for all    , 

* (        ) (    )    
 +   ( ). Or for 

all    , 

  * (    ) (  )     +   (   
 ),  
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where       and        . That is   

contains semi-trajectory, consequently, by 

Theorem 2.7    is R.F.P. ■ 

Proposition 2.9 Let      
  be a random fixed 

point. If     
   with    *   ( )   ( )+   , 

then 

  *   (   ) ( )   (   )+   .  

Proof. Suppose that     
  is a random fixed 

point. Let     
   with 

       *   ( )   ( )+   .  

Assume contrary that   

     *   (   ) ( )   (   )+   . 

Then     *   (   ) ( )   (   ) ( )+     

Since  (   ) is bijective, then  

   *   ( )   ( )+   . 

So     *   ( )   ( )+   . 

Which is a contradiction. ■ 

In [9] I.J.Kadhim introduce the concept of random 

periodic point for random dynamical system. Here  

we define this concept in another manner which 

more suitable with our work .  

Definition 2.10  A random variable     
  is 

said to be random periodic point of a RDS  (   ) 

if there exists     such that  

   *   (   ) ( )   (   )+   . The number  

  is called the period of   . 

Remark 2.11 In any RDS every random fixed 

point is random periodic point. 

Proposition 2.12   A random variable     
  is 

random periodic point if and only if  there exists 

    such that for every    , *   (  

   ) ( )   (     ) (   )+     

Proof. Suppose that      
  is random periodic 

point. Then there exists     such that  

 *   (   ) ( )   (   )+   . 

If and only if  

 

 

  

 *   (     ) (   ) ( )  

 (     ) (   )+    ,      

If and only if  

 *   (     ) ( )   (     ) (   )+    , 

     

This complete the proof. ■ 

Theorem 2.13 Let (   ) be an RDS with   be a 

stable TMDS and let      
   be a random periodic 

point and continuous         but not R.F.P. Then there 

exists      such that   is the smallest positive 

period of   .Further, if    is any other positive period  

of  , then      for some integer  . 

Proof. Consider the set 

   *                      +. 

 If      period of   , then  

   *   (   ) ( )   (   )+    

Let         , then       
 . Since  

    

 *   (   ) ( )   (   )+  

 *    (      
 ) (    

 )   (  )+,  

then  

 *    (      
 ) (    

 )   (  )+   .  

Now, set  

  ̃  *    (      
 ) (    

 )   (  )+. To 

show that  

  (     ) (  )   (    
 ),      ̃: 

   (     ) (  ) 

  (     ) (      
 ) (    

 ) 

    (       ) (    
 )   (    

 ). 

Hence 

  *    (     ) (  )   (    
 )+   . Since 

either   or    is positive, then the set   is 

nonempty. Now, set       . We calem that   

 . Indeed    , and if    , then there exists a 

sequence *  + in   with     . Since  

 {   (    ) ( )   (    )}     
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for each  , then by Theorem 2.3   is random fixed 

point which contradicts our hypothesis. Thus    . 

Since       , then  there is a sequence *  + in   

with     . Since   (   )     is continuous 

for every    , then for every    ,    

 (    )   (   ).So for every    , 

      (    ) ( )   (   ) ( ). 

Since  (   )      is continous for every    , 

then          for every    . Again, since 

    
  is continuous, then  (    )   (   ) for 

every    . But  {   (    ) ( )  

 (    )}   ,  

i.e., there exists a full measure subset   ̃ of   such 

that   (    ) ( )   (    ) for every    ̃. 

Hence     ̃, 

 (    )   (   ) ( ),. 

On the other hand,  (    )   (   ), for every 

   ̃. Since   is metric space, then from the 

uniqenss of the limit we have   (   ) ( )  

 (   )     ̃. 

That is,  *   (   ) ( )   (   )+   . It 

follows that    . By definition of    it is also  the 

smallest positive period of   . Finally, let      be a 

positive periodic. If      , for any integer, then 

there is an integer   with      (   ) . Then 

by Lemma 2.1, we have  

 *   (    ) ( )   (    )+   . 

Since the TMDS   is satble, then  

    *          +   . 

Therefore  by Lemma 2.1 we have 

 *   (    ) ( )   (   ) ( )+   . So  

 *   ( )   (        )   (   ) ( )+    . 

Thus 

 (    ) (      )   (   ) ( )  

 (      )   (          ) (   ) ( )  

        (   ) ( )   (   ) 

 

 

 

where       . Then   satisfy (2.1).   Since 

      , we get a contradiction to the fact that    

was the smallest positive period of  period of   . 

This complete the prove. ■ 

In the following we need to show that the set of 

random periodic point for random dynamical system 

(under certain conditions) is   closed. To this end 

the following  notations are  introduced. 

Definition 2.14 Let (     ) be a probability 

space with   considered as a topological space and 

  be any metric space. A sequence *  + in    
  is 

said to be   uniform converge in   
  if there exist  

    
  and  ̃    such that   ( ) converge 

uniformly (shortly u.c.) to  ( ) for every    ̃. 

That is for every     , there is a positive integer 

   such that  

 (  ( )  ( ))   , for every    ̃ and for every  

    . 

Definition 2.15 Let (     ) be a probability 

space with   considered as a topological space and 

  be any topological space. A subset of    
  is said 

to be    closed if any sequence *  + in    
  is  

  uniform converge in   
 . 

Lemma 2.16 Let (   ) be an RDS with   is be a 

TMDS.  If  *  + be a sequence of continous random 

periodic point in   
  with positive periodic     , 

and   uniform converge in   
 , then   is random 

fixed point. 

Proof. For a given    , there are integers    such 

that  

              .  

Since     , we have       . Since     is 

   uniform converge to  , then 

 *    ( )         ( ) +   . Let 

   *    ( )         ( ) + ,  

then   (  )    But  (     )       is 

continuous for every  , then for every     , 
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 (      )  ( )   (   ) ( ).  

Since   (   )      is continuous for every  , 

then            for every  . Therefore 

   (      )    (   ) for every  . Since 

  (   )   (   ), for every    , then 

  (      )   (   ) for every     . Since    

is random periodic point for every  , then  

  {   (      )  ( )    (      )}     

Set  

   {   (      )  ( )    (      )}. Then 

 (  )   . So 

  (      )  ( )    (      ), for every  

    .  

 (      )  ( )   (   ) ( ), 

 for every     . Then,  

  (      )   (   ) ( ), for every      

    

Since   (      )   (   ) for every     ,  

it follwos that  

 (   ) ( )   (   ) , for every        . 

Since  (     )   ,then   is random fixed point. 

Theorem 2.17 Let (   ) be an RDS with   is be a 

TMDS .Given any    , the set of all   such that   

is (continuous) random periodic point with positive 

period     is   closed. 

Proof. Let   be a set of all random periodic point 

with positive period    . Suppose that  *  + be 

  uniform converge sequence in  . Then for every 

 ,     is random  periodic point with periods      

and      then 

   *    ( )   ( )+   .  

Set  

   *    ( )   ( )+,  

then  (  )   . Since 

 {   (    )  ( )    (    )}   , then 

 (  )   , where  

 

 

 

   {   (    )  ( )    (    )}. Also for 

every     ,  

 {    (    )   (    )}   .  

Since       , either      in which case   is 

random fixed point by Lemma 2.15 and hence 

random periodic, or there is a subsequence      , 

     , then by the continuity axiom for every 

     

 (     )   ( )   (   ) ( ). 

and also for every     ,  

 (     )   ( )   (    
 ) 

Since   is continuous, then     
      for every 

 . Also we have   is continuous  for every     , 

then  (    
 )   (   ), for every   

  .Therefore  

 (     )   ( ))   (   ). 

for every        . Consequently  

 (   ) ( )   (   ),  

for every        . Since  (     )   .,then 

  is random periodic point. 
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بعض  خواص النقاط الصامدة العشوائٌة و النقاط الدورٌة العشوٌة للنظم الدٌنامٌكٌة 
 العشوائٌة
 

 

 

 سندس طالب محسن       أحسان جبار كاظم

 جامعة القادسٌة / كلٌة علوم الحاسوب وتكنولوجٌا المعلومات / قسم الرٌاضٌات

 

 : انًستخهض

 

انٓذف انزئٍسً يٍ ْذا انبحث ْٕ اعطاء بعض انخٕاص انُقاط انصايذة انعشٕائٍت نهُظى انذٌُايٍكٍت انعشٕائٍت           

حٍث . قذيُا ٔصف نهُقاط انصايذة انعشٕائٍت بذلانت انًساراث انًُبثقت يٍ يخغٍز عشٕائً. كذنك قًُا بذراست يفٕٓو انُقاط 

ٍكٍت انعشٕائٍت حٍث قذيُا انشزطٍٍ انكافً ٔ انضزٔري  انذٌٍ بًٕخبًٓا ٌكٌٕ يخغٍز انذٔرٌت انعشٕائٍت نهُظى انذٌُاي

عشٕائً َقطت دٔرٌت عشٕائٍت كًا ٔقذ بزُْا اٌ يدًٕعت كم انُقاط انذٔرٌت (انًسخًزة) ححج شزٔط يعٍُت, حكٌٕ 

 يغهقت.  
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Abstract  
In this Paper, we use modified F-expansion method to construct new exact traveling wave 

solutions of nonlinear partial differential equation, The (2+1) – dimensional zoomeron 

equation, The obtained solutions include soliton – like solutions, trigonometric function 

solutions, rational solutions and exponential solutions. 
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1- Introduction  
Nonlinear partial differential equations are used 

to describe many phenomena in physics and other 

domains. The investigation of the exact solutions of 

Nonlinear PDE plays an important role in the study 

of physical phenomena.  

 In applied mathematics, it has importance to 

obtain and search the exact solutions of these 

equations. Therefore, recently, a lot of efficient and 

accurate methods to find exact solutions for 

Nonlinear PDES submit by many authors includes 

the(      )            method [3], 

Homogeneous Balance Method [6], Darboux 

transformation method [8], the inverse Scattering 

method [1], the F-expansion method [9], the sine- 

cosine method [7], Jacobi elliptic function [5], 

homotopy perturbation method [2] and several 

powerful methods which have been employed to 

obtain exact solutions.  
 

2 – Description of the Method  
Consider a general nonlinear partial differential 

equation, with two variables x , t 

 (                   )        (   ) 
Where    (    ) is the solution of (2-1) 

Step I: The transformations which are used are as 

follows: 

 (             )    ( ) 
 =  (                   )  (   ) 
Where                are constants to be 

determined Inserting (2-2) into (2-1) change the 

NPDE to ODE for   ( ) 

 (    ́   ́́  )                                     (   )       

 

Step II: According to the modified F-expansion 

method, 

  ( )     ∑    
 ( ) 

   +∑    
  ( ) 

    

                                 (   )   
Where             constants to be determined are 

 ( ) satisfies the following eq. :  

 ́( )      ( )     ( )    (   ) 
Where A, B and C are constants to be determined. 

Integer N can determined by considering the 

homogeneous balance between the governing 

nonlinear term(s) and highest order derivatives of 

 ( ) in (2-3).Given different values of A , B and 

C , the different Riccati function solution ,   ( ) 
can be obtained from (2-5)  (see Table 1 ). 

Step III: Substitute (2-4) into (2-3) and using (2-

5), and collect coefficients of    ( )  (  
      ), then set each coefficient to zero. 

Equating each coefficient of   ( ) to zero yields a 

system of algebraic equations for   (   
         )   (           )    (   
      )          

 

 

 

Step IV: Solve the system of algebraic 

equation,             can be expressed by A, B, and 

C (or the coefficients of ODE (2-3)). Substituting 

these results into (2-4), we can obtain the general 

form of travelling wave solutions to Eq. (2-3). 

StepV: From Table 1, and the general form of 

travelling wave Solutions, we can obtained a series 

of Soliton – like solutions, trigonometric function 

Solutions and rational solutions of Eq.(2-1).  

 

Table1. Relations between values of A, B, C and 

corresponding  ( ) in Riccati equation  

 ́( )      ( )     ( ) 

A B C  ( ) 
0 1 -1  

 
 
 

 
    (

 

 
 ) 

0 -1 1  

 
 
 

 
    (

 

 
 ) 

 

 
  0   

 
      ( )      ( ) 

    ( )       ( ) 

1 0 -1     ( )     ( ) 
 

 
  0  

 
      ( )      ( ) 

   ( )     ( ) 
  

 
  0   

 
      ( )      ( ) 

   ( )     ( ) 
1(-

1) 

0 1(-1)        (    ) 

0 0                   
    

 (                          ) 

A is 

arbit-

rary 

cons-

tant 

0 0                 A   

A is 

arbit- 

rary 

const

ant 

   0    (  )   

 
 

 

3-Exact solutions to zoomeron equation 
 In this section we apply this method to Construct 

exact solution of the (2+1)– dimensional zoomeron 

equation (see [4]) 

.
    

 
/
  
 .

   

 
/
  
 (   )         (   ) 

  

 

 

 

 

Najla.A/ Mazin.H 



 

129 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

 

Where function u ( x, y, t) is the amplitude of the 

relevant wave  mode. This highly nonlinear 

equation play an important role in describing the 

evolution of a single Scalar field and is a 

convenient model to display the noval phenomena 

associated with boomers and trapons. If y=t, the 

(2+1) – dimensional zoomeron equation reduces to 

its (1+1) – dimensional form which can be regarded 

as a sub case of the boomeron equation.  

By using the transformation: 

   (     )   ( )       
                               (   )  
Where   is arbitrary constant.  

Substituting Eq. (3-2) with Eq. (3-1), the change 

will be:  

  (
 ́

 

́
)́́  (

 ́

 

́
)́́    (  )́́        (   )         

  Now integrating (3-3) with respect     twice, we 

get: 

(    ) ́́                 (   )         
Where  k is an integral constant. 

 Considering the homogeneous balance between 

    and    in (3-3), 

The Solution to ordinary Eq. (3-3) can be expressed 

be  

 (  )        ( )     
  ( )     …(   ) 

Where              are constants to be 

determined. By Substituting (3-5) with (3-3) and 

using (2-5) the left – hand side of Eq.(3-5) can be 

converted into a finite series in   ( )    (  
         ). 
Equating each coefficient of   ( ) to zero yields a 

system of algebraic equations for                . 

    (    )(    
 )      

    

    (    )(     )    (      
 )    

    (    )(         
 )    (    

    
      

 )          

   (    ),           -    (  
 )     

            
  (    ),    

        -    ,    
   

    
    -         

   (    )(     )    (      
 )    

   (    )(    
 )    (  

 )       

 (   ) 
Solving the algebraic equations (3-6), we have the 

following solutions of               

Case I:       ,     √  
 

 
  ,   

  √  
 

 
 

           (       ) 
 

 

 

 

 

 

CaseII:       √  
 

 
  ,      √  

 

 
   

     √  
 

 
 

  (    )(     
   

 
    ) 

CaseIII:     
  √    

  
  , 

       √ 
    ,      

   
(    )

  
  (         )  

 

The solition – like solutions to 

Zoomeron equation: 
1)When A=0, B=1, C=-1, from Table 1,   

 (  )  
 

 
 
 

 
    (

 

 
 )  

By Case I, the exact Solution to equation (3-1) is 

given by: 

    
  

 
√  

 

 
(      (

 

 
  

 

 
  

 

 
  ))  

By Case II, the exact solutions to equation (3-1) are 

given by: 

    
 

 
√  

 

 
(      (

 

 
  

 

 
  

 

 
  ))  

By Case III, the exact solutions to equation (3-1) 

are given by: 

   
√    

 
 ( 
   

 
     (

 

 
   

 

 
  

 

 
   ))  

2) When A=0, B=-1, C=1, from Table 1,   ( )  
 

 
 
 

 
    (

 

 
 ) 

By Case I, the exact solutions to equation (3-1) is 

given by 

    
 

 
√  

 

 
 (      (

 

 
  

 

 
  

 

 
  ))  

By Case II, the exact solutions to equation (3-1) is 

given by 

    
  

 
√  

 

 
 (      (

 

 
   

 

 
  

 

 
  ))     

By Case III, the exact solutions to equation (3-1) is 

given by 

   
√    

 
 ( 
   

 
     (

 

 
   

 

 
   

 

 
  ))) 

3)        
 

 
         

  

 
               

 (  )      (   )      (  )     
  (  )      (   )       ( ) 
By Case I, the exact solutions to equation (3-1) is 

given by 

    
  

 
√  
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(    (         )        (    

  ))  .   
By Case II, the exact solutions to equation (3-1) is 

given by 

   
  

 
√     (      (      )       (   

     )), 

    
  

 
√    (    (       )        (  

    ))  
 

4)When A=1, B=0, C=-1, from Table 1,   (  )  
    ( ) 
 (  )      ( )                
By Case I, the exact solutions to equation (3-1) is 

given by 

     √  
 

 
(    (       )  

√  
 

 
(    (      ))    

     √  
 

 
(    (        )  

√  
 

 
(    (      ))    

By Case II, the exact solutions to equation (3-1) is 

given by 

     √  
 

 
,      (        )  

(    (      ))  -  

     √  
 

 
,     (        )  

(    (      ))
  
-  

By Case III, the exact solutions to equation (3-1) is 

given by 

      √ 
   (    (       ) 

      √ 
   (    (       ) 

 

The Trigonometric Function solutions to 

Zoomeron equation: 

1)When   
 

 
        

 

 
  from Table 1,   

 ( )      ( )       ( ) 
       ( )     ( )     ( ) .  
By Case I, the exact solutions to equation (3-1) is 

given by 

    
 

 
√  

 

 
,(     (       )     (     

  ))  (     (       )     (        )  - , 

    
 

 
√  

 

 
,(     (       )     (     

  ))  (     (       )     (        )   . 

 

 

 

 
 

By Case III, the exact solutions to equation (3-1) is 

given by 

     
 

 
√    (   (        )  

   (       )), 

     
 

 
√    (   (        )  

   (       )). 
 

2) When A=1, B=0, C=1, from Table1,  

 (  )      (   )(   ( ))  
By Case I, the exact solutions to equation (3-1) is 

given by 

    √  
 

 
   (       )(   (      ))  

√  
 

 
,     (      )(   (       )-    

By Case III, the exact solutions to equation (3-1) is 

given by 

     √ 
      (        )(   (     

 ))  

 

The rational solution to zoomeron 

equation: 
1) When A=B=0,    , from Table 1,  ( )  
 

    
(                           ) 

By Case I, an exact solutions to equation (3-1) can 

be written as: 

      
     √  

 

 

  (     )  
  

By Case III, the exact solutions to equation (3-1) 

can be written as: 

      
   √    

  (    )   
 

2) When A is an arbitrary constant, B=C=0, from 

Table 1, ( )    ,  

By Case II, the exact solutions to equation (3-1) 

can be written as: 

      
√  

 

 

(     )
. 

 

The exponential Solution zoomeron 

equation: 
When A is an arbitrary constant,        

    from Table 1,  ( )  
   (   )  

 
. 

By Case I, the exact solutions to equation (3-1) can 

be obtained that: 

      √  
 

 
(
   ( (    )  )

 
)  . 

By Case II, the exact solutions to equation (3-1) 

can be obtained that: 

     √  
 

 
   √  

 

 
(
   (  (    ))  

 
)   . 
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4- Conclusion 
The powerful modified F-expansion method was 

employed of the (2+1) – dimensional zoomeron 

equation. This method is an efficient way to solve 

nonlinear PDES as it is used to solve differential 

equations which can be integrated or non-

integrated. By using this method , we have been 

able to calculate many new exact solutions for 

nonlinear partial differential equation include 

soliton-like solutions, trigonometric function 

solutions, rational solutions and exponential 

solutions.  
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Abstract  

 In this paper, we introduced study about properties of the spaces minimal T1 – Space 

and maximal T1 – space by using the set open (respace β - open, Β
*
c– open) sets and we 

concluded some propositions, remarks and relations between spaces m Β
*
c – T1 space and M 

Β
*
c – T1 space and study the relation between m – space and M – space to space T1 – space. 

Where we find every m Β
*
c – T1 space is M Β

*
c – T1 space, but the converse is not true in 

general. Also we introduced hereditary properties and topological properties. 
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1) Introduction: 

     The topological idea from study this type of the 

space came to determine the relation between 

minimal T1 – space and maximal T1 – space In [5] 
Abd El – Monsef M. E., El – Deeb S. N. Mahmoud 

R. A., the Category β – open set was defined which 

considered to study the Β
*
c – open set. In [1] and 

[2] F. Nakaoka and N. oda. , has been defined 

minimal and maximal open set. In [4] M. C. 

Gemignani, has been defined T1 – space In[3]S.S 

Benchalli defined the function category strongly m 

– open function and  m – irresolute function which 

is study open function continuity respectively. In 

[6] and [7] proved proposition about T1–space by 

the Β
*
c – open set. 

 

2) Basic Definitions and Remarks 

Definition (2.1): [5] 

 Let X be a topological space, then a sub 

set A of X is said to be β - open set if A 

 cl(int(cl(A))) is β - closed set if A
C
 is β - open. 

Definition (2.2):  

     Let X be a topological space and A   X.  

Then a β - open set A is said a Β
*
c - open set if   x 

  A   Fx closed set   x   Fx   A. A is a Β
*
c – 

closed set if A
c
 is a Β

*
c – open. 

Definition (2.3):  

 The family union of all Β
*
c - open set of a 

topological space X contained in A is said Β
*
c - 

interior of A is, denoted by    
  . i.e  

   
      { : G   A and G Β

*
c - open in X }. 

Definition (2.4): [1] 

    Let X be a topological space A proper non empty 

open set U of X is said to be a minimal open set if 

any open set which is contained in V is   or U. 

Definition (2.5): [2] 

    Let X be a topological space A proper nonempty 

open set U of X is called to be a maximal open set 

if any open set which is contained in U is X or U. 

Definition (2.6):  

   Let X be a topological space A proper non empty 

β - open set U of X is said to be 

i) A minimal β - open set if any β - open set which 

is contained in U is   or U. 

ii) A maximal β - open set if any β - open set which 

contains in U is X or U. 

 

 

 
Definition (2.7):  

    Let X be a topological space A proper non empty 

Β
*
c - open set U of X is said to be 

i) A minimal Β
*
c - open set if any Β

*
c - open set 

which contains in U is   or U. 

ii) A maximal Β
*
c - open set if any Β

*
c - open set 

which is contained in U is X or U. 

Definition (2.8): [4] 

    A topological space X is called T1 – space iff for 

each x   y in X, there exists open sets U and V 

such that x   U, y   U and y   V. x   V. 

Definition (2.9): 

    A topological space X is called m - T1 space 

(respace M - T1) space iff for each x   y in X,   m 

– open (respace M – open) sets U and V such that x 

  U, y   U and y   V. x   V. 

Definition (2.10): 

 A topological space X is called βT1 – 

space iff   x   y in X there exists β - open sets U 

and V such that x   U, y   U and y   V. x   V. 

Definition (2.11): 

 A topological space X is called mβ - T1 

space (respace Mβ  T1 - space) iff for each x   y in 

X there exists mβ – open (respace Mβ – open) sets 

U and V such that x   U, y   U and y   V. x   V. 

Definition (2.12): 

   A topological space X is called ΒcT1 – space iff 

for each x   y in X , Β*c - open sets U and V such 

that x   U, y   U and y   V. x   V. 

Definition (2.13): 

    A topological space X is called mΒ*c - T1 space 

(respace MΒ*c - T1) space iff for each x   y in X 

there exists mΒ*c – open (respace MΒ*c – open) 

sets U and V so that x   U, y   U and y   V. x   

V. 

Definition (2.14): 

     Let X,Y be a topological spaces and let F: X   

Y be a function Then: 

i) F is called strongly m – open [3], if   m – open 

set U in X, then F(U) is m -  open set in Y.  

ii) F is called strongly M – open ,if   M – open set 

U in X, then F(U) M -  open set in Y. 

iii) F is called strongly mβ – open (respace strongly 

Mβ – open),if for all mβ – open (respace Mβ – 

open) set U in X, then F(U) is mβ – open (respace 

Mβ – open)  set in Y.[8]. 
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iv) F is called strongly mΒ
*
c–open (respace 

strongly M Β
*
c – open), if  m Β

*
c – open (respace 

MΒ*c – open) set U in X, then F(U) is mΒ*c – 

open (respace MΒ*c – open)  set in Y. 

Definition (2.15): 

 Let X,Y be a topological spaces and let F: 

X   Y be a function Then: 

i) F is called m – irresolute function [3], if    m –

open U in Y, then F
-1

(U) is m – open in X. 

ii) F is called M –irresolute function, if  M –open 

U in Y, then F
-1

(U) is M – open in X. 

iii) F is called mβ – irresolute (respace Mβ – 

irresolute) function. If   mβ –open (respace Mβ – 

open) U in Y, then F
-1

(U) mβ – open (respace Mβ – 

open) set in X.[8]. 

iv) F is called mΒ
*
c – irresolute (respace MΒ

*
c – 

irresolute) function, if   mΒ
*
c –open (respace 

MΒ
*
c – open) U in Y, then F

-1
(U) mΒ

*
c – open 

(respace MΒ
*
c – open) set in X. 

Notion: We will use the symbol m to minimal sets 

and the symbol M to maximal sets. 

The family a fall β – open set is denoted by βo(x) 

and the family of all Β
*
c – open is denoted by 

Β
*
co(x). 

Theorem (2.1): 

Let X be a topological space and A   X. 

Then: 

i) Every open set is β - open.  

ii) Every Β
*
c – open set is β - open. 

Proof: 

i) Let A be open set, then A =int(A). Since A 

    ( ), then A =    ( )     (  ( )), there for A 

 cl(int(cl(A))), hence A β - open set in X. 

ii) By definition (2.2) 

The converse of above Theorem is not true in 

general. 

Example (2.1): 

       Let X  = {a, b, c}, t = { , X, {a}, {b}, {a, b} }. 

βo (X) = { , X, {a}, {b}, {a, b}, {a, c},{b, c} }. 

Β*co (X) = { , X, {b,c}, {a, c} }. 

Then let A = {b, c}, B = {b}. Note that  

i) A is β - open, but not open. 

ii) B is β - open, but not Β*c – open. 

The following diagram shows the relation among 

types of open sets 

 

 

 

 

 

 

 

 

 

 

 
 

Remark (2.1): 

 Let X be a topological space  . Then: 

i) Every m – open (respace M – open) is open. 

ii) Every mβ – open (respace Mβ – open) is β - 

open. 

iii) Every mΒ*c – open (respace MΒ*c – open) is 

Β*c - open. 

The converse of above Theorem is not true in 

general. 

Example (2.2): 

 In example (2.1) ,we notice: 

i) A = {a,b} open, but not m – open also B = {a} 

open, but not M – open. 

ii) A = {a,b}β - open, but not m β – open also B = 

{a} β
 
- open, but not M – open. 

iii) A =   Β*c - open, but not m Β*c – open also B 

= X Β*c - open, but not M – open. 

Corollary (2.1): 

i) Every m –open (respace M–open) is β - open. 

ii) Every mΒ*c – open (respace MΒ*c – open) is β 

- open. 

Remark (2.2): 

    Let X be a topological space Then 

i) Every T1 – space is β
 
- T1 space 

ii) Every Β*c – T1 space is β - T1 space 

The converse of above Theorem is not true in 

general. 

Example (2.3): 

 In example (2.1), we see that X is β
 
- T1 

space But 

i) X is not T1 – space, since   a, c   X   a   c, but 

  U,V open in X  a   U, c   U and  c   V, a   V. 

ii) X is not Β*c – T1 space ,since   a, c   X   a   

c, but   U, V Β*c – open   a   U, c   U and  c   

V, a   V. 

Theorem (2.2): 

 Let X be a topological space and A   X. 

Then x      
   iff   Β*c – open in X   x   G   A. 

 

 

 

 

 

Open   β - open    

   

 

                    Β*c – open 
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Proof: 

 Let x      
    

Since    
   =   { G : G   A, G is Β*c - open set 

in X }. 

Then x     { G : G   A, G is Β*c - open set in 

X }, and hence   G Β*c – open in X   x   G   A. 

Conversely 

 Let x   G   A and G is  Β*c – open   x   

G   A. Then  

x   U { G : G   A, G is Β*c - open set in 

X },therefore x      
  . 

Definition (2.16): 

    Let X be a topological space and A   X, x   X. 

Then 

i) The point x is called limit point of A [7] iff   U 

open set   x   U, then (U   A) - {x}    . 

ii) The point x is called β-limit point of A iff   U β 

-open set  x  U,then (U  A) - {x}    . 

iii) The point x is called Β*c - limit point of A iff   

U Β*c -  open set   x   U, then (U   A) - {x}    . 

Remark (2.2): 

i) The set of all limit point of A is denoted by  ́. 

ii) The set of all β - limit point of A is denoted that 

 ́ . 

iii) The set of all Β*c - limit point of A is 

denoted       ́ 
  . 

Lemma (2.1): 

    Let X be a topological space and A   X, x   X. 

Then 

i) A is closed set iff  ́   A. [7]. 

ii) A is β - closed set iff  ́    A. [5]. 

Theorem (2.3): 

 Let X be a topological space and A   X. 

Then A is Β*c – closed set iff  ́ 
     A. 

Proof: 

 Let A be Β*c – closed and b   A, then b   

A
C
 is Β*c – open set, hence   Β*c – open set A

C
  

 AC
   A =  . Hence x    ́ 

  , therefore  ́ 
     A. 

Conversely  

 Let  ́ 
     A and b   A then b    ́ 

  , 

hence   Β*c – open set G   b   G   A =  , hence 

b   G   A
C
. Therefore A

C
 is Β*c – open set in X 

by Theorem(2.2), hence A is Β*c– closed . 

 

 

 

 

 

 

3) m – T1 (M – T1) space by using the set 

(open, β - open, Β*c – open). 

Lemma (3.1) [6] 

 Let X be a topological space Then X is T1 

– space iff {x} is closed set in X   x   X. 

Theorem (3.1): 

 Let X be a topological space Then X is β–

T1 space iff {x} is β– closed set in X   x   X. 

Proof: 

 Let X be β– T1 space and let y   {x}, the x 

  y. Since X β– T1 space, then   U, V β - open in 

X   x   U, y   U and y   V, x   V. Then V β - 

open in X and y   V, then (V   {x}) – {Y} =  , 

then y not β - limit point of {x}, then y   [{x}-́ , 

then [{x}-́   {x}. Hence {x} is β - closed by 

lemma (2.1) (ii). 

Conversely 

 Let x, y   X   x   y. Let {x} β - closed in 

X, then {x}
C
 β - open in X. Let U = {x}

C
, V = {y}

C
 

are β - open in X   x   V, y   V and y   X, x   U, 

hence X β–T1 space 

Theorem (3.2): 

 Let X be a topological space Then X Β*c 

–T1 space iff {x} is Β*c – closed set in X   x   X. 

Proof: 

 Similarly of Theorem(3.2). 

Theorem (3.3): 

 Let X be a topological space Then 

i) Every m - T1 space is T1 space 

ii) Every m β - T1 space is β–T1 space 

ii) Every mΒ*c - T1 space is Β*c –T1 space 

Proof: 

i) Let X be m - T1 space and let x, y   X   x   y. 

Since X m - T1 space, then   U, V m - open in X   

x   U, y   U and y   V, x   V, then by Remark 

(2.1) (i) and definition (2.8), we get the resulte. 

ii) Let X be mβ- T1 space and let x, y   X   x   y. 

Since X is mβ- T1 space, then   U, V mβ- open sets 

in X   x   U, y   U and y   V, x   V. then by 

Remark (2.1) (ii) and definition (2.10), we get the 

resulte. 

iii) Let X be mΒ*c - T1 space and let x, y   X   x 

  y. Since X is mΒ*c - T1 space, then   U, V 

mΒ*c - open sets in X   x   U, y   U and y   V, x 

  V. then by Remark (2.1) (iii) and definition 

(2.12), we get the resulte .The converse of above 

Theorem is not true in general. 
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Example (3.1) 

 Let X = IR with a usual top. Then X is T1 

– space, but not m – T1 space 

Proof: 

 Let x   IR and let (x,  ), (- , x)   T. 

Since (x,  )   (- , x)   T, then IR – {(x,  )   (-

 , x)} closed set in IR. 

But IR – {(x,  )   (- , x)} = {x}, then   {x} 

closed set in IR   x   IR. Hence X is T1 – space by 

lemma (3.1). 

T. P X not m – T1 space 

Let x, y   X   x   y, but   U, V m – open in X   x 

  U, y   U and y   V, x   V. 

Example (3.2): 

 In example (3.1). Note that X is βT1 – 

space by remark (2.2) (i), but not mβ - T1 space 

Since   x, y   X , x   y, but   U, V mβ – open in 

X   x   U, y   U and y   V, x   V. 

Example (3.3) 

 Let X = IR with a usual topology. Then X 

is Β*cT1 – space, but not mΒ*c – T1 space 

Proof: 

 Let x, y   Y, x   y and let |x – y| =   and 

let U = (x - 
 

 
, x + 

 

 
), V = (y - 

 

 
, y + 

 

 
), then U, V   

T   x   U, Y   U and Y   V, X   V. 

Choose U = (x, Y], V = [x, Y), then U, V are β - 

open set, then 

  a   U   {a} closed set   a   {a}   U. 

  b   V   {b} closed set   a   {b}   V. 

Then U, V Β*c – open sets in X   y   U, x   U 

and x   V, Y   V. 

Then X is Β*c – T1 space 

T. P. X not mΒ*c – T1 space Let x, y   X   x   Y, 

but   mΒ*c – open set U, V in X   y   U, x   U 

and x   V, Y   V. 

Corollary (3.1): 

 Let X be a topological space .Then: 

i) If X m–T1 space , then {x} closed set in X  x  

X. 

ii) If X mβ – T1 space, then {x} β - closed set in X 

  x   X. 

iii) If X mΒ*c – T1 space, then {x} Β*c - closed set 

in X   x   X. 

Proof:  

i) Follows from theorem (3.3) (i) and lemma (3.1). 

ii) Follows from theorem (3.3) (ii) and 

Theorem(3.2). 

 

 

 
 

iii) Follows from theorem (3.3) (iii) and 

Theorem(3.2). 

Theorem (3.4): 

 Let X be a topological space Then: 

i) If X is m – T1 space, then X is β - T1 space  

ii) If X is mΒ*c – T1 space, then X is β - T1 space 

Proof: 

i) Follows from Theorem(3.3) (i) and remark (2.2) 

(i). 

ii) Follows from Theorem(3.3) (iii) and remark 

(2.2) (ii). 

Lemma (3.3) 

 Let X be a topological space and a   X. 

Then: 

i) [1]. If {a} open (respace closed), then {a} m – 

open (respace m – closed) set. So [{a}]
C
 M – closed 

(respace M – open). 

ii) If {a} β - open (respace β - closed), then {a} mβ 

– open (respace mβ– closed). So [{a}]
C
 Mβ – 

closed (respace Mβ – open). 

iii) If {a} Β*c - open (respace Β*c - closed), then 

{a} mΒ*c – open (respace mΒ*c – closed). So 

[{a}]
C
 MΒ*c – closed (respace MΒ*c – open). 

Theorem (3.5): 

 Let X be a topological space .Then X is M 

– T1 space iff {x} closed set in X   x   X. 

Proof: 

 Let X be M– T1 space and let Y   {x}, the 

x   y. Since X M– T1 space, then   U, V M - open 

in X   x   U, y   U and y   V, x   V, then by 

Lemma (3.1) we get {x} closed set in X.  

Conversely 

 Let x, y   X and x   y. Let {x} be closed 

set in X, then by Lemma (3.3) (i), we get {x} m – 

closed, then [{x}]
C
 M – open in X. Let U = {x}

C
, V 

= {Y}
C
 are M - open in X, then   U, V M - open in 

X   x   V, y   V and y   U, x   U, hence X is M –

T1 space 

Theorem (3.6): 

 Let X be a topological space Then  

i) X Mβ–T1 space iff{x}β–closed set in X x  X. 

ii) X MΒ*c – T1 space iff {x} Β*c – closed set in X 

  x   X.  

Proof: 

 Similarly Theorem(3.5). 

Corollary (3.2): 

 Let X be a topological space Then  

i) X M – T1 space iff X is T1 – space 

ii) X Mβ – T1 space iff X is β–T1 space 
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iii) X MΒ*c – T1 space iff X is Β*c –T1 space 

Proof: 

i) Follows from Theorem(3.5) and Lemma (3.1). 

ii) Follows from Theorem(3.6) (i)  and 

Theorem(3.1). 

iii) Follows from Theorem(3.6) (ii)  and 

Theorem(3.2). 

Theorem (3.7): 

 Let X be a topological space .Then  

i) Every m – T1 space is M –T1 space 

ii) Every mβ – T1 space is Mβ–T1 space 

iii) Every mΒ*c – T1 space is MΒ*c –T1 space 

Proof: 

i) Follows from Theorem (3.3)(i)and Corollary. 

(3.13) (i). 

ii)Follows from Theorem (3.3)(ii)and 

Corollary.(3.2) (ii). 

iii) Follows from Theorem(3.3) (iii) and Corollary . 

(3.2) (iii). 

The converse of above Theorem is not true in 

general. 

Example (3.4): 

i) In example (3.1), we note that X is T1 – space, 

then X is M - T1 space, by Coro. (3.13) (i), but not 

m - T1 space Since   x, Y   X , x   Y, but   U, V 

m – open in X   x   U, Y   U and Y   V, X   V. 

ii) In example (3.2), note that X is βT1 – space, then 

X is Mβ - T1 space by (3.13) (ii), but not mβ - T1 

space Since   x, Y   X , x   Y, but   U, V m – 

open in X   x   U, Y   U and Y   V, X   V. 

iii) In example (3.3), note that X is Β*c – T1 space, 

then X is MΒ*c - T1 space by corollary (3.2) (iii), 

but not mΒ*c - T1 space Since   x, Y   X , x   Y, 

but   U, V mΒ*c – open in X   x   U, Y   U and 

Y   V, X   V. 

Theorem (3.8): 

 Let X be a topological space . Then  

i) If X M – T1 space, then X is β– T1  space 

ii) If X M – T1 space, then X is Mβ– T1  space 

iii) If X MΒ*c – T1 space, then X is β– T1  space 

iv) If X MΒ*c – T1 space, then X is Mβ– T1  space 

Proof: 

It is clear.  

The converse of above theorem is not true in 

general. 

 

 

 

 

 

Example (3.5): 

 In example (3.1), note that X is βT1 – 

space, and Mβ - T1 space But 

i) and (ii) Not M - T1 space Since  a, c   X   a   c, 

but   U, V M – open in X   a   U, c   U and c   

V, a   V. 

iii) and (iv) Not MΒ*c - T1 space Since  a, c   X   

a   c, but   U, V MΒ*c – open in X   a   U, c   

U and c   V, a   V. 

The following diagram shows the relation among 

types of M - T1 space 

 

4) Hereditary properties: 

Lemma (4.1): [7] 

 Let X be a topological space then 

i) If V open in Y and Y open in X, then V open in 

X. 

ii) If V closed in Y and Y closed in X, then V 

closed in X. 

Lemma (4.2): [6] 

 Let X be a topological space Then G open 

set in X if and only if  cl(G cl(A))=cl(G A)   A 

  X. 

Theorem (4.1): 

 Let X be a topological space and Y open  

in X. If A β - open in Y, then A β- open in X. 

Proof: 

 Let A be β - open in Y 

Let x   A, then there exists U β - open in Y such 

that x   U   A. Then  
__

______________

[ ] .

Y

Y

Y
Y

oYU U U Y    

[( ) ].

oY

U Y Y     

[( ) ].

oY

U Y Y   

 [( ) ].

oY

oU Y Y  by lemma (4.2). 

β β 
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= 
( )

o

U Y  
 

= ( )
o

U Y  by lemma (4.2). 

  

o

U  . 

Then U is β - open. Since x   U   X and U is β - 

open in X. Therefore A β - open in X. 

Theorem (4.2): 

 Let X be a topological space and Y clopen  

in X. If A Β*c - open in Y, then A Β*c - open in X. 

Proof: 

     Let A be Β*c - open in Y, then A β - open in Y. 

Since Y clopen in X, then Y open and closed in X, 

then A β - open in X by Theorem(4.1). Let x   A, 

then   F closed set in Y such that x   Fy   A, then 

F closed set in X by lemma (4.1) (ii). Then x   Fx 

  A, hence A Β*c – open in X. 

Theorem (4.3): 

     Let X be a topological space and Y open  in X. 

Then: 

i) If U m–open in X, then U   Y is m– open in Y.  

ii) If U M–open in X, then U Y is M–open in Y. 

Proof: 

i) Let V open in Y   V   U   Y. T. P V =   or V = 

U   Y. Then V open in X by lemma (4.1). Since V 

  U and U m – open in X, then V =   or V = U. 

Since V = V   Y = U   Y, then U   Y m – open in 

Y. 

ii) Let V open in Y   U   Y   V. T. P V = X or V 

= U   Y. Then V open in X by lemma (4.1). Since 

U   V and U M – open in X, then V = X or V = U. 

Since V = V   Y = U   Y, then U   Y M – open in 

Y. 

Theorem (4.4): 

    Let X be a topological space and Y clopen in X. 

Then: 

i) If U mΒ
*
c–open in X, then U Y is mΒ*c– open 

in Y. 

ii) If U MΒ*c– open in X, then U Y is MΒ*c – 

open in Y. 

Proof :   Similarly Theorem(4.3). 

Theorem (4.5): 

i) Every open sub space of m – T1 space is m – T1 

space 

ii) Every open sub space of M – T1 space is M – T1 

space 

 

 

 

Proof: 

i) Let X be m – T1 space and A is open sub space of 

X T. P A m – T1 space  

Let a1, a2   A   a1   a2. Since A   X and a1, a2   

A, then a1, a2   X   a1   a2. Since m – T1 space, 

then   U, V m - open in X   a1   U, a2   U and a2 

  V, a1   V. Since U, V m - open in X and A open 

sub space of X, then. Let U
*
 = U   A, V

*
 = V   A, 

then U
*
, V

*
 are m – open in A by Theorem(4.3) (i). 

Since a1   U, a2   U and a1, a2   A, then a1   A   

U = U
*
 and a2   A   U = U

*
, then a1   U

*
, a2   U

*
. 

Since a2   V, a1   V and a1, a2   A, then a2   A   

V = V
*
 and a1   A   V = V

*
, then a2   V

*
, a1   V

*
. 

Hence A is m – T1 space 

ii) Similarly part (i) 

Remark (4.1): 

i) If A m – T1 space sub space of X, the X not 

necessary m – T1 space 

ii) If A M – T1 space sub space of X, the X not 

necessary M – T1 space 

Example (4.1) 

 Let X = {1,2,3}, t = { , X, {1}, {2}, 

{1,2} }. 

Let A = {1,2}, tA = { , X, {1}, {2}}. Note that 

i) A m – T1 space, but X not m – T1 space Since 2, 

3   X   2   3, but   U, V m – open in X   2   U, 

3   U and 3   V, 2   V. 

ii) A M – T1 space, but X not M – T1 space Since 2, 

3   X   2   3, but   U, V M – open in X   2   U,3 

  U and 3  V,2   V. 

Theorem (4.6): 

i) Every open sub space of mβ–T1 space is mβ–T1 

space 

ii) Every open sub space of Mβ–T1 space is mΒ*c–

T1 space 

Proof: 

 Similarly Theorem(4.5). 

 Theorem (4.7): 

i) Every clopen sub space of mΒ*c – T1 space is 

mΒ*c – T1 space 

ii) Every clopen sub space of MΒ*c – T1 space is 

MΒ*c – T1 space 

Proof: 

i) Let X be a mΒ*c – T1 space and A is clopen sub 

space of X T. P A mΒ*c – T1 space  

Let a1, a2   A   a1   a2. Since A   X and a1, a2   

A, then a1, a2   X   a1   a2. Since X mΒ*c – T1 

space, then   U, V mΒ*c - open in X   a1   U, a2   

U and a2   V, a1   V. Since U, V mΒ*c - open in X  
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and A clopen sub space of X, then. Let U
*
 = U   A, 

V
*
 = V   A, then U

*
, V

*
 are mΒ*c – open in A by 

Theorem(4.3) (i).  

Since a1 U,a2 U and a1,a2 A, then a1 A U = U
*
 

and a2   A   U = U
*
, then a1   U

*
, a2   U

*
. 

Since a2   V, a1   V and a1, a2   A, then a2   A   

V = V
*
 and a1   A   V = V

*
, then a2   V

*
, a1   V

*
, 

hence A is mΒ*c – T1 space 

Remark (4.2): 

i) If A mΒ*c – T1 space sub space of X, the X not 

necessary mΒ*c – T1 space 

ii) If A MΒ*c – T1 space sub space of X, the X not 

necessary MΒ*c – T1 space 

Example (4.2): 

    Let X = {a, b, c, d, e}  

t = {   , X, {a} , {b}, {e}, {a, b}, {a, e}, {b, e} {a, 

b, e}, {a, c, d}, {a,b,c,d}, {a, c, d, e} }.  

Β*co (X) = { , X, {b},{e},{b, e}, {a, c, d},{a, b, c, 

d},{a, c, d, e} }. 

Let A = {b, e}, tA = { , A, {b}, {e}}. Β*co (A) = 

tA   Note that: 

i) A mΒ*c – T1 space, but X not mΒ*c – T1 space 

Since a, d   X   a   d, but   U, V mΒ*c – open in 

X   a   U, d   U and d   V, a   V. 

ii) A MΒ*c – T1 space, but X not MΒ*c – T1 space 

Since a, d   X   a   d, but   U, V MΒ*c – open in 

X   a   U, d   U and d   V, a   V. 

5) Topological properties  

Lemma (5.1): [3] 

   Let F: X   Y be abjection, strongly m – open, m 

– irresolute function. Then X is m – T1 space iff Y 

is m – T1 space 

Theorem (5.1): 

   Let F: X   Y be abjection, strongly mβ – open. If 

X mβ – T1 space, then Y is mβ – T1 space 

Proof: 

   Let X be mβ – T1 space T. P Y mβ – T1 space  

Let y1, y2   Y   y1   y2. Since F on to, then   x1, 

x2   X   F (x1) = y1, F (x2) = y2. If x1 = x2, then F 

(x1) = F (x2), then y1 = y2 which is contradiction, 

then x1   x2. Since X mβ – T1 space, then   U, V 

mβ- open set in X   x1   U, x2   U and x2   V, x1 

  V. Since F strongly mβ - open, then F (U) mβ- 

open in Y, then y1 = F (x1)   F (U), y2 = F(x2)  

F(U) and y2 = F (x2)   F (V), y1 = F (x1)   F (V). 

Hence Y mβ–T1 space 

 

 

 

 

Theorem (5.2): 

Let F:X Y be abjection,mΒ*c–irresolute function. 

If Y is mΒ*c–T1 space ,then X is mΒ*c–T1 space 

Proof: 

   Let X be mΒ*c – T1 space T. P X mΒ*c – T1 

space  Let x1, x2   X   x1   x2 and let F(x1) = y1, 

F(x2) = y2, then y1, y2   Y. 

If y1 = y2, then F (x1) = F (x2), then x1 = x2 which is 

contradiction, then y1   y2. Since F bijection, then 

x1 = F
-1

(y1), x2 = F
-1

(y2). Since Y mΒ*c – T1 space, 

then   U, V mΒ*c - open set in Y   y1   U, y2   U 

and y2   V, y1   V. Since F mΒ*c – irresolute 

function, then F
-1

(U) mΒ*c - open in X, then x1 = 

F
-1

(y1)   F
-1

(U), x2 = F
-1

(y2)   F
-1

(U) and x2 = F
-

1
(y2)   F

-1
(V), x1 = F

-1
(y1)   F

-1
(V). Hence Y mΒ*c 

– T1 space 
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B العضمى والصغرى بأستخدام مجموعات  T1حول فضاءات 
*
c المفتوحه 

 

 

 

 العبد الله                       كرٌم فاضل العمريرعد عزٌز 
 جامعة القادسٌة

 كلٌة علوم الحاسوب وتكنلوجٌا المعلومات
 
 

 المستخلص :
-Maximal T1-space and Minimal T1 فً هذا البحث قدمنا دراسه حول خصائص الفضاء التبولوجً         

Space   بأستخدام المجموعهΒ
*
c-Open set  وأستنتجنا بعض المبرهنات والملاحظات والعلاقات بالنسبه للفضاء

MΒ
*
c-T1-Space  و mΒ

*
c-T1-Space  ودرسنا العلاقه بٌن الفضاء الأعظمMΒ

*
c-T1-Space  والفضاء

mΒالأصغر 
*
c-T1-Space  حٌث وجدنا أن كل فضاءmΒ

*
c-T1-Space  ٌؤدي الىMΒ

*
c-T1-Space  لكن العكس

 كذالك قدمنا دراسه حول الصفات الوراثٌه والصفات التبولوجٌه لهذا الفضاء . لاٌتحقق بصوره عامه .
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Abstract:  

         Let   be a ring. In this paper, a right  -module   is defined to be   -injective if 

    (  ⁄    )   , for any annihilator-small right ideal   of  . We characterize rings over 

which every right module is   -injective. Conditions under which the class of                              

  -injective right  -modules (    ) is closed under quotient (resp.  pure submodules, direct 

sums) are given. Finally, we study the definability of the class        
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1. Introduction  

 Throughout   is an associative ring with 

identity and all modules are unitary                       -

modules. If not otherwise specified, by a module 

(resp. homomorphism) we will mean a right  -

module (resp. right  -homomorphism). We use   -

Mod (resp. Mod- ) to denote to the class of left 

(resp. right)  -modules. If    , then  ( )  *  

      + (resp.  ( )  *        + )stands 

for the right (resp. left) annihilator of   in  . We 

will use    to denote the character module 

    (     ) of a module  . Let   (resp.  ) be a 

class of right (resp. left)   -modules. A pair (   ) 

is called almost dual pair if the class   is closed 

under direct products and summands, and for any 

left  -module       if and only if      [11, 

p. 66]. An exact sequence    
 
   

 
     of 

right  -modules is said to be pure if the sequence                         

      (   )      (   )  

    (   )    is exact, for every finitely 

presented right  -module   and we called that 

 ( ) is a pure submodule of   [18]. A right  -

module   is called   -injective if every 

monomorphism       is pure. A right  -

module   is called pure injective if   is injective 

with respect to all pure short exact sequences [18]. 

Recall that a subclass   of Mod-  is called 

definable if it is closed under pure submodules, 

direct limits and direct products [14]. A right ideal   

of a ring   is called small in   if         , for 

any proper right ideal   of   [8]. A right  -module 

  is called small injective if     (  ⁄    )   , 

for any small right ideal   of  . A right ideal   of   

is called annihilator-small (a-small) and denoted by 

      if for any right ideal   of   with       

  , then   ( )      [13].  

 

 

 

The sum of all the annihilator-small right ideals 

of a ring   is called the right    -ideal of a ring   

and denoted by    [13]. 

    We refer the reader to [1, 7, 8, 14, 18], for general 

background materials. 

    In section 2 of this paper, we introduce the class 

of   -injective modules. This class of modules lies 

between injective modules and small injective 

modules. We first characterize rings over which 

every module is   -injective. Over a commutative 

ring    we prove the equivalence of the following 

statements: (1)       (2) Every module is   -

injective. (3) Every principal a-small right ideal of   

is   -injective. (4) Every simple module is   -

injective and    
     Conditions under which the 

class of   -injective right  -modules (    ) is 

closed under quotient are given. For instance, we 

prove that the following statements are equivalent: 

(1) The class      is closed under quotient. (2) If 

      then   is projective. (3)      contains all 

sums of any two   -injective submodules of any 

module. Also, we show that the class      is closed 

under pure submodules if and only if all a-small 

right ideals in   are finitely generated if and only if 

all   -injective modules are   -injective. Finally, 

we give conditions such that any direct sum of 

modules in the class      is also belong to     . 

For instance, we prove that if    
   , then the 

following are equivalent. (1)    is a noetherian 

module. (2) The class       is closed under direct 

sums. 

    Section 3 studies the definability of the class 

    . It is shown that the following assertions are 

equivalent: (1)      is definable. (2) The class      

is closed under pure submodules and pure 

homomorphic images. 
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 (3) Every a-small right ideal in   is finitely 

presented. (4) A module        if and only if             

          Finally, we prove that if the class      

is a definable, then the following are equivalent. (1) 

The class of flat left   -modules and the class                       

*   -           (     )      + are 

coincide. (2) Each module in      is   -injective. 

(3) Each  pure-injective module in      is injective. 

 

2.   -Injective modules 

Definition 2.1. A module   is said to be 

annihilator-small injective (shortly,                     -

injective), if     (  ⁄    )   , for any 

annihilator-small right ideal   of  ; equivalently, if 

  is any annihilator-small right ideal in    then any                                      

 -homomorphism       extends to   . A ring 

  is said to be  right                           -injective if 

   is   -injective. 

    We will use      to denote to the class of   -

injective right  -modules. 

Examples 2.2.  
(1) It is clear that   -injectivity implies small 

injectivity, but   is a small injective   -module 

[17] and clearly, it is not   -injective. Thus the 

class of small injective modules contains 

properly the class of   -injective modules. 

(2) All injective modules are   -injective and 

generally the converse is not true, for example,  

let *  +    be a family of fields and let    

 ∏       be the ring product of     for all      

where addition and multiplication are define 

componentwise and let         . If   is 

infinite, then    is not itself injective by [8, p. 

140], but    is                 -injective, since 

      Therefore,   -injective module is a 

proper generalization of injective modules. 

 

 

   

Hence                where      (resp. 

   ) is the class of injective (resp. small 

injective) right  -modules. 

 

Remarks 2.3. 

(1) The two classes               are coinciding, 

when    is an integral domain, since all proper 

right ideals are a-small in any integral domain. 

(2) All finitely generated  -modules are not   -

injective and this follows from (1) and the fact 

that every non-trivial finitely generated  -

module is not injective [7, p.31]. Also, we have 

from [17, Theorem 2.8] that any  -module is 

small injective.  

(3) From (1) and [9, p.410], we have that any ring 

  is a field if and only if it is an    -injective 

integral domain. 

Proposition 2.4. The class of   -injective 

modules (    ) is closed under direct summands, 

direct products and isomorphic copies. 

Proof. Clear.           
                                                                                                                                                                                                                                                             
Theorem 2.5. Consider the following conditions 

for a ring  . 

(1)       

(2) All modules are   -injective. 

(3) All principal a-small right ideals of   are   -

injective. 

(4) All principal a-small right ideals of   are direct 

summand in     

(5) All simple modules are   -injective and 

   
     

Then (1) and (5) are equivalent and ( )  ( )  

( )  ( )  Moreover, if   is commutative, then (4) 

implies (1). 
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Proof. ( )  ( )   ( ) and                    ( )  

( ) are obvious.  

( )  ( ). Let      , where      By 

hypothesis,    is   -injective and so there is a 

homomorphism        such that       , 

where            is the identity homomorphism 

and        is the inclusion mapping. Thus    is 

a direct                 summand in       

( )  ( ). Let   be a commutative ring. Assume 

that       thus there is (  )    . By 

hypothesis,    
    and hence Lemma 1 in [13] 

implies       . By hypothesis,    is a direct 

summand in    and hence there exist a right ideal 

  with        . Since          ( )      

Since       , we have  (    )   (  )  

 ( ) and hence  (  )     Thus     , a 

contradiction. Therefore,       

( )  ( )Assume that       thus there is 

(  )    . If      ( )     then     ( )  

   for some maximal right ideal   of  . Thus     is 

a simple right   -module. By hypothesis,             

is an   -injective module. Define                           

         by  (  )       Clearly,   is a 

well-defined right  -homomorphism. By   -

injectivity, there exist     with           

and hence         Since      and    is a two 

sided ideal (by [13, Theorem 9 (1)]), we have  

    . Thus    , a contradiction. Therefore, 

    ( )                               Since    
    (by 

hypothesis),  ( ( ))   , so that  ( ( ( )))   . 

By [1, Proposition 2.15, p.37],  ( )    and hence 

   , a contradiction. Thus                    

 

    Recall that a ring   is called regular if for any 

     there is an element     such that       

[8] 

 

 

Corollary 2.6. If   is a commutative regular 

ring, then every module is               -injective and 

      

Proof. By [8, Theorem 10.4.9, p. 262] and 

Theorem 2.5.                                                     

    It is not true in general that if        then   is 

a projective right  -module, for example, if      

and     , then       but it is not projective 

right          -module. 

Theorem 2.7. For a ring    the following are 

equivalent. 

(1) If        then   is projective. 

(2) The class      is closed under quotient. 

(3)      contains all quotients of injective 

modules. 

(4)      contains all sums of any two          -

injective submodules of any module. 

(5)      contains all sums of any two injective 

submodules of any module. 

Proof. ( )  ( ) and ( )  ( ) are obvious. 

( )  ( ) Let       be any epimorphism, 

where   is an   -injective module and   is any 

module. Let       be any homomorphism, 

where        By hypothesis,   is projective and 

hence there is a homomorphism       such that 

    .                         By   -injectivity of  , there 

is a homomorphism       with       where 

      is the inclusion mapping. Put   

      , so that             and hence 

  is an   -injective module. 

( )  ( ) Let      . Let       be an 

epimorphism (where   is an injective module) and 

      a homomorphism. By hypothesis, 

       and hence there is a homomorphism 

      with       where       is the 

inclusion mapping. By projectivity of   , there is a  
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homomorphism       such that      . Let 

 ̃     be the restriction of   over  . Clearly, 

  ̃    and hence from Proposition 5.2.10 in                   

[2, p.148] we get that   is projective. 

( )  ( ) Let    and    be two                    -

injective submodules of module  . By Proposition 

2.4,              Since       is a 

homomorphic image of      ,  we have 

          , by hypothesis. 

( )  ( ). By similar argument as in the proof of 

Theorem 2.14  (( )  ( )) in [12].         

Proposition 2.8. For a ring    consider the 

following conditions. 

(1) Every module is   -injective. 

(2)    is   -injective and the class      is closed 

under quotient. 

(3) For any      if         then there is     

such that        

Then ( )  ( )  ( ) and if   is commutative, 

then (3) implies (1). 

Proof. ( )  ( )  Clear.  

( )  ( ). Let     such that       . Since  

     is closed under quotient (by hypothesis),    is 

projective, by Theorem 2.7. Define        by 

 ( )      for all      Clearly,   is an 

epimorphism, so that there is a homomorphism 

       with   ( )     for all       Since    

is   -injective (by hypothesis), there is                                   

a homomorphism       such that       where 

       is the inclusion mapping. Thus   

 ( ( ))   ( ( ))       where    ( )     

( )  ( )  Suppose that   is a commutative ring. 

Let         where      By hypothesis, there is 

    with        Let       Clearly,    is an 

idempotent of   and      , so that    is a direct 

summand of   . Therefore, the result follows by 

Theorem 2.5.                                                                                                                                     

 

 
Proposition 2.9. For a ring    the following are 

equivalent. 

(1) All a-small right ideals in   are finitely 

generated. 

(2) The class       is closed under pure 

submodules. 

(3) All   -injective modules are                  -

injective. 

Proof. ( )  ( )  Let        and   a pure 

submodule of  . Let      ,                          thus 

the hypothesis implies that   is finitely generated 

and so   ⁄  is a finitely                presented. Hence 

the sequence      (  ⁄   )   

    (  ⁄    ⁄ )     is exact. By [6, Theorem 

XII.4.4 (4), p. 491], the exact sequence                     

    (  ⁄    )      (  ⁄    ⁄ )  

    (  ⁄   )      (  ⁄   ) and so 

    (  ⁄    )   . Thus,         and hence the 

class       is closed under pure submodules.   

 ( )  ( )  If   is any   -injective module, then 

  is a pure submodule of an                  -injective 

module. By hypothesis,       . 

( )  ( )  Let       and       a 

homomorphism, where   is an                           -

injective module. By hypothesis,   is   -injective 

and hence   extends to     By [4],   is finitely 

generated.                                                                                                                                            

Corollary 2.10. If each a-small right ideal in a 

ring   is finitely generated, then the class       is 

closed under direct sums. 

Proof. Let *      + be a subclass of     . By 

Proposition 2.4, ∏          . By [14, Proposition 

2.1.10, p. 57],        is a pure submodule in 

∏      and hence            , by Proposition 

2.9.                                                                                                                                                                                                                                                                                                                                                                                                                                                       
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Theorem 2.11. For a ring    consider the 

following conditions. 

(1)    is a noetherian module. 

(2) The class       is closed under direct sums. 

(3)    is   -injective, for any                          -

injective module   . 

(4)    is   -injective, for any injective module 

  . 

Then ( )  ( )  ( )  ( )  and if     
   , 

then ( )  ( )  

Proof. ( )  ( ) and ( )   ( )  are clear. 

( )  ( ). By [13, Theorem 9(1)] and Corollary 

2.10. 

( )  ( )  Let     
    and let          be 

a chain of right ideals of   with      .  Let 

      
   , where     (   ⁄ ). For every    , 

put    ∏   
       4∏    

   

   5, thus    is 

injective. By hypothesis,                              
    

(    
   )  4    

 ∏    
   

   5 is   -injective. By 

Proposition 2.4,   is    -injective. Define 

        
    by  ( )  (    ) . Clearly,   is 

a well-defined homomorphism. By hypothesis, 

   
    and hence Lemma 1 in [13] implies that  

    
   

 
   . Thus   extends to a homomorphism 

      and hence  ( )      
  (   )⁄  for                     

some    , since   is finitely generated. Then 

 (   
 
   )      

  (   )⁄ .                                  

So, if      
 
   , then      for all    , and 

hence    
 
        . Therefore, the chain    

     terminates at      and hence    is a 

noetherian module.                                                                                                                             

Corollary 2.12. If     
   , then the following 

are equivalent. 

(1)    is a noetherian module. 

(2) Direct sum of injective modules is       -

injective. 

 

 

 

Lemma 2.13. If   satisfies ACC (ascending 

chain condition) on a-small right ideals of  , then 

   
    

Proof. Let   *       +. Thus   has a 

maximal element, say   (by Zorn’s lemma). Since 

   ∑     , it follows that       and so 

   
                                                                                                                                                                                                                                                                                                                                            

Proposition 2.14. For a ring    the following are 

equivalent. 

(1)    satisfies ACC on a-small right ideals. 

(2)    is a noetherian  -module. 

(3)    is   -injective, for any injective module 

   and    
     

Proof. ( )  ( ).  Let         be a chain 

of right ideals of   in      By Lemma 2.13, 

   
     By [13, Lemma 1],    are a-small right 

ideals. By hypothesis, the chain         

terminates and hence    is a noetherian  -module. 

( )  ( ). By  [13, Theorem 9(1)]. 

( )  ( ). By Theorem 2.11 and          Lemma 

2.13. 

( )  ( ). By Theorem 2.11.            

                                                                                                                                                                                                          

3. Definability of the class       

    For any class   of right  -modules, we will set 

   *   Mod-    is a pure submodule of a 

module in  + and     *   -       

    (     )   +  

Proposition 3.1. The pair ((    )
      ) is an 

almost dual pair over a ring  . 

Proof. By proposition 2.4, the class      is closed 

under direct summands and direct products. By [11, 

Proposition 4.2.11, p.72], the pair ((    )
      ) 

is an almost dual pair over a ring  .                                                                                                                                   
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Corollary 3.2. Consider the following conditions 

for the class      over a ring  . 

(1)  The class      is definable. 

(2)  (     (    )
 ) is an almost dual pair over a 

ring    

(3)  (    )
  (    )

 . 

(4)  (    )
       . 

(5)  The class      is closed under pure 

homomorphic images. 

      Then ( )  ( ), ( )  ( ),  ( )  ( ) and 

( )  ( ). Moreover, if all a-small right ideals in   

are finitely generated, then all five conditions are 

equivalent. 

Proof. ( )  ( )  By Proposition 3.1 and [11, 

Proposition 4.3.8, p. 89]. 

( )  ( )  Since      is a definable class, it is 

closed under pure submodules and hence (    )
  

    . Since ((    )
      ) is an almost dual (by 

Proposition 3.1), it follows from [11, Theorem 4.3.2, 

p.85], that (    )
  (    )

   

( )  ( )  By [14, 3.4.8, p. 109]. 

( )  ( )  By Proposition 3.1 and [11, Theorem 

4.3.2, p.85]. 

( )  ( ) and ( )  ( ). Suppose that all a-small 

right ideals in   are finitely generated. By 

Proposition 2.9, the class      is closed under pure 

submodules and hence (    )
      . Thus the 

results follow from [11, Theorem 4.3.2, p.85].                             

 
Corollary 3.3. If every   -injective modules is 

pure-injective, then the following statements are 

equivalent for a class      over a ring  . 

(1)       is definable. 

(2)       is closed under direct sums. 

(3)  (    )
      . 

(4)  Each a-small right ideal in   is finitely 

generated. 

 

 

Proof. The equivalence of ( ) ( ) and ( ) follows 

from Proposition 3.1 and [11, Theorem 4.5.1, 

p.103].  

( )  ( )  By Proposition 3.1, Proposition 2.9 and 

[11, Theorem 4.5.1, p.103].                                                                                                                                        

Lemma 3.4. A left  -module   (    )
  if 

and only if      (     )   , for any a-small right 

ideal   of a ring  . 

Proof. Let   be a left  -module and      . By 

[5, Theorem 3.2.1, p.75],                       (  

    )  (    (     ))
   so that     (     )  

  if and only if        . Hence (R        ) is 

an almost dual, where R    *   -Mod  

    (     )   , for any a-small right ideal   of 

 +. By [11, Proposition 4.2.11, 

p.72],(    )
  R   .                                                                                                                                      

        A right  -module   is called  -presented if 

there is an exact sequence                

   , with each    is a finitely generated free right                 

 -modules [3]. 

Theorem 3.5. The following statements are 

equivalent for a class      over a ring  .   

(1)      is definable. 

(2) The class      is closed under pure submodules 

and pure homomorphic images. 

(3) Every a-small right ideal in   is finitely 

presented. 

(4) A module        if and only if     

(    )
   

(5) A module        if and only if            

Proof. ( )  ( )  By [14, 3.4.8, p. 109]. 

( )  ( )  Let   be any   -injective module, thus 

there is a pure exact sequence    
 
  

 
        where   is an injective right  -

module. By hypothesis,              
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Let      , thus     (       )     By [6, 

Theorem 4.4 (4), p. 491], the sequence   

    (  ⁄    ⁄ )      (  ⁄   )  

    (  ⁄   )    is exact and hence 

    (  ⁄   )   . By [13, Theorem 4.4 (3), p. 

491],                         the sequence 

      (   )      (   )  

    (  ⁄   )          is exact, so that 

    (   )     By hypothesis,      is closed 

under pure submodules, so that   is finitely 

generated by Proposition 2.9 and hence [4, 

Proposition, p. 361] implies that   is finitely 

presented. 

 ( )  ( )  Let         Let      , thus   is 

finitely presented (by hypothesis) and hence there is 

an exact sequence   
        
→     

        
→      , where 

      are finitely generated free right           -

modules. Let      ,where       is the 

inclusion mapping, thus the sequence   
        
→     

       
→   

       
→    ⁄    is exact, where       ⁄  

is the natural epimorphism. Hence   ⁄  is a                             

2-presented module, so that from [3, Lemma 2.7 (2)] 

we have     (  ⁄    )  (    (  ⁄   ))     

By Lemma 3.4,    (    )
  and hence 

(    )
  (    )

 . By hypothesis, every a-small 

right ideal in   is finitely generated, so that      is 

closed under pure submodules by Proposition 2.9. 

By Theorem 3.2,      is a definable class. 

( )  ( )  By Corollary 3.2, (     (    )
 ) is an 

almost dual pair and hence a module        if 

and only if     (    )
   

( )  ( )  By hypothesis, (    )
  (    )

   By 

Corollary 3.2, (    )
         Hence for any right 

 -module  , if       , then            

Conversely, if           then    (    )
   By 

hypothesis,         

 

 

 

( )  ( )  Let   be a   -injective module, thus 

there is a pure exact sequence       

        where   is an injective right  -

module. By [18, 34.5, p.286], the sequence      

     (   )     is split. By hypothesis, 

         and hence           By hypothesis, 

       so that      is closed under pure 

submodules by Proposition 2.9. Thus      is 

definable class by Corollary 3.2.                                                   

    Note that if the class      is closed under pure 

submodules, then (    )
        Thus we have 

the following corollary. 

Corollary 3.6. The class      is a definable if 

and only if it is closed under pure submodules and 

the class (    )
  is a definable. 

Corollary 3.7. If the class      is a definable, 

then the following are equivalent. 

(1) The class of flat left  -modules and the class 

(    )
  are coincide. 

(2) Every module in      is   -injective. 

(3) Every pure-injective module in      is 

injective. 

Proof. ( )  ( )  Let       , thus    

(    )
  by Corollary 3.2. By                  hypothesis, 

   is a flat left  -module and hence Proposition 

3.54 in [15, p.136]              implies that     is 

injective. Since   is a pure submodule in       we 

have   is                   -injective by [18, 35.8, 

p.301]. 

( )  ( )  Let   be any pure-injective module in 

      Let                 be any exact 

sequence. By hypothesis,   is   -injective. By [16, 

Proposition 2.6], the sequence    is pure and hence 

pure-injectivity of   implies that the sequence   is 

split by [18, 33.7, p. 279] . Therefore,   is injective. 
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( )  ( )  Let   be a flat left  -module, thus 

    (   )   , for any right                       -

module  .  By Lemma 3.4,   (    )
 . 

Conversely, if   (    )
 , then        . By 

[14, Proposition 4.3.29, p. 149],    is a pure 

injective module. By hypothesis,    is injective and 

hence   is flat by [10, Theorem, p.239].                                                    
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 صنف من المقاسات الأغمارٌة الصغٌرة

 
 

 عقٌل رمضان مهدي
 التربٌة/ قسم الرٌاضٌاتجامعة القادسٌة/ كلٌة 

 المستخلص:

 𝐴𝑆 –عرف لٌكون اغماري من النمط  𝑅على الحلقة  𝑀حلقة. فً هذا البحث المقاس الاٌمن  𝑅لتكن        

𝑅)    اذا كان  𝐾⁄  𝑀) تشخٌص الحلقات التً   𝑅 من الحلقة  𝐾مبطل اٌمن  -لأي مثالً صغٌر    

. الشروط التً بموجبها ٌكون صنف المقاسات 𝐴𝑆 –ٌكون كل مقاس معرف علٌها هو اغماري من النمط 

مغلق تحت القسمة )بالنسبة الى: المقاسات  )𝑅 )𝐴𝑆𝐼𝑅الٌمنى على الحلقة  𝐴𝑆 –الأغمارٌة من النمط 

 ).𝐴𝑆𝐼𝑅(رس قابلٌة التعرٌف للصنف الجزئٌة النقٌة، الجمع المباشر( قد اعطٌت. اخٌراً، ند
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Abstract 

     The system proposed in this paper design a system of intelligent reservoir " 

water level sensor" helps reduce thewaste percentage of water. Through the 

automatic control and control of the water level by determining the water 

proportion of the reservoir in terms of emptiness and fullness and is carried out 

using the concept of artificial intelligence with micro controls, where the use of a 

simple and cheap control is arduino and is stored and stored information is written 

in IDL program to determine the percentage of fullness and lack Depending on 

the need of the user of the reservoir with the management of electronic parts 

associated with the Arduino to fill the tank when it is free of water and stop the 

filling process when reaching the specified level of fullness while monitoring the 

level of water during use.  

This system can be applied at the level of tanks reservoirs Cities and irrigation 

tanks and reservoirs for agricultural land with the development of electronic parts 

used in the control system to achieve the desired goal in preserving the amount of 

safe water for drinking and non-potable. 
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1. Introduction 
Because many countries of the world suffer from 

problems of low water quantity, it is important to 

manage water level in a modern way in all areas 

of life in agriculture and industry and reduce 

waste [1][2].  

And to achieve intelligent water management 

both at the level of dam reservoirs or at the level 

of reservoirs with local use for individuals in 

homes or water reservoirs for irrigation in 

agricultural lands that do not rely on rain water 

throughout the year[3]. The importance of 

intelligent control and management of the level of 

water in the reservoirs, which is of economic 

importance in preserving water and not wasting 

it, is mentioned[4]. In addition, this system helps 

in the industrial side to monitor and follow up the 

level of different types of dangerous fluids, which 

are preferred to follow them[5][6]. 

It is possible to achieve the level of water 

monitoring in a number of highways, which 

require many equipment, but in the system used 

in this paper is explained a simple system of 

control depends on the tools available and cheap, 

including sensors and ultrasonic sensor to 

monitor the water level in the tank Water-level 

ultrasonic and water level recording on the LCD 

screen to monitor the water level and use 

Bluetooth to send information about the water 

level of the screen by mobile phone, but the use 

of Bluetooth to monitor a certain distance 

commensurate with the extent of the Bluetooth 

broadcast . 

 It is also possible to control the filling of the tank 

when the water is connected to the access and 

stop the flow of water in the tank when it reaches 

the full extent specified by connecting the water 

supply and sensor and the screen of the plug and 

the Bluetooth chip by Arduino, which is fed 

information about the water level required in the 

reservoir in terms of fullness The library has been 

written in c language for each electronic part of 

the parts associated with Arduino to organize the 

work between the parts and achieve the desired 

goal of intelligent reservoir management and 

knowledge of water level in the reservoir and the 

optimal use of water and non-waste[7][8]. 

In this paper will show the following parts . At 

the first part' the basic concepts of system design'. 

Second part focuses on' design and 

implementation'. Third part deals with ' Design 

and Implementation part '.  Fourth part describes 

conclusion and future work.  

 

 

 

 

 
2. ' The Basic Concepts of System 

Design': 
In this section, the basic parts that aggregated 

together to create the intelligent tank system and 

water level control will be explained below: 

2.1'Water level monitor': 
Water level monitor is consist of (LCD and 

cellular devices by using Bluetooth technique) 

 Monitoring by LCD: A 'liquid-crystal display' 

(LCD) is a flat electronic screen that produces 

light from liquid crystals that cannot send 

light directly so it uses a reflector to produce 

monochrome images. LED screens consist of 

7 parts and use technology similar to the 

technology used in digital clocks. And 

displays arbitrary images or fixed images with 

low information content such as on the 

computer screen. However, other displays 

have larger elements than arbitrary images 

with a large number of pixels[9]. 

LCD interference in many applications such as 

TV sets, indoor and outdoor signs, and cockpit in 

aircraft And enter into mobile devices such as 

smart phones, watches, digital cameras, manual 

calculator. The sizes of the screens range from 

small to large, such as small digital clocks and 

large TV screens.  

Because the LCD monitors do not use 

phosphorus, the fixed image does not burn if 

exposed for a long time on the screen, such as the 

inner mark of the aircraft table. LCDs are the 

best-selling CRT monitors for low power 

consumption. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1:  Screen Shot of LCD 
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 Monitoring by Bluetooth :'Bluetoothis a 

wireless technology'found in mobile devices and 

computer peripherals is easier than WIFI .It  is 

able to access the signal emanating from the 

devices in a short distance. Anyone can access 

Bluetooth because it is unauthorized. The 

frequencies that  use in Bluetooth are '2.4 to 

2.485 GHz band' . 

 

Figure 2: Bluetooth 

 

2.2 'Water level Sensor ' : 

"Water level Sensor is consist of (Ultrasonic 

Sensor ) 

The Ultrasonic Sensor sends out  sound in a high-

frequency pulse and then times how long it takes 

for the echo of the sound to reflect back. The 

sensor has 2 openings on its front. One opening 

transmits ultrasonic waves, (like a tiny speaker), 

the other receives them, (like a tiny microphone) 

[10]. 

The speed of sound is approximately 341 meters 

(1100 feet) per second in air. The ultrasonic 

sensor uses this information along with the time 

difference between sending and receiving the 

sound pulse to determine the distance to an 

object. It uses the following mathematical 

equation: 

'Distance = Time x Speed of Sound divided by 2' 

'Time = the time between when an ultrasonic 

wave is transmitted and when it is received' 

You divide this number by 2 because the sound 

wave has to travel to the object and back. The 

HC-SR04 Ultrasonic Sensor (shown in fig.3) is a 

very affordable proximity/distance sensor that has 

been used mainly for object avoidance in various 

robotics projects . It essentially gives your 

Arduino eyes / special awareness and can prevent 

your robot from crashing or falling off a table. It 

has also been used in turret applications, water 

level sensing, and even as a parking sensor. This 

simple project will use the HC-SR04 sensor with 

an Arduino and a Processing sketch to provide a  

 

 

 
neat little interactive display on your computer 

screen"[11]. 

 
Figure 3. HC-SR04 sensor 

 
"It has 4 pins ( Vcc , Trig , Echo , GND )" 

"Vcc : Connects to 5V of positive voltage for 

power" 

"Trig : A pulse is sent here for the sensor to go 

into ranging mode for object detection" 

"Echo : The echo sends a signal back if an 

object has been detected or not , if a signal is 

returned an Robjects has been detected , if not , 

no objects has been detected". 

"GND: complete electrical pathway of the 

power" 

Electrical specifications: 
"Working Voltage              5V DC" 

"Working Current              15 mA" 

"Working Frequency         40 Hz" 

"Max Range                         4 m" 

"Min Range                          2 cm" 

"Measuring Angle               15 degree" 

"Trigger Input Signal           10 uS TTL pulse" 

"Echo Output Signal             Input TTL level 

signal and the range in proportion" 

"Dimensions                          45*20*15 mm" 
 

2.3 'Water level controller' : 
Water level control is consist of (Arduino 

microcontroller ) 

 The Arduino is the best  microcontroller 

because it's easy to use and powerful board. 

Arduino is like a small computer achieve 

interact and control electromechanical 

devices[12]. Arduino works much better 

than a conventional desktop computer. 

Technically, arduino uses an "open source 

software platform" the system depend on a 

control board microcontroller (arduino) and 

Arduino IDEprogramas development 

environment for the' writing software'.  
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 The strength of Arduino  is in noticeable 

ability to management with other electronic 

parts, such as 'switches' or 'sensors', and use 

them to gain different data such as 

temperature or light intensity, furthermore 

being very effective in Control of 'motors', 

'LEDs', 'lamps' and many other electronic 

parts. the execute of any Arduino projects  

via the 'computer-link' and perform a 

transaction on the device or the software can 

be run independently[13]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4:- 'Arduinouno' 

 
"The Arduino has Characteristics make its  

potential is high and the able to control various 

electronic parts and software  The arduinoorder  

is designed to meet the needs of all, 

'professionals, professors and students' .these 

Characteristics comprise ('Simplicity,'Cheap 

Price','Open Source hardware','Open Source 

Software').and there are more types for arduino 

('ARDUINO UNO','ARDUINO 

NANO','ARDUINO LILYPAD','ARDUINO 

MEGA 2560','ARDUINO MINI','ARDUINO 

BT')." 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5:- types of Arduino 

In this paper Arduino Uno (shown in Fig.3) was 

used as the development board to run the 

intelligent tank  because  it is a simple, 

inexpensive board with limited resources can be 

used to implement complex and intelligent tasks. 

Here used with pumper ,relay and LCD. 

 

 Relay 

"A relay is defined as an electrically controlled 

device that opens and closes electrical contacts, 

or activates and deactivates operation of other 

devices in the same or another electrical circuit.  

Two types of relay technology are available, 

mechanical and solid state. A mechanical relay is 

essentially a combination of an inductor and a 

switch, where the  

 

Figure 6:-" magnetic relay" 

 
electromagnetic force of the inductor causes a 

switch to change position. A solid state relay 

accomplishes the same function with 

semiconductor devices changing impedance to 

effectively activate or deactivate a circuit open or 

closed. This document is intended to be a general 

guide to aid the designer in the appropriate 

selection of a relay for the intended application. 

Detailed information on the selection and use of 

relays can be found in MIL-STD-1346."[14] 
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 Water pump 

It is a device that depends on the mechanical 

movement of fluid transport. The pumps are 

divided into three types according to the way the 

pump moves the liquid: direct lifting, 

displacement and gravity pumps. Pumps operate 

by energy consumption to perform mechanical 

work by moving the liquid. The pumps operate 

according to many sources of energy, including 

manual operation, electricity, motors and wind 

power.It is  come in many sizes, from 

microscopic for use in medical applications to 

large industrial pumps. 

Mechanical pumps serve in a wide range of 

applications such as pumping water from wells, 

aquarium filtering, pond filtering and aeration, in 

the car industry for water-cooling and fuel 

injection, in the energy industry for pumping oil 

and natural gas or for operating cooling towers. 

 

 
Figure 7:- Water pump 

 

3.Implementation and Design :- 
The goal of this paper is satisfy  intelligent  

controlling on the electrical parts that’s connected 

by microcontroller 'Arduino' to create smart tank. 

The part of smart execute by programming code 

written in 'C programming language' and feed 

inside 'Arduino'as a kind of artificial intelligence. 

3.1 Flowchart for Intelligent tank and 

Table : This flowchart show the procedure of  

the work. 

 
Table 1:- The cases for Intelligent tank 

 

 

 

 
 

Figure 8:-flowchart for Intelligent tank 
 
 

3.2 The Modules for Intelligent tank: 

 

The paper contain three primary modules : 

1.'Water level monitor'  

2.'Water level sensors' 

3.'Water level controller' 

 

We use these components to managing the 

amount of water in the tank depend on the 

measurement of water level in the tankby using 

Ultrasonic Sensor that measure the distance 

between the sensorand Surface of the waterand 

Follow up readings by the LCD and 

mobilescreen.This monitor devices connected 

with Arduino  (microcontroller) that control on 

the level of the water on the tank by matching the 

measures that come from theUltrasonic 

Sensorwith the data saved  inside Arduino by set 

of orders written by' C programming language' as 

a type of artificial intelligence.  
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When the tank supervises the water-free level 

according to the user-defined level, the controller 

activates the associated water to fill the tank. In 

case water reaches the specified level of fill, the 

microcontroller gives the pump order to a 

stopover. Which helps to solve the problem of 

waste water and avoid the consequent economic 

losses. 

 

 
 

Figure 9:-Intelligent tank 
Here use (HC-SR04Ultrasonic) to send and 

receive the ultrasonic waves and calculate the 

speed of waves and the time arriving  (receive) by 

calculate the distance between the sensor and the 

water to know the water level. 

 

3.2 Integrated development 

environment  
Arduino is programmed through a special 

program called the Integrated Development 

Environment Brief for (IDE) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

             Figure 10:-Arduino Interface 
 

 

 

3.3 Link method: 
Connects common  the variable resistance with 

pin3(V0)  of the crystal and the rest of the sides 

with the VCC and Gn arduino, lcd pins RSS and 

RDD is feed from  Gn and vccarduino ,also lcd 

pin4(RS) connected with pin4 for arduino , lcd 

pin5 (RW) with Gn,lcd pin 6(E) with arduino 

pin3  ,and lcd pins  D4, D5, D6, and D7, 

respectively with arduino  pin4, pin5, pin6, and 

pin7. In addition, the cathode lcd is connected to 

the Gn and anode with Vcc. The relay input (IN1) 

is connected  with the pin 8 of the arduino and 

series with led and the buzzer , either the water 

pump is connected one wires  with 220v source 

dirctly and  other with  the relay(NC)  and 

common relay with 220v,  finally the HC-SR04 

sensor connects the echo input with the pin12, the 

trig input with the pin11, the vcc and the ground 

with Feed the Arduino. As well as connect VCC 

and Bluetooth to the ground with arduino feed 

and RX ,TX  with RX, TX for arduino 

respectively. 
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Figure 11:-Link method for components 

 

3.3.2 Pumping and discharge 

Perform water pumping and discharge in 

one 

 
 

Figure 11:- Water Pumping and Discharge 
 
CONCLUSION 
Due to the importance of water in the life of 

living organisms, can  note that this paper 

focuses on the work of a control system that 

works accurately and automatically control 

the level of water in the reservoir, which 

prevents loss of water and the impact on the 

life of living organisms, industry, agriculture 

and affect the economy of countries. The 

proposed system is cheap and simple and 

has been successfully tested in the 

laboratory. 

 

 

 

As a future view in this subject we can 

connect this system with internet and send 

the information from the Sensor to the 

database in the server and control on it by 

using mobile . 
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 خزان ذكي )متحسس مستوى الماء( وبناء تصميم

 

 

 براء إسماعيل فرحان

 المعلومات اكلية الحاسوب و تكنولوجي

 جامعة واسط
 

 المستخلص :

المقترح فً هذه الورقة تصمٌم نظام خزان ذكً متحسس لمستوى المٌاه الذي ٌقل لنسبة الهدر فً المٌاه  النظام 

التلقائً و السٌطرة على مستوى المٌاه و ذلك بتحدٌد نسبة الماء فً الخزان من حٌث الخلو و من خلال التحكم 

الامتلاء وٌنفذ ذلك باستخدام مفهوم الذكاء الاصطناعً مع المسٌطرات البسٌطة حٌث ٌتم استخدام مسٌطر بسٌط 

نسبة الامتلاء والخلو  دلتحدٌ IDLو رخٌص ٌتمثل بالاوردوٌنو  وٌتم خزن معلومات كاملة تكتب فً برنامج

حسب حاجة مستخدم الخزان مع إدارة القطع الالكترونٌة المرتبطة مع الاردوٌنو لملًء الخزان عند خلوه من 

الماء و إٌقاف عملٌة الملًء عند الوصول إلى المستوى المحدد للامتلاء مع مراقبة مستوى المٌاه إثناء 

توى خزانات المنازل و خزانات المدن وخزانات الري وٌمكن تطبٌق هذا النظام على مس الاستخدام .

للأراضً الزراعٌة مع تطوٌر القطع الالكترونٌة المستخدمة فً نظام السٌطرة لتحقٌق الهدف المنشود فً 

 الحفاظ على كمٌة المٌاه الصالحة للشرب والمٌاه الغٌر صالحة للشرب .
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Abstract  

     The research is devoted to the analysis of page loading time, which is an important 

indicator for any web-site. As a rule, the sites are hosted on web-servers with certain 

characteristics. The users interact with the environment is largely aggressive and uncertain 

(external threats such as penetration, denial of service, the introduction of code into the 

language of structured SQL queries, etc.). It should be noted that there are the 

uncertainties generated by hardware and software are also important. Any site can be sub-

is influenced by the influence of the external environment and various subsystems of 

servicing the functions of web-sites, which leads to occurrence of contingencies and 

generates uncertainty of his work. The degree of uncertainty is cannot always be assessed 

on the basis of statistical material alone. This leads to an increase in the number of 

methods and means of intellectualizing the performance of evaluations on the basis of 

methods of artificial intelligence, and methods based on the use of fuzzy estimates. The 

assessment of the security status of Internet sites as poorly formalized objects on the basis 

of fuzzy logic methods considered in the article is implemented in the form of technology 

for assessing the states of reliability of a web site. The proposed approach allows a more 

flexible adaptation to the particular problem and allows diagnosis object already in the 

step of calculating an integral index of reliability. Flexibility is achieved due to the fact 

that the state of reliability can be estimated At once on several reliability indicators. 

Keywords— fuzzy logic, methods of system analysis, metrics, analysis and features of a 

web-site. 
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Introduction  

         Currently, information systems (IS) are 

actively developing, including the intellectual 

ones. An important link in the development of 

information technologies are web-sites, which 

number is more than 4 billion [1-3], and their 

number is growing rapidly. Therefore, the 

analysis of the quality and reliability of the 

created and operated programs, the underlying 

requirements for the work of web-sites are special 

requirements. Web-sites depending on the 

location of elements (pages, sections, navigation) 

and their relationship with each other can have a 

different structure [4]. The key ones are linear, 

hierarchical and lattice. In the design, 

development and operation of a web site as an 

information resource, the main criteria and 

indicators evaluation of its quality, reliability and 

efficiency. 

 

Description of the metrics of websites 

      The selection of the best characteristics, 

which are included in the basis of the web 

application, implies the use of such a thing as 

"metrics". Basically, the metric represents a 

numerical characteristic of the system. When 

these characteristics are formed, various factors  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

are taken into account [6]. The most common 

ones are the mean time between failures MTBF 

(ms), access (%), delay (ms), channel bandwidth 

(Kb), time to the first byte TTFB (ms), DNS 

domain server search time (ms ), redirection of 

the universal URL resource pointer, the number 

of HTTP requests, the size of the main page (Kb), 

the connection time (ms). There are three types of 

metrics for assessing web-sites: server, user and 

network. 

Server metrics allow you to determine the system 

resources used and the possibility of resource 

conflicts. These metrics are aimed at tracking the 

resources of the machine level, such as network, 

memory, processor and disk utilization. They 

give an idea of the internal conflicts that underlie 

the computer. Allocate the hardware and software 

metrics of the server systems (see table 1 and 

table 2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table (1) Hardware metrics of server appliances 

 

Metrics Calculation / Range Comment 

Latency - Waiting time before sending data or the time 

at the beginning of the transfer. 

The shorter portion of the transmitted data, 

the more frequently occurs latency. 

The transmission speed is characterized by 

the maximum channel capacity at large 

portions of the transmitted data, while the 

costs for latency are reduced 

Mean time between 

failures MTBF 

𝑻𝒖

𝑵𝑬
 

, where TU is the total 

working hours; 

NE - number of failures 

The metric of the work of equipment, set by 

the manufacturer. 

Due to the reliable operation of modern 

computer equipment, this metric is missing 

from some manufacturers or is given as a 

lifetime warranty 

Network tracking 

indicator 
 𝑻𝒅
𝑻
   

where Td is the operating 

time; T - total time 

Describes the time of the system. 

Similar to the MTBF metric, but only 

provides network maintenance problems 

Site volume - Number in Kb 

Number of I / O 

operations 

SD * ND, where SD is the I / 

O disk speed, ND is the 

number of disks 

 

Time to first byte TTFB TFB The required wait time before the first byte of 

the requested resource arrives from the server 

after sending the HTTPGET request 
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You can track metrics to determine performance 

and reliability aspects: It is necessary to be aware 

of the interdependence between the system 

indicators and the application load. Probably, the 

system will need additional hardware resources 

(real or virtual). In the case of constant load, data 

values increase metrics. This may be due to 

external causes: background tasks, constantly 

running tasks, network activity or input / output (I 

/ O) devices.  

WebPageTest.org defines TTFB as the browser 

wait time until the first byte of the requested 

resource is received, which begins after the DNS 

lookup time and connection time [7]. Some 

sources combine DNS time, connection time, and 

latency in the TTFB metric, since TTFB 

represents the amount of time required to respond 

to the server and create a web page. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure (1) shows the TTFB value of 124 ms, 

which is essentially perfect. Typically, the 

optimal TTFB should be in the range of 5-180 

ms. It is considered that the web page is slow if it 

has a large TTFB, since the start time of the 

display will be delayed. This is a form of 

feedback used to evaluate web sites for 

effectiveness research. It should be noted that 

(uodiyala.edu) loads most of the components, 

such as Java Script JS, CSS style sheets, Flash 

animation, not immediately, so the website's 

delay is minimal. The delays of the web page are 

mentioned in different sources [2, 6]. Metrics 

(Figure 1) are as follows: 

* DNS lookup time- the time to search for the IP 

address for the corresponding domain; 

* Connection time - the time required to establish 

a TCP connection; 

* Timeout - waiting time until the first byte is 

received after the connection is established; 

* Content downloads time - the time it takes to 

download the entire object. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table (2) Software metrics of server systems 

Metrics Calculation / Range Comment 

Number of threads NTh Multithreading 

Replication delay Tр Parameter - time in ms 

 

 
Document Complete Fully Loaded 

 

Load 

Time 

First 

Byte 

Start 

Render 

User 

Time 

Speed 

Index  

Time Requests 
Bytes 

In 
Time Requests 

Bytes 

In 
Cost 

 
120.050s 0.277s 2.193s 0.526s 29970 - 0 

9,169 

KB 
120.050s 107 

9,169 

KB 
$$$$$ 

 URL: http://www.uodiyala.edu.iq/ 

Host: www.uodiyala.edu.iq 

IP: 94.228.39.10 

Error/Status Code: 200 

Priority: Very High 

Client Port: 65115 

Request Start: 0.135 s 

DNS Lookup: 27 ms 

Initial Connection: 107 ms 

Time to First Byte: 124 ms 

Content Download: 479 ms 

Bytes In (downloaded): 47.6 KB 

Uncompressed Size: 47.2 KB 

Bytes Out (uploaded): 0.4 KB 

Figure (1) Key metrics for web page delay 
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Stages of loading a web page: request→ 

forwarding→ searching in the DNS cache→ 

TCP→ 

receipt→ processing→ reply→ download. 

TTFB can be from 1-5 sec to 100-200 ms, but the 

page loads much faster and will be ready for use 

in a shorter time. Many web-sites are seeing a 

general increase TTFB 5-10 times. There are also 

some disadvantages to Gzip compression:  

* increases the total server load during 

compression; 

* Data processing can take a long time, since the 

first byte is not sent until the compression is 

completed; 

* A large TTFB often causes the user to re-create 

the current request to the web server, which 

increases the overall load and the required 

resources due to consecutive requests. 

Network metrics are associated with the 

emergence of network problems, which are 

accompanied by a decrease in productivity. 

Network delays lead to an increase in the duration 

of query execution (Table 5). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The application response time, as a rule, is 

formed from the time. 

* Preparation of user requests; 

* Transfer of requests between the user and the 

server through network segments and 

intermediate communication equipment; 

* Processing requests on the server and sending 

responses to the user; 

* processing the responses received on the user's 

device. 

To determine the optimal performance of IP in 

order to determine which metrics are determining, 

a service level agreement must be drawn up 

between the various services. 

Web pages are often compressed in the Gzip 

format to reduce the size of the downloaded file, 

which prevents sending the first byte until 

compression will not be completed, and greatly 

increases TTFB. 

 

 

 

 

 

 

Table (3): Hardware metrics of user systems 
 

Metrics Calculation / Range 

 

Comment 

Requests per second RPS  
𝑷

𝑷𝒐
 *𝑻𝒁

−𝟏 P - memory, PO - RAM, TZ - 

preset time 

The amount of memory for 

programs 

- Measured in MB 

 

Table (4): Software metrics of user systems 
 

Metrics 

 

Calculation / Range 

 

Comment 

Bandwidth of the channel RWIN  

RTT 

RTT - Round-Trip -Time, RWIN 

- TCP receive window 

Simultaneous Users - Number 

Application response time 100~300 Integral performance of IP in 

terms of user [8]. 

The amount of time between the 

appearance of the user's request 

to the application and the receipt 

of a response to the request. 

Depends on the type of user 

request, from which user and to 

which server it is accessed, from 

the current state of the network 

elements and the settings of the 

operating systems and DBMS [9] 

Download time 1–10 The time it takes to fully load a 

web page with a browser. 

Measured in seconds 
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Response time is an important indicator, first of 

all, for any visitor to the site. Therefore, it is 

important for the site owner to download the 

main page of the website. Many users do not have 

enough speed to quickly download large portals. 

Waiting for the page to load fully should not 

exceed 5-10 seconds. To date, for example, MS 

Windows does not have performance counters to 

measure the latency of individual application 

requests.  

However, there is a "Resource Monitoring" which 

is an excellent tool for analyzing network traffic 

on the local machine. "Resource Monitoring" 

provides information about lost packets and 

additional information about the delay of current 

TCP / IP sessions. The information about the lost 

packets makes it possible to represent the quality 

of the connection. The delay describes the time it 

takes to completely traverse a TCP / IP packet. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Approaches to determining the state 
Determining the security status of Internet sites is 

a complex task, the solution of which requires an 

integrated or systemic approach. Diagnosis is 

performed based on a fuzzy set. To do this, it is 

necessary to determine the degree of fuzziness of 

all terms relative to the center.  

Let X = {x} be a family of objects denoted by x, 

then the set A in X is A = {x, μA (x)}, xX, 

where μA (x) is the degree of belonging of x to A 

When the sets A and B (A  B) are joined, 

µAB(x) = Max (µA(x), µB(x)), xX .                                                                              

(1) 

The intersection of A and B (АВ) has the 

relation µAB(x)= min(µA(x), µB(x)), xX.   

(2) 

 

 

 

 

 

 

Table (5): Website network metrics 
 

Metric  Formula / Range Comment 

Network Latency  (𝒕𝒑+ 𝒕𝒍+ 𝑸(𝒕   , where tp is the 

packet delay; tl - propagation delay; 

Qt - delay in queue 

The performance of the network 

is extremely important for cloud 

applications, as it is a conductor 

through which all information 

passes 

Bandwidth of the channel 𝟏.𝟐𝟔∗𝑴𝑺𝑺

𝑹𝑻𝑻∗ 𝑳
, where RTT - Round-Trip-

Time; MSS - segment size; L - loss of 

frames 

 

Packet Throughput PPS 𝑹𝒘𝒊𝒏

𝑹𝑻𝑻
 ,where RTT - Round-Trip-Time; 

𝐑𝐰𝐢𝐧 - TCP Receive Window 

Reflects the number of frames 

transmitted per time unit . 

It gives an opportunity to assess 

whether the equipment copes 

with the load and whether its 

performance corresponds to the 

declared 

Frame loss 𝟖

𝟑𝑾𝟐 where W is the segment load  

Network availability 𝑴𝑻𝑩𝑭

𝑴𝑻𝑩𝑭+𝑴𝑻𝑻𝑹
 , where MTBF is the mean 

time between failures; MTTR - Mean 

Time To Repair 

It is used to assess the reliability 

and stability of the network. 

Displays the time that the 

network is functioning without 

fail or need to reboot for 

administrative or maintenance 

purposes 

Bandwidth (𝑭𝒎𝒂𝒙-𝑭𝒎𝒊𝒏), where 𝐅𝐦𝐚𝐱-Max. 

frequency; and 𝐅𝐦𝐢𝐧 -min. frequency 

 

Response time 𝑩𝒎𝒂𝒙

𝑭
 , where 𝐁𝐦𝐚𝐱- the maximum 

bandwidth; F is the number of 

flows 

The average speed of the full 

load of the pages of the website. 

Use a weighted average score for 

users, servers, and day periods. 

Time in seconds 
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The degree of fuzziness is determined from the 

implication A on B, then we find the inverse 

implication B on A and compare the obtained 

implications: 

A→B = max( ̅ , B) = max(1 – A, B);                                                                                              

(3) 

 B→A = max( ̅ , A) = max(A, 1 – B);  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Based on (Table 6), we construct a diagram 

(Figure 2), which shows the position of possible 

states of the web site operation in space. It can be 

concluded that the closer to the center, the higher 

the safety of the site. 

 

 

Conclusions 

The assessment of the security status of Internet 

sites as poorly formalized objects on the basis of 

fuzzy logic methods considered in the article is 

implemented in the form of technology for 

assessing the states of reliability of a web site. 

The proposed approach allows a more flexible 

adaptation to the particular problem and allows  

 

 

                                                                                           

(4)  

A ≡ B = min(A, B) = = min(max(1 – A, B), 

max(A, 1 – B)).                                                           

(5) 

Proposed evaluation criteria based on data 

collected from publicly available sources 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

diagnosis object already in the step of calculating 

an integral index of reliability. Flexibility is  

achieved due to the fact that the state of reliability 

can be estimated At once on several reliability 

indicators. Diagnostics at the stage of computing 

the integral index of security states is achieved 

due to the fact that the calculations can be divided 

into different stages. Each stage evaluates any of 

the individual indicators, which ultimately leads 

to a conclusion about the state of the 

corresponding element.  

 

 

 

 

Table (6) : Website working parameter's state 
 

 

 
 

Figure (2) A website condition radar chart for 6-indicators datasets  
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 تقدٌر حالة أمن موقع الوٌب كآلٌات ضعٌفة التنظٌم تستند إلى أسالٌب منطقٌة ضبابٌة
 
 

 ٌاسر علً مطنً 

 قسم الحاسبات, كلٌة التربٌة الاساسٌة , جامعة دٌالى

ee22a12@gmail.com  
 مستخلص :ال

تُخصص البحث لتحلٌل وقت تحمٌل الصفحة ، وهو مؤشر مهم لأي موقع وٌب. وكقاعدة عامة ، ٌتم استضافة       

المواقع على خوادم الوٌب ذات خصائص معٌنة. ٌتفاعل المستخدمون مع البٌئة بشكل كبٌر وغٌر مؤكد )التهدٌدات 

المنظمة ، إلخ(. وتجدر  SQLاستعلامات الخارجٌة مثل الاختراق ، الحرمان من الخدمة ، إدخال الشفرة فً لغة 

الإشارة إلى أن هناك أوجه عدم الٌقٌن التً تولدها الأجهزة والبرمجٌات هً أٌضا. ٌمكن أن ٌتأثر أي موقع بتأثٌر البٌئة 

الخارجٌة والأنظمة الفرعٌة المختلفة لخدمة وظائف مواقع الوٌب ، مما ٌؤدي إلى حدوث حالات طارئة وٌولد عدم ٌقٌن 

عمله. لا ٌمكن دائما تقٌٌم درجة عدم الٌقٌن على أساس المواد الإحصائٌة وحدها. وهذا ٌؤدي إلى زٌادة فً عدد  من

الطرق والوسائل لإضفاء الطابع الذهنً على أداء التقٌٌمات على أساس أسالٌب الذكاء الاصطناعً ، والأسالٌب القائمة 

تقٌٌم الوضع الأمنً لمواقع الإنترنت كأجسام ضعٌفة الشكل على أساس على استخدام التقدٌرات غٌر الواضحة. ٌتم تنفٌذ 

أسالٌب المنطق الضبابً التً ٌتم النظر فٌها فً المقالة فً صورة تقنٌة لتقٌٌم حالات موثوقٌة موقع الوٌب. ٌسمح النهج 

ب مؤشر متكامل المقترح بتكٌف أكثر مرونة مع المشكلة المعٌنة وٌسمح لكائن التشخٌص بالفعل فً خطوة حسا

 للاعتمادٌة. ٌتم تحقٌق المرونة بسبب حقٌقة أن حالة الموثوقٌة ٌمكن تقدٌرها مرة واحدة على عدة مؤشرات موثوقٌة.

 
 المنطق الضبابً ، طرق تحلٌل النظام ، المقاٌٌس ، التحلٌل وخصائص موقع الوٌب. - الكلمات المفتاحٌة
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Abstract:  

            A file that has to be moved between two schemes can be moved through the network. Security 

needed between the sender and the receiver. Electronic mails are fastest way of communication and 

information sharing, but in new years, Email system has been changed, which known Spam Mails. Spam is 

information, which is spread to a big number of receivers without telling them. Now, a number of techniques 

have been proposed to stop spam. Filters for anti-spam can be worked in two methods: Preventive 

techniques and Curing Techniques; The Preventive techniques are Stop Spam before delivery which are 

depend on URL Based and List Based.  Such as whitelisting, blacklisting. The Curing Technique is 

Destination Spam Filtering that used is Content Based Filtering. The Curing Technique, the messages are 

categorized as Spam or not Spam based on these techniques. Such as Bayesian filtering, keyword-based 

filtering, heuristic-based filtering, etc. In this study introduce combining preventive techniques and curing 

techniques to get good algorithm.   

 

Keywords —Spam, Unsolicited Commercial e-mail, Bayesian Classifier, Black Listing, White 

Listing, preventive techniques, curing techniques . 

1. INTRODUCTION  
 Sending messages by the communication 

network is known Electronic Mail (Email)    [1]. 

Emails are reliable, fastest way of communication 

and information sharing. E-mails have low 

transmission costs [2]. E-mail become important 

topic for huge of persons. One can send 

information electronically to another one in 

speedily. However, in current years, Email 

system has been changed, also affected by Spam 

Mails. Spam is as unwanted email for a receiver 

that the user do not required to have in this inbox. 

Spam is use of messaging system to send 

unwanted messages randomly [3]. Spam is 

message, which is send to a number of receivers 

without inform them. Spam has become huge 

problem for users of Internet [4].                                                                                                                                     
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Spam messages has grown in the recent years. 

Some researchers consider that spam is becomes 

from 30 % to 70% of all messages (email) on the 

Internet [5]. A large number techniques for 

filtering spam have been proposed such as 

whitelisting, blacklisting, Bayesian filtering, 

keyword-based filtering, heuristic-based filtering, 

etc. Three principles in the following that meet 

with any email:                                                                                                                          

1) Anonymity: The address and identity of the 

sender are concealed.  

2) Mass Mailing: The email is sent to large group 

of people.  

3) Unsolicited: recipients do not request the 

email.  

Spam Mail has become an increasing problem in 

recent years. It has been estimate that around 70% 

of all emails are spam [6]. The spam classifier 

makes use of the machine learning to classify 

web documents as either spam or not spam [7]. 

The common algorithms are Bayesian Classifier, 

KNN, NN, Black List, White List [8]. Nowadays, 

the researchers are working to hybrid two or more 

filters to develop best classification [9].  

This paper introduce merging classifiers (Black 

List, White List with Bayesian classifier) to get 

good classification. This paper has been 

organized in the following parts:   Section 2   

Related works with this paper. Section 3 Spam 

Detection techniques.  Section 4  Proposed 

System  which  is  used  for  this  paper.   Section 

5    Data Set. Section 6 Results of this paper, 

Section 7   Evaluation the results of this paper 

and Section 8 conclusion. 
 

2. RELATED WORK  

There are large researches existing work to detect 

spam in E-mails.  

 [10] A Study in 2013, work on bad URL 

detection. To classify URLs: spiteful URL and 

valid URL. In addition, used Bayesian filter to 

increase the accuracy of the system.  

[11] A study in 2015 proposed a spam and bad 

URLs detection system by stopping spam 

messages and malicious URLs in Email. And use 

detect based on Bayesian filter and Decision 

Tree.  

 

 

 

 

 [12], a study, propose hybrid three approaches: 

(Bayesian, thresholds, probability) working 

together to detect spam emails.  

 

3. SPAM DETECTION TECHNIQUES   

Figure1 showing common techniques 

using to detect and stop spam from 

email messages [13].                                                                                                                  

1) Preventive Techniques (Stop Spam before 

delivery):  

Preventive techniques is better than curing 

techniques, In the Preventive techniques, the 

messages that are arrived toward  mailbox are 

checked for legitimacy and then permitted to pass 

in the mailbox. There are two ways within 

Preventive Techniques: URL Based and List 

Based.                                                                                                                       

URL Based: in this way, spam classifier done 

based on URL [14]. The arriving URL is first 

verified to be valid or not. Then accept to email 

messages entered to the              mailbox.                                                                                                                           

List Based: this is filtering way which is used the 

network information before a message is received 

by the receiver in order to classify whether this 

messages is spam or Ham such as   Black 

Listing[15].                                                                                  

                               

2) Curing Techniques 

The common approach that used is Content Based 

Filtering. Also called Destination Spam Filtering. 

This approach, message emails are filtered as 

Spam or Ham. learning techniques and AI ways 

used to classify Spam. 
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Black List: this method is done by use 

classification principles, the goal of these ways is 

stopping the unwanted content and do not reach 

the mailbox.  A way to do is on the basis of IP 

Address.                                                                                                

 Blacklists are used to IP addresses [16]. The not 

strong with this method was that clever spammers 

frequently change their IP addresses [17]. Black 

list is the general method of detect spam, since its 

simple work. The key idea include create simple 

database and listing (domain names, IP-

addresses). Now the messages to arrive from the 

list that recorded are stopped.                                                                                                

White List: this method is used to categorize 

users email addresses as valid. Emails addresses 

are saves automatically in white-listed. Making a 

database of White lists; which includes domain 

names and IP-addresses [18].                                                                                                                                                                                       

Bayesian Classifier: is a common method of e-

mail filtering. It apply to identify spam e-mail. 

Classification process apply the Bayesian 

statistics on the features that drive from these 

classifications [19].   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                              

Bayesian Classification was   derived   from the 

Bayes' theorem in   probability   theory. If the 

calculated probability value is higher than the 

preset threshold, the message is classified as a 

spam, and treated accordingly [20]. 

 

 

 

 

 

Where: 

 

 P(A) is the prior probability of A.             

 P(A|B) is the conditional probability of A, 

given B.  

P(B|A) is the conditional probability of B, 

given A. It is also called the likelihood.                   

P(B) is the prior or marginal probability of B, 

and acts as a normalizing constant. 

 

4. OBJECTIVE OF THE WORK 

The aim of the paper is improve spam detection 

system. A filter is used to organize a message: 

SPAM or HAM. In this paper, the procedure for 

the spam detection is summarized under the 

Figure (2) [21].   

 

 

 
Figure (1) general classification of approaches to spam filtering 

 

Equation (1) 
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The basic steps of spam detection are:  

5. Pre-processing 

Pre-Processing Steps the purpose for 

preprocessing is to transfer messages in email 

into a uniform format that can be understand by 

the learning algorithm. The basic preprocessing 

steps of spam detection algorithm are [22]: 

1. HTML Removal. 

2. The words that have length <=2 are removed.       

Ex:     

Input (x) = ‗I have a list of people you missed!" 

Output (x) = ―have list people you missed!" 

 

3. All the special characters are removal.    Ex: 

(continue )       

Input (x) = ―have list of people you missed!" 

Output  (x) = have list people you missed 

 

4. Stop words are removal. ―Words‖ do not 

include any useful information.  Such as  

[then,threr,the,was,you,are,by,they,have,has,al

so,before,both,because,about]. Typically 

include pronouns, prepositions and 

conjunction.  Ex:(continue) 

  Input (x) = have list people you missed 

Output (x) = list people missed 

 

 

5. Stemming Algorithm: is used to fetch the basic 

form of the word (root). This algorithm     is  used 

to  reduce the words  to  its  root  by  remove the  

plural             from    nouns(e.g. "pens" to  "pen"), 

the  suffixes  from  verbs(e.g. "reading"  to          

"read"). Example (continue) 

      Input (x) = list people missed 

      Output (x) = list people miss 

 

6. Feature extraction 

Feature extraction Phase also called, 

―feature reduction‖, ―attribute selection‖. 

It is the method to choice a subset of 

relevant features for structure the 

learning prototyp. This method is used to 

tokenize the file content into individual 

word [9]. Feature extraction 

(Tokenization) is the process that 

extracting features from email into a 

vector space [23]. Feature extraction 

employs to excerpt selective features 

from the process of pre-processed steps. 

A feature can be anything in an email 

message. It can be a word, a phrase, a 

number, an HTML tag, etc. 

 

7. Feature Selection 
 

This technique must be differentiate from 

feature extraction. Feature extraction is 

create new features from the original 

features, but feature selection select 

subset of the existing features [6].  

Improves the performance of the feature selection 

by makes training and applying a classifier more 

efficient by decreasing the size of data set. 

Second, feature selection enhances accuracy of 

classifier by eliminating extra features from the 

data set.  An email message contains two parts: a 

header and a body [24]. 

 

 

 
 

Figure (2) Main Steps in the Spam stopping 
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There are  some  approaches used to  get  features 

selection[22]:  

1) Chi-square: Chi-square hypothesis 

tests may be performed on contingency tables in 

order to decide whether effects are present. 

Effects in a contingency table are defined as 

relationships between the row and column 

variables; that is, are the levels of the row 

variable differentially distributed over levels of 

the column variables. Significance in this 

hypothesis test means that interpretation of the 

cell frequencies is warranted. 
 

2) Gain Ratio : The various selection 

criteria have been compared empirically in a 

series of experiments. When all attributes are 

binary, the gain ratio criterion has been found to 

give considerably smaller decision trees. When 

the task includes attributes with large numbers of 

values, the subset criterion gives smaller decision 

trees that also have better predictive performance, 

but can require much more computation. 

However, when these many-valued attributes are 

augmented by redundant attributes which contain 

the same information at a lower level of detail, 

the gain ratio criterion gives decision trees with 

the greatest predictive accuracy. All in all, it 

suggests that the gain ratio criterion does pick a 

good attribute for the root of the tree: 

7. Representation of Data:  

This step is main task of spam detection 

algorithm because it
 

is very hard to do 

computations with the textual data. The 

representation should be show the real statistics 

of the textual data. The actual statistics of the 

textual data is converted to suitable numbers. 

Here are many methods for term weighting that 

calculate the weight for term differently.  
 

1) Term _ Frequency: counts the number of 

occurrences of term in a text document. 

Mathematically it can be represented as: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2) In tf-idf, found normalized term frequency, 

inverse document frequency and tf-idf of each 

word in document (email). Tf-idf  is a  statistical  

measure used  to  calculate  how significant a 

word is to  a  document in a  feature  corpus. 

Word frequency is  established  by  term 

frequency (tf) , number of times   the  word 

appears in the message yields the significance of  

the  word to the  document. The  term frequency  

then  is  multiplied with  inverse  document 

frequency (idf) which measures the  frequency of 

the  word occurring in  all  messages. 

The formula is: 

 

 

 

Where 

 i = term.  

 j = document.  

TF i,j = frequency i  in the j. 

 |D| = number of documents [25]. 

 

8. Classification 

 Classification is a task of learning data patterns 

that are present in the data from the previous 

known cases and associating those data patterns 

with the classes. Many techniques used in 

classification into spam detection algorithm.  

The following equations showing the main 

concepts of the classification. 

1- Good message (Ham) = Ham message / Total 

messages. 

2- Bad message (Spam) = Spam message / Total 

messages [26]. 

 

Equation (3) 

 

 
 

 

Equation (4) 
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9. Proposed   Approach 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

10. EXPERIMENTS AND RESULTS 

10.1 Implementation:  

We established four files:  The  first file  used  of   

the White List  which  is  stores the  IP addresses  

and  URLs  for wanted  websites; the system 

employ the white list to  match with  the received 

messages, and this file is updated repeatedly  by 

the user. The  second file  employ  the Black List  

which  is  keeps the  IP addresses  and  URLs  for 

unwanted  websites; the system uses the black list 

to  match with  the received messages, and this  

 

 
file is updated repeatedly. The  third file  employ 

to  keep  the Unsolicited mail List; the filter 

usages the list to  match with  the received 

messages. The  four file  used  keep  the Ham 

List; the filter employ the list to  matching with  

the received messages. This file is updated 

regularly  by the user. 

 

10.2 Data Sets 

After collected a new data set, composed by 1424 

emails. 1113 are spam emails and 311 emails are 

HAM messages. Those emails grouped from the 

mail boxes of some    students. Divided  the  

emails  in two  groups: the  training  group  

contains  70 %  of the emails. The   training 30% 

email messages; 14 % Ham messages and 16 % 

unsolicited mail messages. The checking group 

contains 31 % of the emails: 10. 916   email 

messages; 3.788 Ham messages and 7.139 

unsolicited messages. 

10.3 Results 

Accuracy of White, Black, and Bayesian filter 

―with‖ and ―without‘ pre-processing is shown in 

table (1). 

1) White listing algorithm: use 

preprocessing data is 85% precision.       

Do not use preprocessing data is 40%. 

2) Black listing algorithm: using 

preprocessing data is 78% precision.  

Do not use preprocessing data is 

50%. 

3) Bayesian algorithm: using 

preprocessing data is 89% precision. 

Do not use preprocessing data is 

48%. 

4) Hybrid approach (proposed 

approach):  using preprocessing 

data is 91% precision.   Do not use 

preprocessing data 66%. 

 

Validate the results using some questions: 

Q1/ Can pre-processing benefits to 

enhancing the results? 

As shown in table1, accuracy is better using 

preprocessing.  

Algorithm(1) Proposed Spam Email Detection 

 
Step1: Input Email Message. 

Step2: Apply White List Filter. 

Step3: Apply Black List Filter. 

Step4: Using  Pre-Processing Steps. 

Step5: Apply Feature Selection method. 

Step6: Caculate Term Frequency(TF),TF-IDF. 

Step7: Classificate using Bayesian classifier. 
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Q2/which algorithm is capable to complete well 

results? 

Hybrid algorithm that is close to 91% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

10.4 Estimation 

To estimate the performance of the system, 

following steps are done: 

The inbox include 800 email messages: 

400 Ham messages arbitrarily selected from the 

training set. 

400 spam messages arbitrarily selected from the 

training set. 

All email messages: 800 

Ham messages: 400 

Spam messages: 400 

 Email messages filtered as Ham: 260 

Email messages filtered as spam: 240 

Accuracy: 89.56% 
 

11. CONCLUSION 

More than 70%   of emails nowadays is spam. 

Unsolicited email detection is key part of concern 

nowadays as it benefits in the finding of spam e-

mails. There are  a lot of  anti-spam techniques, 

but there is no technology that has processed 

unwanted messages permanently except the anti-

spam techniques that are based on "machine 

learning" methods. These techniques are basically 

text classifiers, they classify a email message into 

two categories (spam or non-spam). This paper 

described a machine learning approach based on 

Bayesian analysis to filter spam. The filter learns 

of what spam and non-spam messages. Before 

use Bayesian analysis, this study apply white and 

black listing to classify the email and to stop 

spam e-mails. Then use Bayesian classifier. You 

can train it once and after training the classifier, it 

can   filtering spam with high accuracy as shown 

in the evaluation section. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table1: Accuracy with use and without use  preprocessing  

 
Algorithm Accuracy 

White List 

With pre-processing data 

%85 

White List 

Without  pre-processing data 

40 % 

Black List 

With pre-processing data 

78 % 

Black List 

Without pre-processing data 

50 % 

Bayesian Filter 

With pre-processing data 

89 % 

Bayesian Filter 

Without pre-processing data 

48 % 

Hybrid Approach 

With pre-processing data 

19 % 

Hybrid Approach 

Without pre-processing data 

66 % 
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وتقنيات وقائية الباستخدام تقنيات  ةالمزعج الالكتروني كشف رسائل البريدطريقة هجينة ل

 المعالجة

 

 

 رياب سلواى ابراُين

 جاهعت ديالى

 

 الوستخلص :

 اْ اٌجشيذ. ٚاٌّسزٍُ ػبًِ ُِٙ خــــذااٌّشسً  ثيٓاٌّؼٍِٛبد اٌزي يزُ رجبدٌٙب  أِٓ ،ػجش اٌطجىخ طشفيٓثيٓ  ِب ٍِفٕمً ٌ         

ثطىً  ٔظبَ اٌجشيذ الإٌىزشٚٔي اسزخذَالأخيشح، في اٌسٕٛاد اٌّؼٍِٛبد، ٌىٓ ٚسيٍخ ٌلارصبي ٚرجبدي  أسشعيؼزجش  الإٌىزشٚٔي

اٌزي رٕزطش إٌٝ ػذد  ي اٌّؼٍِٛبدــــ٘ٚ )سجبَ(اٌجشيذ اٌّزػح ٖ اٌطشق ٘ي سسبئًِٓ ٘ز، ٚخبطئ ِٓ لجً أطشاف غيش ِخٌٛخ

. اٌّزػحاٌجشيذ  وطف. في اٌسٕٛاد اٌمٍيٍخ اٌّبضيخ، رُ الزشاذ ػذد ِٓ رمٕيبد سبثك ُِٕٙ طٍتذْٚ ثوجيش ِٓ أخٙزح الاسزمجبي 

( طشق اٌّؼبٌدخ 2( اٌطشق اٌٛلبئيخ ٚ٘ــــــي ِـــٕغ اٌشســـبئً اٌّزػدخ لجً ٚصٌٛٙب صٕذٚق اٌجشيذ.  1ِٓ أضٙش ٘زٖ اٌطشق:

 مذَ اٌدّغ ثيٓر ٘زٖ اٌذساسخ ثؼذ ٚصٛي اٌشسبئً اٌّزػدخ اٌٝ صٕذٚق اٌجشيذ ٘ي وطف اٌشسبئً اٌّزػدخ ػٕذ اٌّسزٍُ. 

                    ٔظبَ وطف ِٕٚغ ٌٍشسبئً غيش اٌّشغٛة ثٙب ثىفبءح ػبٌيخ.ػٍٝ  ٌٍسصٛي خاٌطشيمخ اٌٛلبئيخ ٚطشيمخ اٌّؼـــبٌد

: الرسائل غير المرغىب تها , الثريد الالكتروني غير المرحة ته, مصنف تايزن , القائمة السىداء , الكلمات المفتاحية  

 القائمة الثيضاء ,تقنيات الىقائية ,تقنيات المعـــالجة.
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Abstract 

In this paper, the reconstruction of faces in the form of a 3D model from unconstrained 

images (different in pose) has been studied. Three-dimensional Morphable Model(3DMM) 

Fitting method has been used in 3D reconstruction techniques. In this paper propose 

improvement of the 3DMM fitting procedure to get accurate 3D model by taking best 2D 

landmark of all images rather than taking only first 2D image landmark (traditional 

method which proposed by A.Bas et al). The results of the proposed algorithm show its 

very encouraging as far as execution time and quality of reconstruction as shown in 

compare the improvement fitting process with the traditional method. 
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1.Introduction 

 Face reconstruction is the way toward 

making a 3D model of a face from two-

Dimension (2D) image(s) [1][2].  

 It is important to consider in mind that 

creation human face models should look like as 

genuine image as possible. This procedure 

involves a transformation from 2D to 3D 

spaces[3]. 

Face reconstruction is a significant application in 

face recognition, video editing, virtual reality, 

animation [4], verification, expression 

recognition and facial animations [5]. 

 

 

 

 

 

 

 

 
 

The determination of important features in the 

input 2D image(s) is a significant stage in 

most 3D face reconstruction procedures. 

Usually face feature determination has been 

utilized for [1][6]: 

1. Introducing the situating of face models 

in 3D reconstruction methods based on the 

model. 

2. Finding feature on sideways and forward 

images so it is conceivable to misshape 

general 3D face prototypes to accept the form 

of the specified face. 

3. Instating the procedure of point tracing 

in 3D reconstruction methods based on video. 

4. Creating point consistency in faces taken 

from unlike vantage point 

Another important part of the 

reconstruction process is "data acquisition‖.  It is 

gathering 

the 3D information about that object by 

using one of 3D reconstruction technique. In this 

paper 3D MM model fitting procedure has been 

used in reconstruction of 3D faces. 

 

 

 
For example, exact face models have been 

appeared to fundamentally progress face 

recognition [4]. In every one of these 

applications, the reconstructed face should be 

compacted and precised, particularly around, and 

so on. Computer games can be appeared as a 

good illustration which needs accurate human 

face models [3]. Fig.1 shows general points 
identified with the execution of 3D face 

reconstruction procedures. Most of the 3D 

reconstruction algorithms share the same basic 

processing pipeline, and may be not running all 

the processing steps [4]. 

 

 

 

 

 

 

 

 
 

 

A significant task of 3D reconstruction 

methods is the face registration. It is bringing the 

whole generic 3D model vertices as near as could 

be expected under the corresponding to the 

relating 3D coordinates of the feature points 

which computed from images. The opposite is 

also potential, i.e., transporting the intended 3D 

points near to the generic 3D model. This 

corresponding involves scaling, translating and 

rotating of the one to be moved closer to the 

other. 

 

The 3D registration approaches can be classified 

into two distinct collections [4]: 

1. Three-dimensional to 3D registration: 

Corresponding is done among two 3D 

points. One is a base mesh, and other 

one is the 3D data produced in anyway 

after the data acquisition procedure. 

 

 

 
 

Figure 1: General steps of 3D reconstruction. 
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2. Three-dimensional to 2D registration: 

These methods achieve a 3D model 

which is utilized to fit 2D data. 
 

In this work, registration approach is applied to 

perform model fitting. The goal of this paper is 

reconstruction multiple unconstrained image 

(different in pose) in the form of 3D model. In the 

rest of this paper, show a 3D Model Fitting 

approach in section 2, display a 3D Morphable 

Model and Fitting with 2D Landmarks and edges 

in Section 3, section 4 displays the proposed 3D 

Face Reconstruction, section 5 displays result and 

Discussion, section 6 shows the conclusions and, 

finally, a list of the references in section 7 

 

 

 

 

 

 

 

 

 

 

 

 

In the proposed system, perform fitting process of 

a 3D model to a 2D images according to features 

(landmarks and edges). In the following sections, 

a detailed introduction of the model fitting 

approach will be given. 

 

 

 

 

 

 

 

 

 

2. Three-dimensional Model Fitting 

approach 

The fitting is actually an optimization 

process, targeting to discovery the parameters of 

best model usually by minimizing the difference 

among the input images and model 

reconstructed/synthesized image[7]. The 3D 

model fitting can reconstruct the camera model 

and 3D shape, lighting texture, from a single 

image as shown in Fig. 2 [8]. The recovered 

parameters can then be used for face 

reconstruction.  

 

 

 

 

 

 

 

 

 

 

 

 

3. Three-dimensional Morphable 

Model 

The Morphable Model is the one applied by The 

University of Basel in 2009. Its name is Basel 

Face Model [9]. It‘s a mesh can be deform where 

shape is specified by the shape parameters α  R
S
. 

Consequently, any face shape can be estimated 

as[10]: 

 (     +  ̅                      1 

 

 

 

 

Figure 2: 3D model fitting. 
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where C   N
3R×S 

holds the principal components, 

 ̅      , is the shape of mean and the vector f 

(α)   N
3R

 holds the vertices coordinates (R), 

accumulated to compose a vector     

                     
 . Later, the jth vertex is 

specified by Uj = [f3j-2 f3j-1 f3j]
T
. For suitability, 

indicate the submatrix matching to the jth vertex 

as           
and the matching vertex in the 

shape of mean face as   ̅̅̅̅   N
3
, such that the jth 

vertex is given by          +  ̅̅̅̅   also, 

describes the row equivalent to the element (x ) of 

the jth vertex as Cjx (correspondingly for y and z) 

and describe the element (y ) of the jth vertex of 

mean shape as    ̅̅ ̅̅ ̅ (correspondingly for z and 

x)[7][11]. 

3.1. Fitting with 2D Landmarks 

Fitting of 3DMM to N detected 2D 

locations(landmarks) wj = [aj bj]
T
 (j = 1 …N) 

rising on the projection of matching vertices in 

the 3DMM. Without wastage of generalization, 

suppose that the jth 2D location matches to the jth 

vertex in the 3DMM. The goal of fitting process 

is to get the parameters of pose and shape that 

minimize the reprojection error, Ek, among 

experiential and projected 2D locations: 

  (         
 

 
∑‖       +   ̅̅̅̅         ‖

 
 

   

               

Where O is rotation matrix, r is translation vector 

and l represents Scale. 

Pose Estimation represents extraction of     and 

 . let double duplicates of the points (3D), such 

that P2j-1 = [xj yj zj 1 0 0 0 0] and P2j = [0 0 0 0 xj 

yj zj 1] and compose a vector of the equivalent  

points(2D) W = [a1 b1 … aL bL]
T
. subsequently 

solve for d   R
8
 in Pd = W utilize linear least 

squares. describe o1 = [d1 d2 d3] and o2 = [d5 d6 

d7]. Scale is specified by l = (‖  ‖ +‖  ‖)/2 and  

 

 

the vector of translation by r = [d4/l  d8/ l]
T
. 

achieve SVD  on the matrix established from o1 

and o2[12]: 

     [

  
  

     
]                               3 

The matrix of rotation is specified by        . 

If    (        then refuse the third row of (U) 

and recomput( O). This assurance that (O) is a 

matrix of valid rotation. 

The 2D location of the jth vertex as a 

function of the parameters of shape is assumed by 

lO1..2(Cjα +   ̅̅̅̅ ) + lr. Later, each detected vertex 

complements (two) equations of  a linear system, 

for both image compose the matrix P   R
2L×S 

wherever   

   −   (      
 +       

 +       
                    4 

and          

            
 +       

 +       
                  

and vector k   R
2L

 where 

   −      (    +     and         

 (    +                                                             6 

solve        in a logic of  least squares topic to 

an extra limitation to guarantee believability of 

the explanation[12]. 

 

3.2. Iterated Closest Edge Fitting  

It‘s a method to fit a 3DMM to 2D edges. 

That is, for both vertex of projected model 

contour, discovery the nearby pixel of image edge 

and handle this as an identified matching. In 

combination with the landmark matching, will 

again perform the process in sections 3.1.  
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This leads to updated parameters of shape and 

pose, trying to update edges of model and 

correspondences.Repeat this procedure for a 

static amount of repetitions. Denote to this 

procedure as (ICEF) Iterated Closest Edge 

Fitting. Discover the pixel of image edge nearby 

to a vertex of projected contour can be completed 

powerfully by storage the pixels of image edge in 

a kd-tree. Then filter the resulting matching using 

two generally utilized heuristics. Initialy, 

eliminate 5% of the correspond for which the 

space to the pixel of neighboring image edge is 

the biggest. Subsequent, eliminate correspond 

image space divided by n overtake a threshold. 

4. The Proposed 3D Face 

Reconstruction System  

The Proposed 3D face reconstruction system 

begins from obtaining ―unconstrained‖ collection 

of face images captured under a varied of poses. 

the ending of proposed procedure is deriving a 

3D face model with texture information. The 

workflow of the proposed approach could be 

outlined as follows and as shown in figure 3: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Read 3D general Model, in this paper 

‗.ply‘ file format are used (Morphable 

model). Algorithm (1) contains the main 

steps needed to read 3D model file.  

 Load parameters of initial models. The 

parameters are: 

1. verticesPC is a 3n by k matrix 

where n is the model vertices 

number and k the principal 

components number. 

2. verticesMU is a 3n by 1 vector 

containing the vertices of the mean 

shape. 

3. StandardPC is a k by 1 vector 

containing the sorted standard 

deviations of each principal 

component. 

fl is an n by 3 matrix containing the face list 

for the model. 
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Figure3: The Block Diagram of the improvement 3D MM model fitting Method 
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 Load precomputed edge structure 

for initial models. 

 Read sequence of images (2D 

image). 

 Find edges in this 2D image by 

using Canny methods. The Canny 

technique discoveries edges by 

searching for local greatest of the 

image gradient. The gradient is 

calculated utilize the derivative of a 

filter of Gaussian. The method uses 

two thresholds, to detect strong and 

weak edges, and includes the weak 

edges in the output only if they are 

connected to strong edges. This 

method is therefore more than the 

others methods to be "robust" by 

noise, and more likely to detect true 

weak edges 

 Extraction the landmark of the 2D 

image by using the method which 

proposed by [13].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 Initial estimate of pose and shape 

parameters of finial 3D face model 

using only location of 2D landmarks as 

shown in subsection 3.1. In this step, 

proposed improvement of fitting 

process to get accurate landmark by 

taking best 2D landmark of all images 

rather than taking only first 2D image 

landmark (traditional method). the step 

of modifying detection of best 

landmark shown in the following 

algorithm (2), while the step of 

extraction of pose and shape 

parameters according to 2D landmark 

shown in the algorithm (3) 

 

 

 

 

 

 

 

 

Algorithm(1):  Read of 3D Model  

Input: 3D file  

Output: Faces array (F) ,Vertices array(V)  

Begin  

//Read the size of vertices from 3D file  

Vertices  no. = size (V)  

For i=1: Vertices no // read the vertices of 3D model 

Read (Vi)  

End 

// Read the size of faces from 3D file  
Faces  No =size (F)  

For i=1: faces  no.  // read the faces of 3D model  

Read (Fi)  

End  

End  
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Algorithm(2):  Detection best of 2D landmark 

Input:  serial of 2D image, 2D landmark  

Output: detection of best 2D landmark  

Begin 

Count=0 

for i = 1:imSet.Count // count for number of images 

begin  

count=count+1 

im (i) =      read(image) // read the images 

point(i)= landmark(im(i)) // extract the 2d landmark 

end 

//calculate the difference between each neighbor of 2D image landmark  

diff1=landmark{length(landmark)}-landmark{length(landmark)-1} 

diff2=  landmark{length(landmark)}-landmark{length(landmark)-2} 

diff3=  landmark{length(landmark)}-landmark{length(landmark)-3} 

diff4=  landmark{length(landmark)}-landmark{length(landmark)-4} 

diff5=  landmark{length(landmark)}-landmark{length(landmark)-5} 

 // calculate the average of difference // 

    average_diff=(diff1+diff2+diff3+diff4+diff5)/5; 

point_thres=4; 

[ROW,COL]=size(average_diff); 

// calculate the landmark according to average of difference 

for RR=1:ROW 

    for CC=1:COL 

     begin  

if abs(average_diff(RR,CC))>point_thres 

landmarkIM(RR,CC)=(point1(RR,CC)+point2(RR,CC)+point3(RR,CC) 

+   point4 (RR,CC)+point5(RR,CC)+point6(RR,CC))/length(landmark)     

          else 

            detectededgesIM(RR,CC)=point1(RR,CC) 

        end 

 end 
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Algorithm(3):  Extraction of Pose and Shape Parameters 

Input:  landmark of 2D image, (parameter of 3DMM),xyzpoints   

Output: pose parameters (R, T) and shape parameter ( FACE.vertices) 

𝐶 𝑖  𝑠(𝑅  𝑃𝑖𝑢
𝑇 + 𝑅  𝑃𝑖𝑣

𝑇 + 𝑅  𝑃𝑖𝑤
𝑇   

ℎ 𝑖  𝑦𝑖  𝑠(𝑅 𝑚𝑢 + 𝑡   

Begin 

mu =  verticesMU  (u,v,w) // the vertices of the mean shape. 

P = verticesPC. // is a 3n by k matrix where n is the model vertices number and k is the 

principal components number. 

b=best 2D landmark using algorithm 2 

for k=1:niter  // niter is Number of iterations 

begin 

//Build linear system of equations in 8 unknowns of projection matrix 

A2i-1 = [ ui  vi  wi 1 0 0 0 0]  

 A2i = [0 0 0 0  ui  vi  wi 1] 

// Solve linear system 

k = (A\b) 

// Extract parameter from recovered vector 

r1 = k(1:3) 

r2 = k(5:7) 

S = (norm(R1)+norm(R2))/2      //S is Scale // 

r3 = cross(r1,r2) 

[U,S,V]=svd([r1; r2; r3]) 

R = U*transpose(V)        // R is rotation matrix// 

// Determinant of R must = 1 

if (det(R)<0) 

begin 

// reject the third row of U and precompute R 

    U(3,:)=-U(3,:)  

    R = U* transpose(V) 

end 

sTx = k(4); 

sTy = k(8); 

T(1,1)=sTx/s;         // translation vector // 

T(2,1)=sTy/s; 

// Obtain initial shape estimate ( E ) 

for j=1:size (P) 

begin 

 𝐶 𝑖−  𝑠(𝑅  𝑃𝑖𝑢
𝑇 + 𝑅  𝑃𝑖𝑣

𝑇 + 𝑅  𝑃𝑖𝑤
𝑇    

ℎ 𝑖−  𝑥𝑖  𝑠(𝑅 𝑚𝑢 + 𝑡        

End 

solve Cα = h in a least squares problem  

E = LSQLIN(C,h) // (norm(c*E-h)^2) 

FACE.vertices= verticesPC *E+verticesMU 

End 

End. 
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 Perform 3DMM fitting using 2D 

landmark and edges as shown in 

subsection 3.2. In this stage get 

the final shape parameter to the 

final 3D model.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Perform an iterative procedure to 

change the shape parameter 

according to 2D edge until get the 

accurate 3D model as shown in 

algorithm(4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm(4):  3DMM Fitting using 2D Landmark and Edges 

Input:  edge of 2D image, (parameter of 3DMM)   

Output: finial shape parameter 

Begin 

FV.faces = tri; // Face structure of 3DMM mesh 

//Extract image edges E  

For i=1:niter //  Number of edge fitting iterations 

//Compute vertices lying on occluding boundary(boundary edges) 

 //Compute face normal 

 fn = normal_face( FV.vertices,FV.faces ) 

 // Edges with a zero index lie on the mesh boundary, i.e. they are only 

adjacent to one face 

boundaryEdges = Ef(:,1)==0; // Ef : faces adjacent to each edge in the mesh 

//Compute the occluding edges as those where the two adjacent face normal differ in 

the sign of their Z component 

Ev : vertices adjacent to each face in the mesh 

occludingEdges = sign(fn(:,3)) ~= sign(Ef(:,3)) &~boundaryEdges 

//Select the vertices lying at the end of the occluding edges and remove duplicates 

occludingVertices = Ev(occludingEdges) 

occludingVertices = unique(occludingVertices) 

// compute Project occluding boundary vertices 

x2 = R* (FV.vertices(occludingVertices,:) // R is rotation matrix 

x2(1,:) = x2(1,:)+t(1) // t is translation  vector 

x2(2,:) = x2(2,:)+t(2) 

x2 = x2.*s    // s is scale 

// Find edge correspondences  

[idx,d] = knnsearch(E,x2) 

//Filter edge matches  

sortedd=sort(d) 

//Proportion of nearest-neighbour edge matches used at each iteration, may be more 

sensible to threshold on distance to nearest neighbour 

percentile = 1; 

threshold = sortedd(round(percentile*length(sortedd)) 

occludingVertices = occludingVertices(d<threshold) 

// Perform 3DMM fit using edge corresponding 

Perform algorithm (3) to get new shape parameters according to edge values 

  endfor 

End 
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5. Results and Discussion: 

In this work, available comprehensive and 

popular 2D image database Psychological Image 

Collection at Stirling (PICS) is used. This dataset 

contains 687 Colour faces, Between 1 and 18 

images of 90 individuals.  Its variations in pose, 

viewpoint, and expression. 

 

 

 

 

 

 

 

 

 

 
 

Fig.5 (a) represents the generic model, 

then deforms this model by fitting with the 2D 

image. First the generic model deforms according 

to only 2D feature (landmark) as shown in figure 

5 (b), then begins in iterative procedure to deform  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
The database‘s resolution is varied from 336x480 

to 624x544. Fig.4 shows the unconstrained image 

sequence (different in poses) which represent the 

input for the system. 

 

 

 

 

 

 

 

 

 

 

 

 
 

the 3d model with 2D landmark and edges by 

finding nearest neighbor between model edges 

and image edges to get the finial 3D model which 

match with the feature in 2D image as shown in 

figure 6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4: Input image sequence. 

                                           
(a) (b) 

Figure 5 (a): the initial 3D model. (b): the initial deform 3D model 
 

 

 Figure 6 : finial 3D model. 
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As shown in figure 6 the proposed 

system can deform the initial 3D model (figure 5 

a) in order to be corresponding with 2D feature, 

and can change the feature from male in initial 

model to female feature (figure 6).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusions  

In this paper new 3D face reconstruction method 

is designed by improvement fitting procedure to 

get accurate 3D model by taking best 2D 

landmark of all images rather than taking only 

first 2D image landmark (traditional method). this 

modify is shown by comparing the proposed 

system with the traditional method. The main 

conclusions that are achieved from the proposed 

system are: 

1. The proposed system can be applied to any 

pose of the input image. 

2. The proposed 3D reconstruction has 

achieved good accuracy according to deform 

general 3D model to correspond the 2D 

feature. 

 

 

 

 

 

 

 

 

 

 

5.1. Comparison between traditional 

fitting procedure and the proposed fitting 

method:  
          In this subsection shows the performance 

the proposed fitting procedure and compare with 

the classical method as shown in table 1. 

Table 1: Comparison between traditional fitting 

procedure and the proposed fitting method 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. the proposed system can overcome extremely 

challenge which is deforming the 3D default 

model to make it compatible with the 2D 

feature especially female feature. 
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As shown in above table, the proposed system gives 3D model more accurate and smooth from the traditional method. 
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 إعادة بٌاء الْجٍْ الثلاثيت الابعاد باستخذام تقٌيت هطابقت ًوْرج هْرفبل الثلاثي الابعاد

  

شيواء حويذ شاكر
 

ًجلاء عبذ حوزة                     
 

 جاهعت بغذاد                        الجاهعت التكٌلْجيت                                  

 كليت التوريض                    قسن علْم الحاسباث                                  
 

 وستخلص :ال

ٚلذ (. راد أٚضبع ِخزٍفخ)في ضىً ّٔٛرج ثلاثي الأثؼبد ٌٍصٛس غيش اٌّميذح  في ٘زا اٌجسث، رُ دساسخ إػبدح ثٕبء اٌٛخٖٛ

يٓ . في ٘زا اٌجسث لذ رُ الزشاذ رسسفي رمٕيبد إػبدح الإػّبس ثلاثيخ ثلاثي الاثؼبدِطبثمخ ّٔٛرج ِٛسفجً اسزخذِذ طشيمخ 

ثلاثي الاثؼبد ٌٍسصٛي ػٍٝ ّٔٛرج دليك ثلاثي الاثؼبد ِٓ خلاي اخز أفضً اٌّؼبٌُ اٌثٕبئيخ ٌطشيمخ ِطبثمخ ّٔٛرج ِٛسفجً 

ٔزبئح ِمبسٔخ اٌطشيمخ اٌّمزشزخ ِغ أظٙشد الاثؼبد ٌىً اٌصٛس ثذلا ِٓ اخز ِؼبٌُ اٚي صٛسح )وّب في اٌطشيمخ اٌزمٍيذيخ(. 

 اٌطشيمخ اٌزمٍيذيخ ٔزبئح ِطدؼخ ِٓ ٔبزيخ ٚلذ اٌزٕفيز ٚخٛدح إػبدح اٌجٕبء.

Shaimaa .H / Najlaa .A 



 

38 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

 

 

 

 

Methods of Secure Routing Protocol in Wireless Sensor 

Networks 
 

 

Waleed Kh. Alzubaidi                              Shaimaa H. Shaker 

        Dep. Informatics Institute                       Dep. of Computer sciences                 

University of Information Technology            University of Technology            

          and Communications, Iraq                                Baghdad, Iraq 

           (waleed8010@gmail.com)                 (120011@uotechnology.edu.iq) 

 
 

 

  

 

 

   
 

 

 

 

Abstract:  

            The Wireless Sensor networks (WSN) consider an emerging technology that have 

been greatly employed in critical situations like battlefields and commercial applications 

such as traffic surveillance, building habitat, smart homes and monitoring and many more 

scenarios. Security is one of the main challenges that face wireless sensor networks 

nowadays. While an unattended environment makes the deployment of sensor nodes in the 

networks more vulnerable to vary of potential attacks, the limitations of inherent power 

and memory for the sensor nodes makes conventional solutions of the security is 

unfeasible. The sensing technology combined with processing power and wireless 

communication makes it profitable for being exploited in great quantity in future. The 

wireless communication technology also acquires various types of security threats. This 

paper discusses a wide variety of attacks in WSN and their classification mechanisms and 

different securities available to handle them including the challenges faced.  

 

Keywords-Wireless Sensor Network; Security Goal; Security Attacks; Defensive 

mechanisms;Challenges
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1. Introduction 
 This paper presents a thorough picture of 

Wireless Sensor Network (WSN), grid-based 

cluster, and role of sensors in WSN. Additionally, 

the security issue concern in WSN embraced with 

several kinds of attacks in WSN is described. 

Then tailed by several authenticated routing 

protocols and the routing framework. Finally,in 

the last portion of this paper, the literature survey 

on intelligent routing for clustered WSN is 

discussed. An overview of the current paper is 

depicted in Figure 1. 

 

2.1 Wireless Sensor Network 
A WIRELESS sensor Network (WSN) is a self-

sufficient, self-arranging, and multi-hop network 

that encompasses a significant quantity of sensor 

nodes. The sensor nodes work together with each 

other to screen the physical condition around 

them. WSNs are ordinarily unattended and energy 

compelled in nature. Accordingly, they require 

energy efficiency and efficientprotocols to 

expand the system lifetime and tasks [1]. A WSN 

contains a few sensor nodes, which can be 

exploited as a mass of various application 

situations, for example, agriculture, military, 

health care, and energy. WSN has been used as a 

piece of various fields such as schools, colleges, 

battlefields, surveillance and so forth. It has been 

used as a piece of everyone‘s day to day life and 

its provisions are growing in well-organized 

fashion. WSN has come in presence as a key 

solution for a few issues where human mediation 

is difficult. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The fast advances in wireless technology, 

implanted chip, incorporated micro-electro-

mechanical systems (MEMS), and 

nanotechnology has engaged the progression of 

nominal effort, low-control, and, multifunctional 

sensors. Sensors are of little in size and can 

perform event identification, data tracking, 

interacting with each other or with the data sinks. 

Sensor nodes are associated with each other 

through the wireless medium, for example, 

infrared or radio waves and it becomes 

operational with application data arrival/sensing. 

Internal memory related to every sensor node 

stores the data of its related event packets. A 

group of sensors sharing a wireless medium form 

a WSN for gathering information and 

transmitting it to remote clients (sinks). The 

principle motivation behind the WSN is to screen 

and gather information from the sensors and after 

that transmit this information to the sinks [2]. 

WSNs are more appealing because of their wide 

range of utilization, like weather monitoring, 

military surveillance, health care, disaster 

management etc. The essential reason for WSN 

growing popularity was to ceaselessly screen 

such conditions that happen to be extremely 

difficult or unrealistic by people [3]. 

The exploration of WSNs is a subset research 

area of Internet of Things (IoT). The sensors 

ought to be allocated with a routing protocol such 

that the information is transmitted to the end-

client by means of various intermediate sensors 

nodes. 
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A WSN may comprise of a few heterogeneous 

sensor nodes to perform dedicated assignments 

conveyed in a territory of intrigue. There exist 

numerous proprietary and nonproprietary existing 

solutions for fetching sensed information from 

the sensor nodes. In any case, the present pattern 

of utilizing IP-based sensor organizing 

arrangements, (for example, 6LoWPAN and 

IPv6) empowers the WSN to be associated with 

the web. Therefore, WSNs can be utilized for 

observing/controlling diverse applications 

through the web based network, which in turn, 

builds up the idea of the Internet of Things (IoT) 

[4]. In sensor nodes, the fault may occur because 

of the incorrect condition of equipment or a 

program as an outcome of a sudden fault of any 

part. Also, any performance degradation for 

nodes happening due to energy exhaustion is 

critical and as the time advances  

 

 

 

 

 

 

 

 

these shortcomings may increment, bringing 

about a non-uniform system topology. The issues 

that can happen because of the failure of sensor 

nodes are misfortune in availability, delay 

because of the misfortune in association and 

partitioning of the system because of the gap 

created by the failed sensors [5]. 
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2.2 Clustered Network 
Clustering was proposed in early researches [6] as 

a mean of enhancing WSN lifespan and was 

immediately embraced in progressive works. In 

clustered networks, a few nodes move towards 

becoming Cluster Heads (CHs) and are in charge 

of directing messages from other cluster CHs and 

cluster member nodes. Nodes that are not CHs 

moved toward becoming cluster member nodeand 

send messages just to CHs. Clustering was 

introduced to reduce the general power utilization 

and expand network lifetime. Thought of 

clustering seems to be self-explanatory and so 

apparent that it was fixed deeply into WSN 

theory. Clustering strategies are additionally one 

of the means to covenant with topology control, 

which can compose a WSN into a group based 

system. Task scheduling, data gathering, and 

Transmission Power Control algorithms can be 

executed in this structure with a specific end goal 

to accomplish particular task. A clustering 

algorithm can partition sensors into various 

clusters/gatherings/subgroups.  

In each cluster, a CH is chosen to be responsible 

for producing a transmission plan, gathering 

information from every one of the sensors in the 

group and transmitting the amassed data back to 

the Base Station (BS). In light of the grouped 

structure, the framework can provide extended 

network life by keeping minimum 

communication among the sensors within a 

cluster, without affecting the usefulness of the 

system. The CH is the developer of a cluster and 

it is accountable for social affair information and 

transmitting the information to the BS. The CHs 

will possess more energy than ordinary cluster 

member sensors and in this manner, can better 

control the network for longer period. In many 

scenarios, CHs also take part to adjust the power 

utilization on participating sensors. Which 

sensors should be chosen as CHs requires 

cautious examination. In general, one of three CH 

race plans is adopted as : a) Deterministic, b) 

Random, and c) Adaptive. Subsequent to being 

chosen, the CHs will publicize themselves by 

communicating their data to different member 

sensors. Every sensor will assemble the data from 

all the CHs inside its radio coverage range and 

after that choose which CH to join in view of 

some correspondence properties. A few 

measurements can be utilized to decide the 

correspondence properties between a sensor and a 

CH, for example, 

 

 

2.3 Grid Based Cluster 

Many grid-based algorithms have been 

developed. The author [7] displayed a calculation 

called Low Power Grid-based Cluster Routing 

Algorithm (LPGCRA).It chooses the CH among 

the typical sensor nodes which have maximum 

residual energy. Regardless of the fact that 

LPGCRA focuses to balance the overall load of 

the network, it has the accompanying limitations. 

On the off chance that the CH is far from every 

single other sensors in a group, then all member 

sensors need to spend more energy including CH 

itself. Also, CHs transmit accumulated local 

information specific to the sink node which is 

moderately less in number than the cumulative 

amount of sensor nodes, prompting fast battery 

exhaustion of the CHs. In another framework 

based approach called Grid Based Routing 

(GBR), has endeavored to expand the system 

lifetime by ideal determination and dispersion of 

the CHs over the objective zone. Nevertheless, 

they expect a settled number of grids which may 

not be sensible for a huge region of operation. 

Besides, in the selection phase, CHs are chosen 

based on the sensor node‘s transmission time to 

the sink. In this way, the technique chooses the 

CHs which are close to the sink in every grid and 

thus the member sensor nodes of the cluster 

exhaust their energy faster for entire transmission 

to the CH. However, none of the above 

algorithms address the energy efficiency, load 

matching and fault lenient secure routing issues 

together [8]. Grid network with clustering 

techniques showed better outcomes in contrast 

with the grid network without clustering. It 

requires less energy usage than other [9] available 

methods. 
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2.4 Intermediate sensors in WSN 

The mix of heterogeneous sensors creates a key 

innovation for the 21st century named WSN 

which gives phenomenal open doors in many 

areas running from military to agriculture and has 

applications in events like , health monitoring, 

modern control and home systems.As compared 

to other type of wireless communication 

technologies, WSN requires utilization of sensor 

systems to transport the stream 

 

 

 

  

 

 

 

Security is a vital issue to be considered for the 

system which is conveyed in threatening 

condition. Organization of a system in a human 

uninterruptible place is extremely vulnerable 

without security. Plan of a security convention is 

a testing errand because of the nature and 

accessibility of assets. Security instruments 

utilized for systems can differ as per the diverse 

needs ranging from fixed to wireless networks 

[12]. 

 

 

 

Figure2. Representation of Cluster Based WSN 
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of detected information from numerous districts 

(sources) to a specific sink [10].Sensors are the 

genuine interface to the physical world, in other 

words, the modern gadgets that can watch or 

control physical parameters of the earth.In this 

context, without the intermediate sensor nodes, 

which helps to carry forward data en route, a 

remote sensor system would be irrelevant totally. 

Any sensor or actuator, which is part of WSN can 

act as an Intermediate sensor based on their 

location and data transmission path.Thus, 

Intermediate sensor nodes are in charge of self-

sorting out a suitable system foundation, with 

multi-hop data forwarding between actual source 

and destination sensor nodes. In this way, WSNs 

can operate with little, minimal effort gadgets for 

an extensive variety of uses and they don't depend 

on any previous infrastructure [11]. 

2.5 Security Issues 
Security is a vital issue to be considered for the 

system which is conveyed in threatening 

condition. Organization of a system in a human 

uninterruptible place is extremely vulnerable 

without security. Plan of a security convention is 

a testing errand because of the nature and 

accessibility of assets. Security instruments 

utilized for systems can differ as per the diverse 

needs ranging from fixed to wireless networks 

[12]. 

An arrangement of standards for tending to the 

issue of securing remote sensor systems was 

proposed. A solution with regards to these 

standards, underpins a differential security benefit 

that can be powerfully arranged to adapt to 

changing system state. Security of a system is 

controlled by the security over all layers. In a 

massively distributed network, safety efforts 

ought to be agreeable to dynamic reconfiguration 

and decentralized administration. In a given 

system, at any given instant, the cost brought 

about because of the safety efforts ought not to 

surpass the cost surveyed because of the security 

dangers around them. If physical security of 

nodes in a system isn't ensured, the safety efforts 

must be strong to physical altering nodes in the 

field of deployment. Since sensor systems posture 

extraordinary difficulties, the security strategies 

as a part of conventional systems can't be utilized 

straightforwardly. On account of different 

limitations in WSN, the accompanying 

perspectives ought to be painstakingly considered 

when planning a security plot: Power efficiency,  

 

 

 

 

Node Density and Consistency, Adaptive 

security, Self configurability, Simplicity and local 

ID [13]. Security in WSNs is as essential as in 

different styles of frameworks, particularly in 

military and security applications (e.g. intruder 

recognition). Aggressors may endeavor to block 

movement in destinations (i.e. execute a denial of 

service attack) or deal information with the 

expansion of some satirize detected information 

to arrange (i.e. aggregating invasion). Aggressors 

from the inside (ruined node already situated into 

WSN) can confer steering issue by driving 

information development to parodied sinkholes. 

In WSNs, different assaults are discovered in the 

following section that damages the normal 

operation of the entire system framework. 

3 Attacks in WSN 

3.1 Spoofed routing information  
The most direct attack against a routing protocol 

in any system is to focus on the routing 

information   itself   while it is being traded 

between nodes. An aggressor may spoof, modify, 

or replay routing data, keeping in mind the end 

goal to upset activity in the system. These 

interruptions incorporate the creation of  routing 

loops, attracting or repulsing system movement 

from selected nodes, broadening and shortening 

source routes, producing counterfeit mistake 

messages, dividing the network, and expanding 

end-to-end idleness. A countermeasure against 

spoofing and alteration is to affix a message 

authentication code (MAC) after the message. 

Proficient encryption and verification methods 

can shield satirizing attacks. In this kind of 

attacks, a malevolent node parodies a MAC 

address of a node and makes various ill-

conceived identities that highly influence the 

normal operation of wireless sensor network [14]. 

3.2 Selective forwarding  
WSNs are normally multi-bounce systems and 

consequently in view of the presumption, that the 

participating nodes will forward the messages 

dependably. Malicious or attacking nodes can 

however decline to course certain messages and 

drop them. In the event that they drop every one 

of the packets through them, at that point it is 

known as a Black Hole Attack. In any case, in the 

event that they specifically forward the packets, is 

known as selective forwarding. To counter the 

possible attacks associated with this, Multipath 

routing can be utilized. Such ways of routing are 

not direct as they don‘t have two consecutive 

regular nodes, and they utilize implicit 

acknowledgements, which guarantee that packets  
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are forwarded as they were sent. In networks, 

attackers focus on two kinds of attacks: an 

information attack and a routing attack. A 

selective forwarding attack is a kind of 

information attack, in which a traded off node 

specifically drops a packet. In this way, a 

selective forwarding attack may harm the system 

proficiency. This kind of attack can also be 

thought to be a unique instance of   black hole 

attack. Most of such attacks are caused by a 

malignant node that is situated in the route of 

information stream. Such nodes can dismiss a 

certain or specific delicate message that starts 

from different parts of the network and to be 

forwarded to the base station. Consequently, a 

malevolent node can bring down certain nodes 

near the base station to damage end to end 

connectivity. Such pernicious node specifically 

targets dropping delicate packets, for example, a 

packet that reports foe tank development. 

Malicious sensor nodes can work as normal 

sensor nodes. Selective forwarding attacks can be 

categorized into two classes: drop packets in 

certain nodes and drop packets of certain types 

[15]. 

3.3 Sinkhole attack 
Contingent upon the routing algorithm method, a 

sinkhole attack tries to bait all the activity toward 

the traded off node, making a figurative sinkhole 

with the enemy at the middle. Geo-routing 

protocols are known as one of the directing 

convention classes that are impervious to 

sinkhole attacks. Such routing topology is 

developed utilizing just restricted data, and 

movement is normally directed through the 

physical area of the sink node, which makes it 

hard for an attacker to target somewhere else for 

making a sinkhole. In a sinkhole attack, the 

gatecrasher‘s point is to bait all the activity from 

a specific zone through a traded off node, to 

launch an attack. Thereafter, the traded off node 

tries to pull in all the movement from neighbor 

nodes in view of the direction measurements 

utilized as a part of the routing protocol. Sinkhole 

attack is one of the key routing attacks which is 

tough to counter on the grounds that the routing 

data provided by a node in a remote sensor 

arrangement, is hard to validate [16]. To lunch a 

sinkhole attack, the gatecrasher first victimize any 

normal node in the  network and then the 

compromise node attacks the other neighbor 

nodes based on the data received from the 

conventional routing protocols. This leads to a 

serious attack situation due to the traded off 

nodes location proximity to the sink. As a 

consequence, the source is unable to send 

information packets to the sink . This prompts 

misrouting of information bundles [12]. 

 

 

3.4 Sybil attack 
The Sybil attack signifies ―damaging device 

illicitly dealing with several identities‖. The 

attacker adopts the procedure of making a few 

duplicate nodes utilizing a similar identity i.e. 

indistinguishable   node   id. For example, an 

inconvenient node can easily stretch false 

identities, or may mimic different other 

trustworthy nodes inside system. In particular, 

WSNs are more prone to sybil attack due to the 

nature of open and shared wireless transmission 

medium. In addition to that , exactly the similar 

rate of reappearance is being shared among all 

nodes. In such scenarios, the attacker could make 

different lacking authenticity characters by 

manufacturing or maybe taking these 

personalities with respect to trustworthy nodes. In 

this manner , the beds base station cannot 

differentiate between the legitimate and produced 

nodes. This befuddles the base station alongside 

different nodes and corrupts the system execution 

[17]. In this attack, a solitary node exhibits 

different characters to every single other node in 

the WSN. This may deceive different nodes, and 

henceforth routes accepted to be disjoint as a 

particular node can have a similar enemy node. A 

countermeasure to sybil attack is by utilizing a 

remarkable imparted symmetric key for every 

node to the base station.  Thus , in Sybil attacks a 

noxious gadget wrongfully going up against 

numerous personalities impact large number of 

network nodes with a specific end goal to deplete 

its assets or taking delicate data. 

Types of Sybil assaults 

1. Direct vs. Indirect Communication: In direct 

communication, Sybil nodes straightforwardly 

speak with true legitimate node while in Indirect 

Communication, no real nodes can discuss 

specifically with the Sybil nodes.  

2. Manufactured versus Stolen Identities: In 

manufacturing, the vindictive node creates 

number of characters while in stolen, the node 

hacks an honest node‘s authentic node ID. 

3.5 Wormholes  
This kind of attack is imperative and furthermore, 

it is a perilous attack for WSN kind of 

deployment. The attacker could record a packet at 

a solitary area in the system, burrows them to 

another area, and resends them into the system. 

The aggressor can replay messages to any piece 

of the system. In wormhole attacks, malevolent 

nodes can make a shrouded channel between 

sensor nodes. A wormhole attack is a vital risk to 

a wireless sensor network on the grounds that this 

kind of attack does not entail that a sensor in the 

system is traded off. See Figure 4. 
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This kind of attack influences the system layer by 

constantly hearing and recording information. It 

can be actualized in the underlying stage when 

the sensor dispatches to find data [15]. A foe can 

tunnel all the sensitive messages received into a 

player node in the system over a low inactivity 

connection and replay them in another piece of 

the system. This is normally finished with the 

coordination of two foe nodes, where the nodes 

endeavor to downplay their separation from each 

other, by communicating bundles along an out-of-

bound channel accessible just to the attacker. To 

beat this, the data movement is directed to the 

base station along a way, which is dependable 

and topographically shortest or utilize tight time 

synchronization among the nodes, making the 

attack situation infeasible in commonsense 

conditions. The wormhole connection can be set 

up by numerous kinds, for example, long-range 

wireless transmission in wireless networks, by 

using an Ethernet cable, a long-range wireless 

transmission and an optical connection in a wired 

medium. Wormhole attack records packets 

toward one side point in the system and passages 

them to opposite end-point. These attacks are 

extreme dangers to MANET and WSN routing 

protocols. For instance, when a wormhole attack 

is utilized against an on-request routing 

convention, for example, AODV/DSR, then all 

the packets will be transmitted through this 

malicious path and no other route is found. In the 

event that the attacker makes the passage 

sincerely and dependably, then it won‘t affect the 

system and furthermore gives the valuable 

administration in associating the system more 

proficiently. The attacker can play out the attacks 

regardless of whether the system correspondence 

gives privacy and genuineness. A key 

countermeasure can be integration of the 

prevention methods into intrusion detection 

framework. However, it is quite tough to locate 

the attacker with a software-only approach, since  

 

 

 

the wormhole nodes send similar  packets  like 

their counterpart legitimate nodes. In this case, If 

single path on-demand routing protocol such as 

AODV is being deployed in highly dynamic 

wireless ad hoc scenario, a new route is required 

to be found in the event of every route break. 

Each such route discovery demands high 

overhead and latency. This inefficiency can be 

overcome with multiple paths route discovery 

protocol which also addresses the phenomena of 

all paths breakage in a network. To secure the 

network against wormhole, a combination of 

processes, procedures, multipath routing and 

systems need to be adopted that can ensure 

confidentiality, authentication, integrity, access 

control, availability. Few techniques of 

authentication and integrity mechanism, either by 

the end-to-end approach or hop-by hop, is useful 

to provide  the accuracy of routing information. 

3.6 Hello flood attacks 
Hello flood attack has proved to be one of the 

primary concerns in communication system and it 

is generally observed in the network layers of 

WSNs. These attacks are mainly caused by an 

attacker with high transmission power and that 

sends or receives the hello packets used for the 

discovery of neighbor. During these processes, 

the attacker develops an impression of being a 

neighbor to other nodes and finds that underlying 

routing protocol provides disrupting facilities for 

different types of attacks. Further, the attacker 

transmits the packets in such a way that large 

number  of nodes are considered as parent node in 

the WSNs [31]. Figure 5 shows a hello flood 

attacker broadcasting hello packets with more 

transmission power than base station. In response 

to this, a legitimate node has considered the 

attacker as its neighbor and also an initiator. 

In recent years, the research conducted in the 

field of attacks , ascertains rapid increase in  

delay while transmitting the message amongst 

parent node in WSNs. Besides, it has been 

observed that attacker transmits these hello 

messages through large number of nodes. From 

this process, the attacker establishes the nodes as 

the neighbor nodes in the network. Subsequently, 

considerable amount of energy is dissipated 

among the nodes while responding to the HELLO 

message from attackers end , which further leads 

to confusion state [32]. 

 

 

 

 

 

 

 

Figure 4. Representation of Worm hole Attack in 

Network 
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The Hello flood attack recognizes the sensor 

node, transmits hello message and proclaim itself 

as their neighbor. Further, any normal neighbor 

node assumes that the sender/attacker node is in 

communication range when it receives the hello 

message and start communicating with that node 

by providing an entry through its routing table as 

its neighbor. The communication amongst sensor 

nodes and base station is provided through the 

mean of neighbors. The hello message with more 

power is generated when the attacker tries to 

capture the legitimate node or develops a fake 

node in the network and further it produces a 

dilemma whether the message has been received 

from neighboring nodes [33]. Moreover, it is 

observed that hello message has been considered 

to travel through the shortest path by the nodes 

from the base station on the basis of assumption 

that malicious node is the base station and starts 

communication with the attacker. Through this 

process, the attacker can gain control over the 

base station and communication gap raised 

among the base station and other sensor nodes, 

which eventually affects the routing process. 

  

The properties of the Hello packet has been 

categorized into five features and they are as 

follows, 

 

 

 

 

 

 

 

 

 

1. The Hello packet size is less compared 

to data packet. 

2. The tendency of   hello packet reaching 

its destination (receiver) is high 

compared to data packet in weaker links 

of the WSNs. 

3. The   transmission of hello packet is 

higher at lower bit rate, since basic bit 

rate is more reliable compared to others. 

4. Acknowledgement is not essential while 

transmitting data in Hello packets. 

5. There is no guarantee in bidirectional 

transmission of hello packets. 

  

Hello packets are capable of providing 

opportunity for more number of attacks such as 

flooding, tempering and node capturing, false 

node replication. These attacks are explained in 

brief as follows: 

Flooding 
In this type, a new connection request has been 

continuously accepted by the neighbor from the 

attacker for resource capturing. The results 

observed in legitimate nodes are in terms of 

severe resource constraints [35].  

Tempering and node capturing 
Tempering is generally observed in the attacks on 

the components, which requires alteration in the 

interior structure of an individual chip. An 

advisory module can easily recognize it and can 

be processed for hello flood attack. In this 

process, the attacker can gain full control over the 

sensor node through node capture attack. In order 

to develop node capturing, the attacker should 

have precise knowledge, efficient equipment with 

other few resources. The main limitation 

observed in this technique is complexity in 

separation or removal of nodes from network 

[36].  

False node replication 
In this process, new sensor node has been rooted 

inside WSNs by an attacker by using the ID of 

legitimate user. Initially, legitimate ID has been 

replaced with the false one in the network and 

replication of this false node along with the 

support of flood attack can lead to a huge 

destruction in WSNs. The rate of such damages 

was predicted to be high and also, the attacker 

was found to have gained complete access over 

the network [37].  

 

Figure 5. Representation of Hello Flood network 
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4.Authenticated Routing Protocols 

4.1 Ad-Hoc on Demand Distance 

Vector Routing (AODV) 
 The Ad hoc On-Demand Distance 

Vector (AODV) routing protocol operates with 

mobile/static sensor nodes for early recognition 

of   the routes and to reach new destination. Here, 

the nodes are not required to preserve and 

maintain routes to its destination. The AODV 

algorithm comprises with features such as 

autonomous, dynamic, multi hop routing amongst 

the nodes to establish and maintain route in an ad 

hoc network. It addresses the issues regarding 

route breakages and fluctuations in network 

topology in a well time manner. It is loop free 

operation and excludes Bellman-Ford "counting 

to infinity" problem to provide fast convergence 

rate during the changes in ad hoc network 

topology, link breakage. Further, the affected set 

of nodes is identified in order to nullify the routes 

using the lost link [38]. 

The demand on various applications of the 

routing protocol has influenced researchers to 

modify the basic algorithm and provide better 

utilization factor in adhoc networking. In this 

study,  various AODV routing protocols have 

been reviewed, compared to select the effective 

protocol. Additionally the benefits of ad-hoc 

frameworks and the present difficulties have been 

reviewed. Further, this study provides a review on 

the areas to be enhanced and to understand the 

capability of the ad-hoc networks. The evaluation 

parameters such as end to end delay, packet 

delivery ratio, energy, throughput are often to be 

considered for analyzing  Ad hoc On-demand 

Distance Vector routing protocol [39] as shown in 

Figure 6. 

 

Destination Sequence 

no 

Hop 

count 

Next 

hop 

Time 

out 
 

Latest trends show that when a specific team goes 

for a gathering or meeting, without a doubt they 

have a handheld PC or laptop instead of scratch 

pad. The primary reason behind the fact is that 

the network information system data assumes a 

dynamic imperative part in sharing data quicker 

than with settled base stations. Moreover, it 

conveys the data related information by means of 

video or voice, starting with one safeguard 

colleague to the next through means of portable 

hand held or wearable remote gadget [40]. The 

challenges arising in deploying ad hoc wireless 

networks are, 

 

 

 

 

1. Energy management 

2. QoS support 

3. MAC protocol 

It has been observed from the above study that 

energy management   in handheld devices , can 

genuinely neglect forwarding  packets to Ad hoc 

mobile environment. Henceforth, the routing 

traffic on the basis of node energy management is 

the one way approach to recognize stable route 

and nodes that are more enduring than others. It‘s 

insufficient to consider QoS simply at the system 

level without considering the fundamental media 

access control layer. In recent years, the trends in 

WSNs have been outperformed by QoS approach 

because of its advantages compared to other 

approaches. A few ideal models are presented in 

latest Ad hoc routing methodologies such as 

reduced time delay, enhanced packet delivery 

ratio, advanced techniques for path finding and 

TCP performance to analyze the QoS 

performance. An adaptable Ad hoc routing 

protocol can responsively conjure on-demand 

approaches on the basis of circumstances and 

communication prerequisites [41]. Additionally, 

these works are necessary in the future for media 

access control, and security to understand the 

capability of Ad hoc networks. 

4.2 Optimized Link State Routing 

(OLSR) 
The OLSR commonly acquires the stability of the 

connection state algorithm into link-state 

protocol. Individual node recognizes every link in 

the neighbor nodes and occasionally surges a 

message containing the entire link connections i.e 

link State Message [42]. Further, every individual 

node develops a topology map for the network 

and freely ascertains the best hop pointing to the 

destination through shortest path algorithm. 

Generally, the OLSR routing protocol is an 

enhanced optimization process to the classical 

link-state algorithm. The advantages of 

multipoint relays (MPRs) have been considered 

as important concept in OSLR [43]. The MPRs 

mechanism chooses the individual node, which 

forward transmitted messages during the flooding 

procedure. This algorithm decreases control 

packet propagation in the entire network because 

of the condition that node only selects the subset 

of the link along with its neighbor MPR selectors. 

In brief, the packet flooding in the system is 

considerably decreased because of the fact that 

exclusive MPRs only create the link state 

information and communicates the message.  

 

Figure 6 Represents the Routing Table structure in AODV 

Waleed .K/ Shaimaa .H 



 

48 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

 

In this way, the MPR nodes may promote just 

connections among themself and its MPR 

selectors, thus utilizing partial link-state 

information for calculating the route. 

Only two mobile nodes have been considered in 

the single hop transmission. A portable mobile 

node is associated by means of LAN association 

with Host A, while the other is associated through 

various LAN associations with Host B. The 

OLSR routing protocol then spontaneously 

calculates the link and subsequently creates the 

routing path. In actuality, every one of the four 

versatile nodes is utilized in multi hop 

communication. Single hop experiment also 

follows similar experimental setup. However, the 

in-between mobile routers are placed at 

foreordained areas between two LAN. The 

chained link between two LANs has been formed 

by computing the links through OSLR routing 

protocol and using intermediate routers [44]. 

4.3 Dynamic Source Routing (DSR) 
 Dynamic Source Routing protocol is 

defined as a self-maintaining routing procedure 

for wireless sensor networks. This protocol can 

also work with cell phone frameworks and 

portable systems having up to 200 nodes. A 

Dynamic Source Routing system can design itself 

autonomously without the mediation of human 

overseers. A route on demand can be formed 

while transmitting the node requests. Self-

developed source routing has been utilized at 

individual intermediate device instead of 

depending on the routing table. Deciding source 

routing requires gathering the address of every 

sensor node between source and destination, 

during discovery of the route. The captured data 

is further used by nodes for processing route 

discovery packets. Moreover, the acquired 

packets are used in route packets and it comprises 

with the details regarding the address of the 

individual device where the packet will traverse 

[45].  

Furthermore, the DSR is considered to be an on 

demand protocol which is used to monitor and 

regulate the bandwidth consumption rate by 

means of control packets in ad hoc wireless 

networks. Table driven approaches have been 

considered to do the additional work and updating 

the table in accordance with changing network 

conditions. The key comparison amongst the 

present and on-demand routing protocols is the 

absence of  hello packet transmission, which is 

used to sense the presence of nearby nodes. The 

fundamental procedure considered in this 

protocol is to develop a node‘s routing database 

through the process of flooding Route Request 

packets in the network.  

 

 

 

The destination node reacts by replying back with 

a route reply packet to the source after receiving 

route request packet. The information regarding 

traversed route can be obtained through the route 

reply packet received at the destination node [46].  

 

5 Authenticating Routing Framework  
Energy efficient routing protocols have been 

developed by various authors in order to enhance 

the life span of   Wireless Sensor Networks 

(WSNs) and balance energy conservation.  

Different authors reviews along with routing 

frameworks are as follows, 

5.1 Cluster head selection  
A priority based load balancing method 

comprising cluster head selection is used to 

overcome the limitations arising due to clustering 

in WSNs [20]. Low Energy Adaptive Clustering 

Hierarchy (LEACH) technique is deployed to 

allocate cluster head position amongst member 

nodes. Later, clustering operation is performed 

after a particular period of time to return new 

setup phase and calculate new cluster head. From 

the experimental study, it has been observed that 

modified leach protocol comprising cluster head 

selection provides better results of about 70,000 

packets afore the network breakdown, which is 

much higher compared to other existing 

techniques. Furthermore, a new clustering 

approach comprising multi criteria decision 

making has been developed by author [21] in 

order to effectively select and manage clusters by 

considering different criteria. Technique for 

Order Preference by Similarity to Ideal Solution 

(TOPSIS) is considered to select the best value 

and optimize the clusters. From the study, it has 

been observed the result obtained in terms of 

number of nodes of 100, initial energy of nodes = 

0.5j, shows better performance in terms of  

lifetime in WSNs compared to other techniques. 

An enhanced protocol comprising node ranked-

LEACH is proposed by author [22] to overcome 

the limitations such as random process selection 

in existing techniques and enhance the life span 

of WSNs. Both past cost and link number 

amongst nodes is considered to determine the 

cluster head of the individual cluster and 

successfully handle shortcomings arises due to 

extra overhead and high consumption of power. 

The study on experimental analysis shows that 

NR-LEACH enhances the lifetime of WSNs 

compared to other LEACH techniques and 

provides optimal CH for individual cluster 

selection. Another research [49], authors 

proposed HHSRP protocol by developing a 

mixed hierarchical clustering algorithm that 

considers greatest value of coordinator node and 
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 fitness value to decide CH. The two key 

algorithm utilized were mixed hierarchical cluster 

based routing and hybrid hierarchical secure 

routing. HHSRP showed the capability of packet 

transmission based on packet priority and without 

losing the packets due to any malicious network 

activity. 

5.2 Reputation Mechanism 
Reputation Based (RB) security scheme has been 

developed by author [23] to provide reliability 

and security to beacon nodes which contain the 

information of sensor nodes in WSNs. Reputation 

evaluation model is considered to analyze   the 

performance of the individual beacon node and 

validated to define the credibility of the beacon 

node. From the study, it has been observed that 

RB model successfully increase the accuracy of 

the WSNs in hostile and untrusted environments. 

The author specified that in future, this technique 

can be extended to overcome the issues regarding 

other malicious attacks. Furthermore, a new 

model comprising Risk-aware Reputation-based 

Trust (RaRTrust) technique has been developed 

in order to analyze the issues regarding insider 

attacks such as node compromise, traditional 

security and bypassing [24]. The developed 

technique has the capability to diagnose and 

separate malicious and faulty nodes. Further risk 

evaluation is considered to overcome dramatic 

node spoiling. The results obtained from the 

study shows that the proposed model reduces the 

effect of bad mouthing attack and further stated 

that recommendations can be aggregated securely 

when dishonest recommendation is 30% more 

compared to total recommendation. 

5.3 Hash based node authentication 

algorithm  
A new memory based approach called hash table 

has been considered to evaluate the security and 

performance of energy consumption in WSNs 

[25]. In this process, the individual node can be 

distributed over the entire internet and each node 

can be controlled using whole resource space and 

related index information. Finally, different 

experiments have been conducted by author to 

evaluate the performance and results shows better 

performance in terms of energy optimization 

compared to other techniques. Furthermore, the 

usage of energy consumption using Hash 

functions such has MD-5, SHA-1, SHA224, 

SHA512 has been analyzed by author [26] in 

authentication nodes of WSNs. The hash 

functions are represented in the form of optimized 

codes and processed on virtual computer. It is 

observed from the study that SHA-224 has 

outperformed other techniques in terms of real 

time of 0.1263 sec, user time of 0.0087 sec and 

system time of 0.0634s. A new authentication  

 

 

scheme comprising Hash based DCHST has been 

proposed by author [27] to analyze data 

aggregation problems and energy constraints in 

WSNs.  Distributed pseudo random function has 

been considered to modify the SHA-1 hash 

function and deliver collision resistant 

requirements. It has been observed from the study 

that combined approach of dynamic clustering 

along with hash technique increases the security 

and removes redundancy with improved 

bandwidth utilization and high data privacy 

security.  

5.4Data replication mechanism 
WSN comprises with hundreds of sensor nodes 

and individual node consists of short-distance 

wireless links. Because of this wireless links, 

energy constraint has always been  a critical 

issue. Data replication has proved to be an 

effective and common way to address these issues 

and improve data management in WSNs [28]. 

The advantages of virtual grid concept are used to 

develop Adjustable Data Replication (ADR) to 

increase the energy of the popular nodes [29]. 

The data replication based ADR has been used to 

increase the life time of the data nodes and 

WSNs. The data replica nodes are repeatedly 

built using ADR and near to the query node to 

provide balance between overhead and energy 

consumption of the sensor nodes. From the study, 

the results show that ADR can effectively reduce 

replica nodes by 60%.and reduced energy 

consumption by 33% compared to other 

techniques. Furthermore, a low complexity data 

replication scheme has been proposed by author 

[30] to increase the rate of data storage and 

decrease the probability of data loss. Periodical 

recycling has been considered to limit the 

memory usage and greedy distribution storage 

scheme for data loss prevention. From the study, 

it has been observed that data dissemination 

scheme is modeled and simulated and results 

obtained shows that relative improvement in life 

time, energy usage and balance amongst data 

storage and neighbor nodes is observed compared 

to other techniques. 

5.5 Security routing for clustered 

WSNs 
The sensed data should be effectively transmitted 

among the sensor nodes for detection/prevention 

of attacks after cluster head selection in WSNs. 

Secure routing protocol has been developed by 

author [47] for intrusion detection in clustered 

wireless sensor networks. An energy prediction 

model has been developed to ensure the node 

security and prediction flow model is developed 

to reduce the attacks arise due to the traffic during 

routing phase. From the study, it is observed that 

NS2 simulation tool is used for evaluating the 
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 security of the developed protocol. The results 

obtained shows better prediction and deliver 

higher end security against certain routing attacks 

such as wormholes, Sybil and hello forwarding 

attacks. A secure routing protocol comprising 

LEACH and ESPDA, has been developed by 

author to address the issues regarding secure data 

aggregation [48]. Several WSNs security 

requirements such as confidentiality in data, data 

integrity and source authentication, availability 

have been considered during the protocol design. 

The author has compared the developed protocol 

with its counterpart namely security context, 

complexity in computation and communication. 

The results obtained from the study shows better 

energy aware with high security compared to 

other existing techniques. Furthermore, an 

efficient technique on the basis of cluster based 

hybrid hierarchical secure routing protocol has 

been developed to analyze the issues arising due 

to clustering algorithms [49].  An unique 

technique has been considered for co-ordinator 

head selection through a combination based 

cluster algorithm and the co-ordinator head 

selection has proved to be the highest value of co-

ordinator node with fitness value. The description 

of the packet is received by co-ordinator node 

through the source node followed by shortest 

pathway selection on the basis of value generated 

amongst the intermediate and sensor node. From 

the study on experimental results, it is observed 

that HHSRP approach provides better 

transmission capability between the source to 

destination without the loss of packet to 

malicious node. 
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6.Proposed Method 
The methodologies planned for the proposed 

work are as following: 

 Our approach views the WSN network as a 

square grid and utilizes a grid based 

clustering method to arrange nodes and to 

afford an optimized route to the destination, 

taking advantage of the geometric properties 

of the grid. 

 Design & development of a secure and fast 

cluster head (CH) selection algorithm. This 

algorithm will be extended to select a backup 

CH node, in case the cluster head is not 

there. 

 Design & development of   network 

reputation based system for sensor nodes, in 

order to authenticate them. 
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 Design & development of a hash based 

robust authentication technique that any 

sensor node will use to provision a set of 

well reputed neighbours (which are 

determined by the network reputation based 

system) with a one-time password and the 

associated hash function. 

6.1 Proposed Secure Routing Framework 

The proposed routing protocol consists of couple 

of functional modules that make it highly 

efficient to choose the bona fide sensor nodes in 

network. The high level block diagram of the 

routing framework is shown in Figure 6. The 

entire routing engine will be built on the top of 

already existing routing protocols for WSN, such 

as aodv ,olsr etc. The lower level interface 

module will collaborate data from all other 

modules in order to convey the sensor node 

validation decision taken by higher level 

modules. 

 
 

Figure 6: High Level Block Diagram of Routing 

Framework 

7.Discussion 
In this research, a wide range of literature 

overview is presented in terms of wireless sensor 

network deployment, protocols and security 

loopholes, which are found to be important 

aspects and latest trends in the field of 

communication systems. Different techniques, 

protocols and algorithms have been considered to 

address the issues in WSNs such as data 

clustering and various attacks such as spoofed 

routing information, selective forwarding, 

sinkhole, Sybil based attack, wormholes, hello 

flood attack and acknowledged spoofing is 

ascertained in this research. 

 

 
From the aforementioned review as shown in 

Table 1., it is observed that number of authors 

have developed different algorithms to address 

and solve the issues in WSNs. Due to the 

digitization and increase in the amount of data for 

communication purpose, considerable amount of 

work is required to reduce the errors and 

overcome the attacks. Furthermore, security acts 

a key constraint and it is to be considered as 

theprimary factor during the advancement of the 

communication technologies. From Table. 1 it is 

shown that HASH based function technique; 

particularly SHA-224 outperformed other 

techniques in terms of energy consumption and 

security with less processing time. The output 

parameters such as PDR ratio and throughput 

should be improved to achieve effective and 

efficient protocol for wireless sensor networks. 

 The study on routing framework is 

found to increase the energy consumption rate 

and enhance the lifespan of the system by 

providing energy balance between the nodes. 

From the study, it is observed that HASH based 

technique is found to be effective in selecting the 

better cluster head and providing proper 

communication among the sensor nodes. 

Furthermore, a study is conducted to address 

issues arising in Ad hoc mobile environment such 

as energy management, QoS support and MAC 

protocol. This study conducted helps to find some 

research areas and gaps in the field of WSNs in 

which by developing an efficient algorithm can 

improve the performance of the system. The 

future studies comprise with several research 

topics in the sensor technology field of providing 

better communication among sensor nodes and 

issues regarding the security. 

8. CONCLUSION 
The network vulnerability is more possible with 

the sensor nodes in an unattended environment. 

Wireless Sensor networks are gradually increased 

used by military, health, environmental and 

commercial applications. Wireless Sensor 

networks are inherently different from traditional 

wireless networks as well as ad-hoc wireless 

networks. Security is a significant aspect for the 

deployment of Wireless Sensor Networks. In this 

paper we review the attacks and their taxonomies 

in wireless sensor networks. Furthermore, an 

overview has been made to explore the security 

approach that widely used to handle those attacks. 

Wireless Sensor Networks challenges are also 

briefly discussed. In this survey we hopefully 

motivate the researchers in the futures by using 

this survey to bring more effective and robust 

security mechanisms that makes their network 

more safe. 
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 في شبكاث الاستشعار اللاسلكيت تالتْجيَ الآهٌ ثطرق برّتْكْلا

 

 

 ّليذ خالذ حسيي                  شيواء حويذ شاكر

 جاهعت تكٌلْجيا الوعلْهاث            الجاهعت التكٌلْجيت                         

 هعِذ الذراساث العليا               قسن علْم الحاسباث                            
 

 
 الوستخلص:

في رىٌٕٛٛخيب ٔبضئخ رُ اسزخذاِٙب ثطىً وجيش في اٌسبلاد اٌسشخخ  (WSN) رٕظش ضجىبد اٌّسزطؼشاد اٌلاسٍىيخ 

ٚاٌجيٛد اٌزويخ ٚاٌشصذ ٚاٌؼذيذ  اٌجٕبء،ِٚجبٔي  اٌّشٚس،ِثً سبزبد اٌّؼبسن ٚاٌزطجيمبد اٌزدبسيخ ِثً ِشالجخ زشوخ 

سٍىيخ في ٘زٖ ِٓ اٌسيٕبسيٛ٘بد الأخشٜ. يؼذ الأِبْ أزذ اٌزسذيبد اٌشئيسيخ اٌزي رٛاخٗ ضجىبد اٌّسزطؼشاد اٌلا

 اٌّسزٍّخ،ٍٙدّبد ٌالأيبَ. في زيٓ أْ اٌجيئخ غيش اٌّشالجخ ردؼً ٔطش ػُمذ أخٙزح الاسزطؼبس في اٌطجىبد أوثش ػشضخ 

ٚاٌزاوشح ٌؼمذ أخٙزح الاسزطؼبس ردؼً اٌسٍٛي اٌزمٍيذيخ ٌلأِبْ غيش لبثٍخ  اٌّزٛفشحفإْ اٌميٛد اٌّفشٚضخ ػٍٝ اٌطبلخ 

سزطؼبس اٌّذِدخ ِغ طبلخ اٌّؼبٌدخ ٚالارصبلاد اٌلاسٍىيخ ِٓ اٌّشثر ٌلاسزغلاي ثىّيخ ٌٍزطجيك. ردؼً رىٌٕٛٛخيب الا

وجيشح في اٌّسزمجً. رىٌٕٛٛخيب الارصبلاد اٌلاسٍىيخ أيضب اٌسصٛي ػٍٝ أٔٛاع ِخزٍفخ ِٓ اٌزٙذيذاد الإِٔيخ. رٕبلص 

اٌّخزٍفخ اٌّزبزخ ٌٍزؼبًِ ِؼٙب  ٚأٌيبد اٌسّبيخٚآٌيبد رصٕيفٙب  WSN ٘زٖ اٌٛسلخ ِدّٛػخ ٚاسؼخ ِٓ اٌٙدّبد في

 .ثّب في رٌه اٌزسذيبد اٌزي رٛاخٙٙب
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Abstract 

            Identification (matching) system is a recognition and classification form that helps in 

identifying the identity depending on his/her dental X-Ray image. This work displays a new 

method to identify a person from his/her dental X-Ray image that is widely used in forensic, 

border organization, parenting selecting and investigations. The goal of this paper is to design 

an efficient identification model depending on dental X-Ray image of identities and that can 

be useful to identify the unknown Individuals who died. The techniques that used were image 

processing and features extraction techniques which had been added to improve the goal. The 

best result attained from the dental X-Ray model was 89% as an identification rate. 

 

 

Keywords: dental X-Ray; identification; recognition; image processing; features extraction  
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1. Introduction 

The goal in identification systems is to 

determine the identity of an individual from a large 

set of possible identities. The system depends on the 

templates of the users that have been inserted into the 

database at the enrollment process to extract the 

desired features to be used for the identification 

process. In this process, the system decides whether 

there is a matched identity or not [1][2][3]. Biometric 

identification system became an industrial implement 

for person's matching. The increasing needs for this 

system has a significant importance for the security 

because there is massive information that the 

identities wanted to be protected from the other 

damages or hacking. Because of its reliability and 

accuracy, biometrics became an important tool for 

the security [1][4][5]. Dental identification process 

applied in case of the totally damaged, burned 

bodies. This biometric measurement is useful tool in 

forensic identification in case that the system 

couldn‘t recognize the identity from his/her face if it 

was smashed or burned, so it would be difficult to be 

identified by face. Here dental biometrics would be 

represented as a positive tool for identifying a person 

from his/her dental besides another biometrics such 

as finger-print, iris…etc. Besides the forensic 

identification, dental biometrics can also be used in 

security authentication [6][7]. The aim of paper is 

identifying a person from many persons by collecting 

their biometric traits in a database. The biometric 

trait that employed on in this paper is Teeth 

measurement. the aim of this paper comes true when 

the designed identification system verify persons 

depending on his/her biometrics traits without 

humans entry in  decision making. this decision 

making based on a table that contains the calculations 

of the similarity or the differences between the traits 

of each person which is got through different stages 

to calculate these results. each stage has its 

importance to  get the desired result. There are some 

of the past researches that are related to the subject of 

the paper and it is explained as the following: 

 

[M.Cr. 2016], Proved an accurate edge detection 

method for dental X-Ray which is canny edge 

detection algorithm. It has been tasted of different 

bite wing dental X-Ray images for the upper, lower 

teeth and it also took in consider the missing teeth as 

an object to ensure an accurate result. The stages of 

the system included an image enhancement, teeth 

segmentation and edge detection with feature 

extraction. Three features are selected to be the 

identity for each tooth individually: Area, Euler 

Number and Standard Deviation.  

 

 

 

The preprocessing stage works on bite wing X-Ray 

images and gives an accuracy results. The results that 

obtained were for normal and missing teeth. The 

problem was dental X-Ray suffers from the accuracy 

due to different issues, such as segmentation and 

teeth edge detection. Additionally, dental X-Ray 

images could be changed according to the shoot and 

weather conditions [7]. 
 

[ S.Dh.  2017], Presented a full system for human 

identification by using dental biometric traits with 

full actions such as searching, matching and 

insertion. The database was a collection of a bite 

wing dental X-Ray with high resolution to be 

compared with the other types. The system 

performance evaluated according to its capacity, 

accuracy, and time complexity by using different 

dental X-Ray images samples [10]. 
 

[ L. Ka.2017], Proposed a dental biometric to 

identify human. It is an important tool for  forensic 

identification in case of the totally damaged face, in 

this case biometric identification is the most 

promising way to authenticate humans with high 

level of accuracy rate. The data tested on two types 

of database such as dental radiographs and colored 

teeth images. One of the problems  that the 

researchers was face is the bad quality of the Images 

which create difficulties at every stages of features 

extraction and matching [6]. 

 

2. Proposed Method 
The typical design of verification and     

identification model consists of many stages as 

shown in fig (1). 
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 Preprocessing Stage: It has an effective role 

on the system performance. 

This role contributes in minimizing the problems 

that will be found in the image which is 

enhancing the image quality by filtering the 

image from noise and dirt that might happen in 

the capturing stage (the acquisition device). The 

preprocessing methods differ from one trait to 

another and according to the traits nature. 
 

 Feature Extractions:  This stage contributes 

in extracting the outstanding features of the 

biometric measure using different methods to find 

out the distinguishable feature of these 

measurements.  
 

 Matching: The result of the matching phase 

can be gotten from the ability of the minimum 

distance which is used to calculate the lower 

value of the test sample and compare it with the 

saved one to get the nearby matching result.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 Experiment Results: It is depending on the 

used biometric measurements which is employee 

some as a training sample and another as a testing 

one, so it differs from one system to another in 

computing the recognition rate. 

 
In our proposed system the database constructed 

by Microsoft SQL server 2008 that contains the 

person‘s info (name, mother name and age), 

besides the extracted features of the dental X-Ray 

images which are mean(ḡ), Standard Deviation 

(STD), variance, PCA feature that we got it from 

Principal Component Analysis algorithm (PCA) 

and the minimum distance. The proposed dental 

model divided into two phases: enrollment phase 

that contains preprocessing stage, feature 

extraction stage, while the identification phase 

including preprocessing stage, feature extraction 

stage and the matching /identification stage. 

Fig(2)illustrates the proposal dental model 

structure. 

 

 

 

 

 

 
 

Figure (1):  Verification and Identification Process 

 

Shaimaa .H/Hajer .N 



 

59 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The enrollment phase is sequence of 

processes, firstly the user reads the X-

Ray image with Joint Photographic 

Experts Group (JPEG) format, then 

passes through the preprocessing stage 

that contains some steps such as image 

resizing by scale factor, converting into 

gray scale, filtering the image with 

median filter and image histogram with 

Contrast Limited Adaptive Histogram 

Equalization (CLAHE), then passes 

through features extraction stage that 

consists of steps like PCA feature, ḡ, 

STD, variance and minimum distance 

where these extracting features are 

inserted into the  Dental Features Table 

(DFT) database.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The work of this process inserts the 

features into the database only without 

identification. Fig (3) illustrates the 

dental enrollment phase. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure (2): Stages of Two Phases of Identification Dental Model 
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The preprocessing Phase summarized as the following: 

 The input X-Ray image will be preprocessed 

starting from resizing all the selected X-Ray 's at 

the same size by scale factor. 

 Checking the X-Ray to convert it into gray scale 

image. 

 Apply median filter to filter the image from salt 

and pepper noise by using "imnoise" function in 

matlab program, if it exists in the image. 

Apply image histogram using CLAHE method 

Which help to get best results in the features 

extraction stage. Fig (4) illustrates the 

preprocessing stage. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure (3): The Dental Enrollment Phase 
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The output result of the previous stage treated as an 

input for the features extraction   stage, to extract the 

outstanding feature of the specific X-Ray by using 

PCA algorithm which is used to select a collection of 

X-Ray images as a training matrix. It would select 

the prominent traits of each X-Ray in the training 

matrix, and then eliminate these traits to the 

strongest one to be the wanted feature after 

comparing the training matrix with the test X-Ray 

image to decide which one is the strongest trait to be 

added to the PCA feature column in the database. 

PCA algorithm summarized as the following: 

 Reading n of 2D images to convert it into 1D 

images (vector). 

 Put them in the training matrix which is contains 

all the selected X-Ray images vectors as shown 

in the formula below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Training matrix= [  ,  ,  ,…,  ] 

 Calculating mean value (ḡ) for the training 

matrix rows as shown in eq (1):     

 ḡ= 1/k    
 
                 ....(1) 

 Calculating Covariance equation (Cov) 

depending on the previous results from the 

formula and eq (1) as shown in the eq (2). Fig 

(5) illustrates PCA algorithm process. 

Cov= (     (         ....(2) 

                       
Each x represents an input X-Ray image vector (1D) 

with k length. n represent the number of the input X-

Ray images. ḡ represent the mean value of the 

training matrix for each row. 

K represents the row length of the input vector. 

Cov is the covariance matrix that used to make 

the dimensions of the training matrix in the above 

formula symmetrical to use the diagonal as 

variance of x. T is the transpose of the matrix 

(     which is made the row as a columns and 

columns as rows. 

 
 

Figure(4): Dental Preprocessing Stage 
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Figure (5): Features Extraction Stage using PCA Algorithm 
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Features extraction stage that depending on the PCA 

algorithm to extract the prominent feature to insert it 

into DFT is not the only feature to be extracted, but 

also there is more such as extracting the mean of the 

whole X-Ray image as illustrated in eq (1), the 

variance of the image is also one of these features. 

The variance defined as the squared difference from 

the mean as illustrated in eq (3), STD defined as the 

measure of how spread out pixels numbers are, as 

shown in eq (4) and the Euclidian distance of the test 

image is illustrated in eq (5). 

   
 

 
 (       

                      ..…….(3) 

  √
 

 
 (                

            ………(4)  

         
 

 
 (      

  
       ………(5) 

  Represents variance, σ represents STD, 

Xi  displays each pixel value of  the image, ḡ 

represents the mean value, and N shows the total 

number of pixel values.    ,    represents different 

pixel point in the X-Ray image to give the minimum 

distance between two outstanding pixels in the 

image. 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 

 
 

DFT was constructed by using Microsoft SQL 

Server 2008. This table not specified with a specific 

size which means that the data space of the table is 

unlimited to a specific size. It contains 10 columns 

including person-id and age of numeric datatype of 

size 4 digits, person's name, mother's name and 

image name of char datatype of size 10 digits, pca 

value, mean value, variance value, STD value and 

distance value of float datatype of different sizes 

according to the image feature using Microsoft SQL 

Server 2008. These values considered as the features 

of the dental X-Ray image of each person which are 

inserted by the user into the DFT as shown in fig (6). 

Besides the ability of inserting to the table, there are 

ability of searching, deleting and editing functions. 

Algorithm (1) shows the way of calculating the test 

X-Ray other features such as mean, STD, variance, 

distance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure (6): Dental Features Table (DFT) 
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After inserting the dental features into the 

DFT, now continue to the identification stage. 

Firstly, the system input a test X-Ray image 

from the X-Ray images database that is 

containing all the dental X-Ray images of all 

the persons with all of its cases (original, 

darken, lighten, noisy and rotated one). And 

pass through all the stages (preprocessing, 

features extraction) where the system asked 

for the person's name and mother's name. 

Then, reading five X-Rays, preprocessed to 

get them into the training matrix. checking if 

there are five records for this person's X-Ray 

in the DFT, if so, it will bring all the features 

that belong to that person as average which is 

bringing all the five rows of the pca value to 

calculate the average pca value and all the 

other features of the test image and the 

training matrix to calculate the minimum 

distance between the average features of test 

X-Ray five records and the features of the 

training matrix. Algorithm (2) displays the 

dental identification rate calculation, 

Identification process structure illustrated in 

fig (7). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Algorithm (1): Mean, Variance, STD,  

      Distance Features of the Test X-Ray 

    Input: Read the test X-Ray image from the  

    preprocessing stage    

      Output: mean, STD, variance, distance 

 

     Begin: 

        Step one: Read X-Ray image from the  

     preprocessing stage 

1.1             1.1 Read row and column of the image  

1.2            1.2 Calculate mean value from the  

1.3                  equation  

                  Mean =   𝑖𝑚𝑎𝑔𝑒(𝑟 𝑐 
𝑐𝑜𝑙
𝑐 0

𝑟𝑜𝑤
𝑟 0 /  

                 (row * col) 

         Step two: Calculate variance, STD from          

        equations 

         Var= √
(  𝑖𝑚𝑎𝑔𝑒(𝑟 𝑐 

𝑐𝑜𝑙
𝑐=0

𝑟𝑜𝑤
𝑟=0 −𝑀𝑒𝑎𝑛 𝟐

(𝑟𝑜𝑤 ∗ 𝑐𝑜𝑙 
 

         STD=  𝑉𝑎𝑟 

        Step three: Detect boundary for each  

        object in the image 

               3.1 Read each pixel point (x,y) in  

        each boundary  

               3.2 Calculate the distance (dis)  

        between each point in the disjoint 

         boundary objects (obj1, obj2) from the  

        equation 

distance=√(𝑜𝑏𝑗 𝑥−𝑜𝑏𝑗 𝑥 
 + (𝑜𝑏𝑗 𝑦−𝑜𝑏𝑗 𝑦 

                

 

         Select the minimum distance (dis) 

         Step Four: return Mean, STD, variance,   

        distance  

      End 
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Figure (7): Structure of the Identification Process 
 

Algorithm (2): Dental Identification Rate    

Calculation 

Input:  Read test X-Ray image and input person 

name (name), mother name 

(mname), age and image name (imgn)  

Output: Identification rate 

Begin: 

Step One: Get the test image into   

preprocessing stage 

 

Step Two: 

           2.1 if name and mname not = " " 

           2.2 calculate the difference (minimum 

distance) between the test features             

 

and each row of the DFT features 

           For each row (i) do: 

D=  

(𝑃𝐶𝐴𝑖−𝑃𝐶𝐴𝑡𝑒𝑠𝑡 
 + (𝑀𝑒𝑎𝑛𝑖 −𝑀𝑒𝑎𝑛𝑡𝑒𝑠𝑡 

 +

(𝑆𝑇𝐷𝑖− 𝑆𝑇𝐷𝑡𝑒𝑠𝑡 
  +

 (𝑣𝑎𝑟𝑖− 𝑣𝑎𝑟𝑡𝑒𝑠𝑡 
  + (𝑑𝑖𝑠𝑖− 𝑑𝑖𝑠𝑡𝑒𝑠𝑡 

  

 

    If D < min 

          Min= D 

           ii=i 

          End if 

    End for  

          Select person name and mother name of 

the Min (ii) and go to step 3.2 
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3. Discussion of the Results 
           The preprocessing stage can be considered as a 

useful tool for enhancing the image because it is taken 

from radiograph and that may have poor quality therefore 

it needs to be adjusted in case of image contrast, 

brightness, removing noise and threshold to show the 

unclear important features. While, Features extraction is 

used to extract all the important distinguishable features 

that make each one unique than the other one. In this 

paper, the features that have been extracted from the 

image are mean (ḡ), Principal Component Analysis 

(PCA), variance, distance and Standard Derivation (STD). 

Training phase take five images for each person to be 

processed and extract their features and inserted into the 

dental features table. Then testing phase compare the 

extracted feature of the test image with the training phase 

to give the decision (matched or rejected). There are some 

measurements that are calculated to evaluate the quality 

of the image, compare and evaluate the performance of 

the system. Such measurements are Mean Square Error 

(MSE) and Peak Signal to Noise Ratio (PSNR). MSE is 

calculated to give the average of the squared intensity of 

the original image and the output image pixels as 

illustrated in eq(6). PSNR is a quality measure that 

calculated from the difference pixels between two images 

(original image pixels and the reconstructed image pixels) 

which is depending on MSE to give the result of PSNR as 

illustrated in eq  

(7). Table (1) displays the differences of 

 the MSE and PSNR on different images sizes. 

MSE =  
    (    −  (         

   
    .……(6) 

PSNR = 10        
 

   
             ……..(7) 

 

Step Three: 

           3.1 if records > 0 

           3.2 read m of X-Ray images and get into 

preprocessing stage 

           Convert each image into a vector (1D) and 

put it in the training matrix 

                 Get the training matrix into features 

extraction stage 

           3.3 if records = n for the query person 

                 3.3.1 Calculate average of n records for 

each feature of the test 

                           image as Equations: 

                     avgPCAtest=  𝑝𝑐𝑎𝒊
𝒏
𝒊 𝟏  / n                 

                     avgMeantest=  𝑚𝑒𝑎𝑛𝒊
𝒏
𝒊 𝟏  / n 

                     avgSTDtest=  𝑆𝑇𝐷𝒊
𝒏
𝒊 𝟏  / n         

                     avgvartest=  𝑣𝑎𝑟𝒊
𝒏
𝒊 𝟏  / n 

                     avgdistest=  𝑑𝑖𝑠𝒊
𝒏
𝒊 𝟏  / n 

                        Calculate the training matrix  

                     features as equations: 

                     PCAtr=  𝑝𝑐𝑎𝒊
𝒏
𝒊 𝟏  / n                         

                     Meantr=  𝑚𝑒𝑎𝑛𝒊
𝒏
𝒊 𝟏  / n 

                     STDtr=  𝑆𝑇𝐷𝒊
𝒏
𝒊 𝟏  / n                    

                     vartr=  𝑣𝑎𝑟𝒊
𝒏
𝒊 𝟏  / n 

                     distr=  𝑑𝑖𝑠𝒊
𝒏
𝒊 𝟏  / n 

                         Calculate the minimum distance    

                     between test and training features 

                         As equation: 

Dis=   

(𝑃𝐶𝐴𝑡𝑟−𝑎𝑣𝑔𝑃𝐶𝐴𝑡𝑒𝑠𝑡 
 + (𝑀𝑒𝑎𝑛𝑡𝑟 −𝑎𝑣𝑔𝑀𝑒𝑎𝑛𝑡𝑒𝑠𝑡 

 

+(𝑆𝑇𝐷𝑡𝑟− 𝑎𝑣𝑔𝑆𝑇𝐷𝑡𝑒𝑠𝑡 
  

+
 (𝑣𝑎𝑟𝑡𝑟− 𝑎𝑣𝑔𝑣𝑎𝑟𝑡𝑒𝑠𝑡 

  + (𝑑𝑖𝑠𝑡𝑟− 𝑎𝑣𝑔𝑑𝑖𝑠𝑡𝑒𝑠𝑡 
  

 

Calculate the length of the integer    number in Dis 

select Num from 

the formula:  

  Num = 10, 100, 1000, 10000, 100000 

 Calculate the difference (Diff) from equation:  

Diff= Dis / Num 

Calculate identification rate (id rate) from equation: 

3.3.2 Id rate= 100 – Diff, check if it is less than 

75, don't insert it into DIT otherwise         insert it 

into DIT with personal information. 

Else if the imgn exist in the DFT, then show a 

message that it has been previously inserted the 

features into DFT.  

Else show a message that there are no saved 

records in DFT for this person Insert records by 

pressing button "insert" 

Step Four: return Id rate 

     End 
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Table (1):  MSE and PSNR on Different 

Images Sizes 

 Original Processed 

Image Size 286 KB 164 KB 

Mean 0.7736 0.5187 

MSE 0.0650 

PSNR 27.3323 

 

Image Size 435 KB 164 KB 

Mean 0.6652 0.5144 

MSE 0.0227 

PSNR 37.8363 

 

Image Size 269 KB 164 KB 

Mean 0.8605 0.5215 

MSE 0.1149 

PSNR 21.6362 

 
          These measurements would let us being sure that 

the preprocessing stage enhances the image or not. The 

dental model training dataset includes 75 images belong 

to 15 persons (five for each one of them). The best result 

displays 89% as an identification rate. 

 

4. Conclusions  

The usage biometric measures to identify unknown 

person would achieve flexibility to the system which 

means that an identifying him/her from the dental 

record. The usage of PCA algorithm increased the 

accuracy of the system because it extracted the most 

important trait (unique) that is existed in the dental 

image to distinguish between them. Besides the other 

extracted feature that helps to accurate the result. It 

can resist the changes that may be found in the image, 

so it enhances the image (remove the damage and 

show the important features) to identify the person 

even though the image is damaged. The maximum 

identification rate in dental model is 89%. 
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 تحدٌد الهوٌة بالاعتماد على
 صور الاسنان

 
 هاجر نجاح عبد الصاحب              شٌماء حمٌد شاكر 

 الجامعة التكنولوجٌا , قسم علوم الحاسوب
 

 المستخلص :
 

نظام تحدٌد الهوٌة )مطابقة( هو نموذج للتمٌٌز والتصنٌف ٌساعد فً تحدٌد الهوٌة اعتمادًا على صورة         

الأسنان السٌنٌة الخاصة به / بها. ٌعرض هذا العمل طرٌقة جدٌدة للتعرف على شخص من صور الأشعة 

الأبوة والأمومة  السٌنٌة التً تستخدم على نطاق واسع فً الطب الشرعً ، وتنظٌم الحدود ، واختٌار

والتحقٌقات. الهدف من هذه الورقة هو تصمٌم نموذج تحدٌد فعال ٌعتمد على صورة الهوٌات السٌنٌة للأسنان 

والتً ٌمكن أن تكون مفٌدة فً التعرف على الأفراد المجهولٌن الذٌن ماتوا. التقنٌات المستخدمة هً معالجة 

فتها لتحسٌن الهدف. كانت أفضل نتٌجة تم الحصول علٌها من الصور وتتمٌز بتقنٌات الاستخراج التً تمت إضا

 : كمعدل لتحدٌد الهوٌة.89للأسنان  نموذج الاشعة السٌنٌة
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Abstract 

      This survey presents an overview of eye-tracking techniques for various security 

systems, provides insights into using eye-tracking techniques in security systems. This 

paper classifies the techniques using some researches. Researches depend on 

characteristics of eye tracking data, which includes viewer and stimuli aspects, also it 

does depend on characteristics related to visualization methods. This work contributed 

in explain some of the security systems that depend on eye gaze tracking, the 

consequences, the positive and negative aspects resulting from the use of eye gaze 

tracking in the security system, presents the strengths and weaknesses to keep in mind 

in future. 

The work finally presents a comparison between those security systems for facilitating 

choose the more accurate and effective system. 

 

Keywords.  Real-time eye tracking, real-time eye detection, password, gaze, 

authentication.
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1. Introduction 

One of the security requirements for 

general terminal authentication systems is to 

be easy, fast and secure as people face 

authentication mechanisms every day and 

must authenticate themselves using 

conventional knowledge-based approaches 

like passwords. But these techniques are not 

safe because they are viewed by malicious 

observers who use surveillance techniques 

such as shoulder-surfing (observation user 

while typing the password through the 

keyboard) to capture user authentication data. 

Also there are security problems due to poor 

interactions between systems and users. As a 

result, the researchers proposed eye tracking 

systems, where users can enter the password 

by looking at the suitable symbols in the 

appropriate order and thus the user is 

invulnerable to shoulder surfing. Eye 

tracking is a natural interaction method and 

security systems based on eye movement 

tracking provide a promising solution to the 

system security and usability. The aim of this 

paper is to review techniques or solutions to 

dealing with eye movement tracking in 

security systems. 

 

2. Related Work 

This paper has performed a study of 

existing security systems that based on eye 

movement tracking developed by different 

researchers according to their area of expert. 

In the following paragraphs are given several 

of the published researches related to the 

goals of this work. 

 Alexander, Martin and Heinrich (2009) 

present ―Eye-PassShapes Method‖, Eye-

PassShapes extends and develops two 

authentication approaches via combining 

them, PassShapes and EyePIN. In 

PassShape the users must paint shapes 

(that consist of strokes) in a certain 

order, this method increase memorability 

but doesn‘t improve security in 

comparison with PIN or password entry. 

EyePIN is focused on security instead of 

usability.  

  

 

 

 

The user‘s PIN is still the token of 

authentication, and the security is 

improved when the input method is 

changed. Rather than inserting numbers, 

an eye movement is performed by the 

the user representing the associated 

digits. Eye-PassShapes can be 

considered simpler to be detected than 

the exact location of the user's look and 

can work with cheap devices. [1]. 

 Alain, Sonia and Robert (2010) present 

―CGP enhancements‖, CGP which is an 

abbreviation for Cued Gaze-Points can 

be considered as a system of graphical 

pass-word defending from such attacks 

with the use of eye-gaze pass-word 

input, rather than mouse-clicks, but it 

requires certain approaches for 

improving the accuracy of gaze. This 

study presented two improvements: a 

nearest-neighbor gaze-point aggregation 

method and a one-point calibration prior 

to entering the pass-word. They reached 

the conclusion that those improvements 

made a significant enhancement to the 

precision of users‘ gaze and system 

efficiency [2]. 

 Justin, Kenrick and Bogdan (2011) 

present ―EyeDent System‖, which is an 

improvement to the present 

authentication systems that depends on 

eye-tracking which requires pressing a 

trigger by the user when looking at any 

symbol. Rather than that, EyeDent, gaze 

points are being clustered in an 

automatic way for determining the 

character chosen by the user; this 

method is beneficial in allowing the user 

the authentication at their preferred pace, 

instead of a predetermined dwell time. In 

addition, not having visible trigger does 

not reveal the number of symbols in the 

pass-word [3]. 
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 Andreas, Florian and Albrecht (2012) 

presented ―a novel gaze-based 

authentication scheme‖, this scheme 

uses cued-recall graphical pass-word on 

all images. This approach uses a 

computation of visual attention for 

masking these image parts which will 

probably be focused on. They created a 

realistic threat-model concerned with the 

attacks which could happen in public 

places, like recording user‘s actions 

throughout the process of drawing 

money from an ATM [4]. 

 David Rozado (2013) present ―the 

subjectspecific gaze estimation 

parameters‖ using this parameter which 

has been gathered throughout a 

calibration process to render impractical 

to another individual to input a pass-

word by gazing even in the case where 

the impostor is aware of the correct pass-

word [5]. 

 Mihajlov, Trpkova and Arsenovski 

(2013) present ―eye tracking study of 

ImagePass‖, ImagePass can be 

considered as a graphical authentication 

system that is based on recognition. The 

aim of the study was discovering the 

users perception and reaction to 

graphical authentication [6]. 

 Mohamed, Florian, Mariam, Emanuel, 

Regina and Andreas (2016) present 

―Gaze-TouchPass Scheme‖, it‘s a multi-

modal method combining touch and 

gaze regarding shoulder-surfing resistant 

authentication in mobiles. Gaze-

TouchPass accepts pass-words with 

several switches between input 

modalities throughout the process of 

authenticating [7]. 

 Zhenjiang, et al. (2017) present ―iType 

System‖, a system which utilizes eye 

gaze to type private input on commodity 

mobile platforms.  

 

 

 

 

 

 

 

 

The idea faced 3 main issues: 1) quite 

low precision of gaze tracking for 

mobiles; 2) issues in the correction of 

the input errors because of a lack in 

comparing of the value the true text-

entry value; and 3) the movement of the 

device along with other noises which 

could be interfering the precision of the 

gaze tracking and therefore the 

efficiency of the iType [8]. 

 

3. Typical Model Of Eye Tracking 

Movement 

Eye tracking can be defined as the procedure 

of the detection of the eye place throughout 

video frames for the determination of the 

position of the gaze. The movement of the 

eye according to the head could also have 

some impact [9]. This method will be helpful 

for disabled people in communicating with 

their voluntary motions such as movements 

of eyes and nose. People that have unadorned 

disabilities could also get benefits from 

computer access to do their mundane 

activities such as play games and surf the 

internet [10]. The concept of eye tracking is 

used which continuously track the eye 

movement of a person by using a simple 

webcam and moves the mouse curser 

accordingly. The whole process is divided 

into four stages such as face detection, eyes 

detection, pupil detection and eye tracking 

[11] as shown in figure (1). This system 

utilize a USB (Universal Serial Bus) or built-

in camera for capturing and detecting the 

movements of the user‘s face [10]. 

3.1 Face Detection: Face detection is the 

most important part of the eye tracking 

process. Featured base and image base 

methods are the two ways of face detection. 

[11].  

A. Feature-based method: In this method, 

facial properties are detected (such as, 

Nose, eyes and so on), then assess their 

efficiency by observing position and 

distance from one another. This method 

can reach high speed in facial detection. 

Mainly, it is known for its speed pixel 

precision [10].  
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This technique divided by Hjemal and 

Low into three categories [15]: 

 Low level analysis: It handles 

segmentation of visual features 

using pixel properties, 

grayscale, and animation 

information. 

 Feature analysis: It uses 

additional knowledge about the 

face and eliminates ambiguity 

resulting from low level 

analysis. The first involves 

strategies for searching for 

serial features based on the 

relative situation of individual 

facial features. Highlighted 

facial features are initially 

identified and allow less visible 

features. 

 Active shape models: Used to 

make physical and higher level 

appearance of features. It works 

in two steps: Look in the image 

around each point to get a 

better position for that point, 

and update the form parameters 

to better match to these new 

placements. 

B. Image-based Method: This method 

performs scanning of the particular 

image with a window looking for faces 

at every scale and location. By the study 

of Hjelman this algorithm is essentially 

just on exhaustive search of the input 

images for possible face locations at 

every scale [10]. It contains various 

approaches such as neural networks, 

example based learning, support vector 

machine [15]. 

3.2 Eye Detection: It consists of four 

projections for detecting of eye that are 

Edge-Projection, Luminance Projection, 

Chrominance Projection, and Final 

Projection. Viola Jones algorithm is used to 

use object Detector it is used for detecting 

object [1]. In the pattern of ―Between-the-

eyes‖, eyes are found and tracked with 

updated pattern matching.  

 

 

 

 

After that, from the taken images correct 

image is chosen based on the distance 

―Between-the-eyes‖ [10]. Eye detection 

approaches [16]: 

A. Regression approach: Minimize 

the distance between the expected 

and actual eye positions by 

understanding the job assignment 

from the image input to the eye 

sites. 

B. Bayesian approach: Learn model 

of the appearance of the eye and the 

appearance of non-eye. Use the 

Baye‘s principle to build an "eye 

prospect". Outputs formulas around 

each pixel of the input image, from 

which prediction will be extracted. 

C. Discriminative approach: The 

problem is treated as one of the 

classifications. A classifier is 

trained to produce a positive result 

for spots around the eye and 

negative elsewhere. 

3.3 Pupil Detection: In this section the 

actual pupil of eye is detected first. After 

detecting eyes it will start its own processing 

and one type of mark is form on eye portion, 

after that image is converted into binary form 

[11]. 

3.4 Eye tracking: Eye tracking is the last 

section of this process, in this stage the 

mouse little bit start moving from its own 

location. Gradually it starts up its process and 

start working according to eye movement 

[11]. Eye tracking techniques [16]: 

A. Limbus Tracking: The limbus is the 

boundary between the white sclera of the 

eye and the dark iris. Since the sclera is 

white and the iris is darker, these borders 

can be easily detected visually as well as 

tracked. This technique is negatively 

affected by the eyelid and often hides all 

or part of the limbus. This makes its uses 

limited to horizontal tracking. This 

technique usually does not involve the 

use of infrared light. 
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B. Pupil tracking: There are several 

reasons for this; but the main advantage 

is the idea of "bright spot". Such as the 

red-eye mode when capturing flash 

images at night, infrared can be used to 

detect the pupil to create a high intensity 

bright spot that is easy to find with 

image processing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Basic Measurement Units Used in 

Pupil Movement Tracking 

a) Fixation. It is gathering the gaze points, 

those points are gathered according to a 

certain region and time-span. The region 

of gathering is typically in a range 

between 20 and 50 pixels, and the time 

span between 200 and 300 millisecond. 

Typical fixation measurements are 

fixation location given as x- and y-

coordinates in pixels, fixation duration in 

milli-seconds and the fixation count (in 

other words, number of fixations) [12]. 

 

 

Electrooculography: Depends on electrodes 

connected to human skin. Because of the high 

rate of metabolism in the retina compared to 

cornea, the eye maintains a constant voltage with 

respect to the retina. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b) Saccade. It describes a fast eye motion 

from a fixation to another one. Their 

duration is usually between 30 and 80 

milliseconds and are the fastest motion 

the human can do. The visual 

information is suppressed during this 

time span. Usual measurements are the 

amplitude of the cascade (which is the 

distance that the saccade has traveled), 

the duration of the saccade in MS, and 

the velocity of the cascade in degrees 

per second [12]. 

 

 
 

Figure (1): Typical Model eye movement tracking System 
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c) Smooth Pursuit. Throughout the process of 

presenting dynamic stimuli smooth pursuits 

could happen. This could be unintentional and 

only in the case where viewers follow a 

motion in a presented stimulus. Eye velocity 

throughout smooth pursuits is in the range 

between 10 and 30 degrees each second [12]. 

d) Scan-path. Which is defined as a series of 

alternating fixations and saccades [12]. Scan-

paths explain the path of eye movements on a 

monitor or a book page [13]. A scan-path can 

provide data concerning the participant‘s 

searching behavior. The optimal scan-path 

would be a straight line to a certain target. 

Deviance from this optimal scan-path could 

be understood as inefficient search [12]. 

Regarding the efficiency of the task, it has 

been suggested that the fixations number and 

duration, and certain scan-paths patterns can 

be associated with differences in effectiveness 

in the efficiency of the task [13]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

e) Stimulus. It is any visual content which is 

presented to participants throughout the process 

of eye tracking. Usually, static and dynamic 

stimuli, with active or passive content are 

categorized. Typically, two-dimensional stimuli 

are shown to participants. Nevertheless, 

recently, three-dimensional stimuli have also 

become a focus of study [12]. 

f) Area of Interest (AOIs), or regions of interest 

(ROIs) could be defined as parts of a stimulus 

which are highly important for hypothesis. 

Generally, depending on the semantic 

information regarding the stimulus, Area of 

Interest are being created. A movement from 

one Area of Interest to another is called a 

transition. Common metrics of Area of Interest 

are Area of Interest hit that determines if the 

fixation is in the Area of Interest or not, the 

Area of Interest‘s dwell time in milliseconds, 

and the transition count (the number of 

transitions between two Areas of Interest) [12]. 

g) Blinks. Rapid bilateral eyelid closure and co-

occurring eye movement [14]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (2): The Gaze points are temporally and spatially aggregated in the fixations. Saccades work as a connection for 

the fixations, also the fixations have a specific duration that is being represented through radius. A temporal order of 

fixations is a gaze, but, just if the fixations are within the Area of Interest. An Area of Interest is a region of certain 

interest on the stimulus. A saccade from one AOI to the next is called a transition. A complete sequence of fixations 

and saccades is called a scanpath. 
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5. Comparison Among Some Researches: 

This section introduce some details about some 

works that related of the security system based on 

eye movement tracking system that shown in 

table [1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: A list concerned with all the references which presented an adoption, enhancement or new existing security systems that 

based on eye-tracking techniques. 

Researcher Name Year Technique Details 

Alexander, Martin 

and Heinrich [1] 

2009 Eye-PassShapes Method -EyePassShapes is considered to be simpler to utilize than EyePIN. 

-EyePassShapes is considered to be faster than EyePIN. 

-EyePassShapes can be considered slower than the standard PIN-

entry. 

-EyePassShapes have higher security the than standard PIN-entry. 

-EyePassShapes have higher security than the PassShapes. 

-PassShapes utilizing EyePassShapes are as memorable as 

PassShapes utilizing touchpad. 

-PassShapes utilizing EyePassShapes with the repeated input 

strategy is considered to be simpler to remember than without. 

Alain, Sonia and 

Robert [2] 

2010 CGP enhancements -CGP-2 perform lower rates of error and more success through re-

entering password than CGP-1. 

-CGP-2’s 1-point calibration retain gaze accuracy at the edge of the 

images and not result in more errors at the edges of the images. 

Justin, Kenrick and 

Bogdan [3] 

2011 EyeDent System -improvement authentication process by allow single errors such as 

a single character missing, inserted, or substituted. 

Andreas, Florian 

and Albrecht [4] 

2012 a novel gaze-based 

authentication scheme 

-Image-based graphical passwords are considerably have higher 

security than the PIN-based passwords, but it rated as lower 

usability. 

David Rozado [5] 2013 the subjectspecific gaze 

estimation parameters 

-error rates are lower than traditional text based password.  

-faster to perform than inputting a password by means of a 

keyboard. 

-increasing the security by using a database of gaze estimation 

models associated to each user. 

Mihajlov, Trpkova 

and Arsenovski [6] 

2013 eye tracking study of 

ImagePass 

-through the process of selecting passwords, the Passimage area 

have the most recognition with 55% attraction, comes next the 

Selected password box with 25% attraction.  

-through the process of password confirmation task, Passimage area 

have the most recognition with 65% attraction. 

Mohamed, Florian, 

Mariam, Emanuel, 

Regina and 

Andreas [7] 

2016 GazeTouchPass Scheme -especially have security against the side attacks (only 15%-21% 

success rate).  

-iterative attacks are considered to be complicated, however they 

are possible in ideal conditions (23%-46%). 

-authentication time is 3.1 seconds.  

-faster and more secure than gaze-based schemes. 

Zhenjiang, Mo Li, 

Prasant, Jinsong 

and Shuaiyu [8] 

2017 iType System - address a series of design challenges, covering accuracy, latency 

and mobility several aspects.  

-high typing accuracy within reasonable short latency in variant 

environments. 
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According to the comparison, we have 

graphical passwords and graphical user 

interface. A quick login and passwords that are 

easy to use and remember are offered by these 

systems. These systems face several challenges, 

one of them gaze accuracy. We found in the 

paper [2] a solution through 2 recent 

improvements which increase the accuracy of 

the gaze without compromising the security and 

the usability of the system. These enhancements 

get a good results with low rate of errors. Also 

we have enhancements in paper [4], but it 

focused on security and succeed in increase it 

but rated as low usability. There is also 

graphical user interface systems, these 

technique achieved using an eye tracker were 

shoulder surfing become practically impossible. 

These system developed in paper [6] and 

enhancement in paper [3] were it allow single 

errors such as a single character missing, 

inserted, or substituted. in these competition 

there is two systems that depend the method of 

combining multi-techniques, EyePassShapes in 

paper [1] get good rates in security and usability 

but a little slower than PIN-entry, 

GazeTouchPass in paper [7] that combine 

between gaze and touch is faster and more 

secure. in the case of eye tracking there is some 

enhancements in paper [8] that make eye 

tracking more efficient in case accuracy and 

limit some sign in errors, for more secure sign 

in there is some enhancements in paper [5]. 

 

6. Conclusion 

In this paper, that the techniques was used to 

obtain the security of different systems was 

identified depending on the eye pupil tracking, 

and also the used algorithms were classified to 

achieve the pupil movement tracking. In 

addition to that, various measurements were 

reviewed for the purpose of achieving facial 

recognition and eye recognition and then 

distinguish the pupil movement. As well as the 

show of advantage and disadvantage of the 

techniques that used to track the eye movement. 
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 الأنظمة الأمنٌة القائمة على طرق تتبع حركة العٌن

 

  إسراء احمد عبد الله           شٌماء حمٌد شاكر             إقباس علً

 قسم علوم الحاسوب / الجامعة التكنولوجٌة

 

 

 

 المستخلص :

والعٌوب فً جمٌع طرق تتبع العٌن، وٌعتمد اختٌار نظام تتبع العٌن على الأخذ بعٌن الاعتبار هناك بعض المزاٌا         
التطبٌق والتكالٌف. ٌقدم هذا البحث نظرة عامة على تقنٌات تتبع العٌن لأنظمة الأمن المختلفة. تصنف هذه الورقة التقنٌات 

ع العٌن، والتً تشمل جوانب المشاهد والمحفزات، كما باستخدام بعض الأبحاث. تعتمد الأبحاث على خصائص بٌانات تتب
أنها تعتمد على الخصائص المتعلقة بأسالٌب التمثٌل البصري. ٌقدم البحث فً النهاٌة مقارنة بٌن تلك الأنظمة الأمنٌة لتسهٌل 

 اختٌار نظام أكثر دقة وفعالٌة.
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Abstract : 
         Opinion mining from reviews is a very crucial area in NLP. This area has many 

applications in social networks, business intelligence, and decision making. Aspect 

extraction is the main step to achieve opinion mining. This paper proposed an algorithm 

for aspect extraction from reviews in the Arabic language, to determine the aspects that the 

reviewers are described in their comments. The proposed algorithm begins with analyzing 

the comments dataset using latent Dirichlet analysis (LDA) to identify the aspects and its 

essential representative words, then extracting nouns and its' adjectives as a possible 

aspect phrase in a review. After that the categorizing process to categorize the extracted 

phrases according to the words specified from LDA analysis. The proposed approach has 

been tested by using two standard Arabic reviews datasets. The result was auspicious in 

spite of the difficulties if the Arabic natural language processing. 
 

Key Words. Natural language processing, opinion mining, sentiment analysis, aspect 

extraction, latent Dirichlet analysis, LDA. 
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1. Introduction."  

              Opinion mining means extracting and 

analyzing people's opinion about an aspect of an 

entity, while sentiment analysis (SA) is analyzed 

people's emotions towards entities such as 

products, services, and topics. SA can be 

classified into three levels: documents level 

assumes that each document holds opinions about 

one entity. Sentence level SA, which aims to 

classify the sentiment in a clause to positive or 

negative. The third class is aspect level an SA 

where the system finds what the writer like or 

dislike about the entity. It's also known as 

feature-based or attribute based sentiment 

analysis‎[1]. The goal of aspect level sentiment 

classifications is to specify aspects along with 

their sentiment. For example, "the food is 

delicious, but the service is very slow", reflects 

the opinion of the reviewer about two aspects: the 

food and the service, the sentiment toward the 

food is positive while service sentiment is 

negative. Aspect level SA includes many tasks, 

aspect extraction, aspect categorization, and 

aspect sentiment classification ‎[2]. The aspect 

extraction process works to find the aspect and 

opinions about them before sentiment analysis 

step.  Unfortunately, the opinion mining in the 

Arabic language did not receive enough attention, 

due to the limited number of tools and other 

challenges that relate to the nature of the 

language. This paper would manage two issues; 

the first is aspect extraction from the Arabic 

sentence, the second issue is aspect 

categorization. 

2.  Contributions  
         This work contributes to the field of Arabic 

sentiment analysis, firstly; by proposing a method 

to identify the aspect terms, and opinion words 

related to them. This target is accomplished by 

using latent Dirichlet analysis(LDA) to specify 

the most critical aspects mentioned by the 

reviewers and the words that used to describe 

these aspects. The second contribution is design  

a specific Arabic parsing system that works to 

extract the nouns and adjectives or in Arabic 

 which is chunking system for ,(اٌصفخ ٚ اٌّٛصٛف)

the Arabic language that chunk bigrams and 

trigrams for a specific pattern like noun phrases 

patterns, then categorize the extracted phrase 

using specified words from LDA step. 

 

 

 

 

3.  Related works  
         Al-Samadi et al., worked on his first 

paper to classify sentiment of Arabic news by 

extracting aspect to classify news topics. For 

aspect, extraction he used N-gram feature pruning 

and Stanford POS tagger. His work relies on 

searching for nouns to classify news more than 

sentiment aspect extraction ‎[3]. The second paper 

of Al-Samadi et al. was about aspect-based 

sentiment analysis for hotel reviews. His work 

depends on using SVM classier to classify 

extracted noun phrases. The system uses a 

training data set that has XML form extracted 

noun aspect by training SVM classifier. XML is a 

structured document while our work is more 

complicated as it uses unstructured text reviews 

about hotels and books‎[4]. Manahel et al. have 

built an aspect based sentiment analyzer for 

Arabic tweets depending on the parsing system to 

extract noun and adjectives from n-gram, then 

categorize this aspect using lexicon made by 

her ‎[4]. Shima et al. worked on developing a root 

lexicon to lemmatize sentiment words in Arabic 

by collecting patterns that used to be sentiment 

words like  ( ًفؼيً = خّي) and ( ًافؼً = افض) but 

this work has a weakness mentioned by the 

author. The reason for this weakness is that the 

word orientation depends on the subject and the 

context that guide the sentiment of the word. For 

example, the word (big =وجيش) has a positive 

orientation when talking about the hotel but 

negative orientation when talking about 

technology or an electronic device ‎[6]. Abdul-

Majeed et al. used the SVM approach for 

subjectivity and Arabic sentiment analysis. The 

feature used in that study are POS tagging, 

gender, and lemma as features, and polarity from 

a lexicon.  The highest accuracy for sentiment 

classification was about 71% ‎[7]. Al-Subaihin et 

al. built a system in two steps; the first is gaming 

an aa approach to build the lexicon through 

player annotation. The second step is a sentiment 

analyzer through word segmentation then 

calculate the accumulated score for the sentence. 

The precision reached 6,0.32 ‎[8]. 
4. Challenges in the Arabic language  
        There are three types of Arabic language: 

classical Arabic, which is not used in our daily 

life, modern standard Arabic (MSA) and dialect 

Arabic ‎[1]. MSA is a standard form that is used in 

official letters and schools. MSA is a simplified 

form of classical Arabic which is the language of 

the Quran and the old Arabian scriptures ‎[9]. The 

dialect Arabic are local dialects used in Arabic 

countries, and this dialect not standard enough, 

and differs from each other in many idioms.  
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For example, the English word (many), in 

Tunisian dialect (Barsha = ثشضخ) to represent 

adjective many, while the same word in Iraqi 

dialect (hwaya=٘ٛايخ) and in Egyptian dialect 

(keteer = وزييش)   and son on ‎[9]. The second 

challenge is the lack of Arabic lexicon for 

sentiment and also the absence of reliable tools 

for part of speech tagger, for example, tashfeen 

tagger can tag only verbs and nouns which is not 

much useful in the case of sentiment analysis ‎[9]. 

Stanford tagger has some issues in its accuracy 

and sense of the right tag of some words. Also, 

there is a technical issue is that until now there 

are no reliable NLP tools for this language. There 

are also differences between researchers about 

how to deal with the Arabic corpus of text. For 

example, Abdulraheem, and Al-khlaifan 

recommend stemming to reduce the size of the 

lexicon corpus ‎[10], while Rushdie Saleh et al., 

does not recommend stemming for the task of 

opinion mining, because stemming may alter the 

meaning of the word in context and may alter its 

POS tagging ‎[11]. The other obstacle that most of 

the reviews in Arabic social networks written in 

Arabic dialect form, dialect form causes many 

problems in that it required different lexicon 

corpus for each local, national dialect ‎[1].  
 
5. Latent Dirichlet analysis 
          Latent Dirichlet analysis is a generative 

statistical model that let sets of observations in 

the text to be explained by unobserved groups, to 

explain the reason of behind some chunks of text 

is similar. LDA is a topic modeling method. LDA 

assumes that each review is a mixture of a small 

number of topics and each word participates in 

one of the reviews topics ‎[12]. This method is 

identical to probabilistic latent semantic analysis, 

except in LDA topic distribution is assumed to 

have sparse Dirichlet prior. Dirichlet priors 

encode the intuition that reviews cover only a 

small set of topics and that topics used just a 

small set of words frequently. This method tries 

to find a statistical distribution for topics inside 

the document and a model for each topic in a 

document. Figure (1) explain the LAD topic word 

distribution model‎[12].    
 

 

 

 

 

 

 

 
 

  

Figure (1) LDA documents analysis model 
 

The probabilistic model in figure (1) represents the 

dependencies among the variables. The outer plate 

represents documents (reviews), while the inner 

plate represents the repeated word positions in a 

specific document. Each word position is associated 

with a choice of topic and word. M is the number of 

documents, and variables are:  α is the parameter of 

the Dirichlet prior on the per-document topic 

distributions, β is the parameter of the Dirichlet prior 

on the per-topic word distribution,    is the topic 

distribution for document,    is the word 

distribution for topic k, Zmn is the topic for Nth 

word in document m and     is specific word. 

Entities represented by   and   are matrices coming 

from decomposing the original document word 

matrix.   Consist of rows of documents (reviews) 

and columns defined by topics.   Consist of rows of 

topics and columns of words, so     .   refers 

to set of rows, each of which is distribution over 

topics .خطأ! لن يتن العثْر على هصذر الورجع. Now the fully 

generative procedure for LDA: Assume that  ̅ is a 

document or a review in the case study of this paper, 

   topic, and   is a term 

Then: 

1. Start  

2. S= number of topics 

3. Generate the n tokens in ith document 

form a Poisson distribution  

4. Generate relative frequencies Θ = (θ1, θ2.  . 

. θk) of different topics in ith document from 

an Dirchilet distribution. This step is like 

generating    (    ̅) for all topics r for a 

specific document (review). Note that   
 (    ̅) probability of topic given 

document. 

5. For each of the nth tokens in the document, 

first select rth latent component with 

probability P (Gr|Xi) and then generate jth 

term with probability P (tj|Gr), P (tj|Gr) 

where the probability of term given topic. 
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6. Proposed system  
         The proposed system consists of two 

parts, the first part is the aspect extraction 

algorithm and the second part is the aspect 

categorization process. Flowchart (2) is a general 

view of these two processes: 

 

 
Figure (2) proposed system flow chart 

 
 

 

 

 

 

 

 

 

 

The aspect extraction algorithm is a probabilistic 

approach that depends on the latent Dirichlet 

analysis model to identify the aspects, and a 

parser that parses the reviews to extract pattern of 

(described and description) or in Arabic ( ٚ اٌصفخ

 by using the patterns of (NN, JJ) or (اٌّٛصٛف

(NN, NN, JJ), note that NN for noun and JJ for 

adjective. The proposed approach for aspect 

extraction exploit a specification in Arabic 

language which is that the attribute (adjective) 

come adjacent to the described noun like ( اٌفٕذق

 hotel is wonderful), or adjacent to a = سائغ

composite noun in case of (NN, NN, JJ) in ( خذِخ

 .which is mean (room service is good) (اٌغشف خيذح

The Arabic language does not use auxiliary verbs, 

so the JJ (adjective) comes adjacent to a noun or 

composite noun. In the English language, the 

descriptor may be blocked from the noun by 

either auxiliary verb as in (Hotel is good) or by 

auxiliary verb and exaggeration formula (hotel 

was extremely good), so this would make aspect 

extraction process is little harder. After aspect 

extraction the step of aspect categorization is 

coming, firstly LDA must be done on the data to 

extract the central aspect mentioned by all 

reviewers, and specify the representative words 

for each aspect. The use of LDA analysis makes 

the proposed method probabilistic. There is one 

obstacle to extract a demanded pattern from 

Arabic text, is that there are no chunking tools to 

extract demanded pattern. NLTK has chunking 

tools for the English language only, which can 

extract noun phrases or any pattern 

 effectively. For this reason, there is a need to 

build an Arabic chunking system or shallow 

parser that take bigrams, or trigrams and parse 

each word in these pieces and looking for a 

pattern of ( NN+JJ) and trigrams with 

(NN+NN+JJ) as in  

The following algorithm1: 
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Note that DTNN is DT for determiner followed 

by a noun, NN noun, NNS means noun singular, 

and NNP means noun plural. Now the second part 

of the process classifies the aspects according to 

the most aspects that the user has focused on his 

reviews about the hotel and from human 

experience that are: 

 The hotel: contain general opinion about 

the hotel  

 Rooms: user opinion about the room  

 Staff: one of the most important aspects 

that most of the reviewers mention. 

 Services: an aspect of general services 

like Wi-Fi internet, taxi, swimming pools, and 

spa. 

 Price: is another crucial aspect of 

choosing the hotel  

 Food: also is an aspect always described 

by visitors about the breakfast, restaurant, and 

bars. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Location: location aspect consists the 

location of the hotel and its closeness from the 

city center and markets and other famous tourist 

places. 

To specify the words that represent these aspects, 

we use the probabilistic approach by using latent 

Dirichlet analysis. LDA used to analysis the 

corpus reviews to determine the essential 

keywords through topics. To reach to the optimal 

number of topics, we have to run the LDA with a 

various number of topics on the same dataset with 

measuring coherency each time to choose the best 

amount of topics that give an excellent coherency 

of words. As in the following figure (3), the 

highest portion of coherency 0.45 when the 

number of topics reaches to 35 topics. 
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And the most important words to represent each 

aspect are: 

Staff: ُِٚٛظفي ،'ػبٍِيٓ'،''ِذيش،'ِضيبفيٓ'،'اٌطبل' …. etc. 

Rooms:   أثبثب'،'ٚديىٛسٖ'،'ٚديىٛسح'،'فيلا'،'اٌطمٗ'،'اٌطمخ'،'سشيش 

… etc. 

Price:

 سخيص'،'ِدبٔي'،'ِٚدبٔي'،'ِدبٔيٗ'،'أسؼبس'،'ٚاسؼبس'،'ٚأسؼبس

…etc. 

Location: 'ثدبٔت'،'ألالذاَ'،'لذِيه'،'سيشا'،'ِٚٛلغ …etc. 

Hotel: 

 …'فٕذق'،'اٌفٕذق'،'ردشثٗ'،'اٌّىبْ'،'ِىبْ'،'ردشثخ'،'ِٕزي'،'ٔزي

etc. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Food: ٗالافطبس'،'ألافطبس'،'ٚخجٗ الافطبس'،'ٚخجخ الافطبس'،'ٚخج 

…etc. 

Services: 

 ,'ٔمً'،'ِىيف_اٌٙٛا'،'ِىيف_اٌٙٛاء'،'دش'،'الأزشٔيذ اٌلاسٍىي','

…etc. 

These extracted words from 35 topics would be 

used to categorize the extracted aspects.  

The general chart bar of the most important 

words in the hotel reviews dataset is clear in the 

figure below (4):- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure (3) coherency chart for the different number of topics in LDA process 

 

 
Figure (4) chart of the most essential words in the hotel's dataset using LDA 
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The results of the LDA refers that there is 

overlapping between aspects inside these topics. 

This overlapping is useful, and it's powerful for 

our approach, it's not a weakness. The process of 

aspect  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Now we use the same LDA analysis for the Hady 

al-Sahar hotel reviews dataset and calculate the 

coherency  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Categorization of aspects phrases by using the 

words specified from LDA analysis process. This  

categorizing process is done by matching the 

noun in the extracted aspect phrase with the set of 

words that represent each aspect as in algorithm 2 

as follows:- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

to see the optimal number of topics that are yield 

the highest coherency which is 40 topics as in 

figure (5) below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure (5) number of topics suitable for hotel dataset 

Ahmed .B/Aliaa .K 



 

86 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

After that, the most important 

words are extracted using the LDA, 

but in books reviews dataset  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
The result showed that the important words are: 

['

اٌشٚايخ'،'اٌىزبة'،'سٚايخ'،'وزبة'،'اٌمصص'،'لصص'،'اٌىبرت'،'وبر

ة'،'ٚاٌسجىخ'،'اٌسجىخ'،'زجىخ'،'اٌسزْ'،'ززْ'،'سٚايبد'،'اٌسيبٖ'،'اٌ

زيبح'،'زيبح'،'ٚاٌسيبح'،'اٌىبرجخ'،'سشد'،'اٌسشد'،'اٌزبسير'،'ضخصيخ'،'

زٛاسٗ'،'الافىبس'،'اٌىزت'،'الادة'،'ِمبلاد'،'اسٍٛة'،'اسمبطبد'،'اٌ

'،'الادة'،'اٌّمبلاد'،'اٌشٚايٗ'،'وزت'،'سٚايبد'،'اٌشٚايبد'،'اٌطسشد

ػٛس'،'ضؼٛس'،'إٌص'،'ِطبػش'،'رفبصيً'،'اٌزفبصيً'،'اٌٍغخ'،'ٌغخ'،

 [''اٌٍغٗ'،'اٌٛصف'،'الاسٍٛة

 

The aspect categorization process for books 

dataset is different from hotels dataset because 

the aspect in hotels case is more detailed than 

books aspects. Hotels reviewers described 

detailed part of service or room, while the aspect 

of books is more general, for example, its extract 

aspect as (poem, novel, etc.), so it seems to be 

aspect name more than aspect description for an 

aspect of the product or service.  

 

 

 

we don‘t need to categorize the 

aspect, the need only to find the 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For obvious reason the process first is extracted 

aspect using LDA process, then find the 

important aspect by seeking for the noun with 

part of speech (DTN = determiner). For example, 

a noun like "AL-ketab" AL in Arabic is 

equivalent to "THE" determiner in English and 

"ketab" noun means "book") and if the percentage 

of this noun in the TFIDF table is less than 0.09 

this noun would be accepted as an aspect name. 

The number 0.09 was specified from LDA as a 

threshold to specify the common nouns 

mentioned by reviewers as an indicator of its 

generality among them as an aspect. 

 

Now all these explained in details in algorithm 3:- 

 

 

 
Figure (6) the most significant words in the 40 topics of hotels dataset 

Ahmed .B/Aliaa .K 



 

87 

 

Journal of AL-Qadisiyah for computer science and mathematics     Vol.10   No.3   Year  2018 

ISSN (Print): 2074 – 0204       ISSN (Online): 2521 –  3504 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

But in many cases, the Arabian reviewer is not 

using the traditional formal approach to, the 

reviewer may use the narrative way to declare his 

opinion using verb phrase as in (" ثسجىُ ٚثطؼش وٍىُ 

 Or in English ("I .(" أٔي ثيزي اٌزسيخ خيي ٚسيُ صبٌسخ

love you all, and I feel like at my home, my 

brother "), so, this makes a misleading for any 

parsing system, causing an open problem. 

 

7. Results  

To test the proposed algorithm for extracting 

aspects from Arabic reviews text, two datasets 

have been used, the first al-smadi* Dataset for 

books reviews in the Arabic language, and the 

second is hady-al-sahaar**Arabic reviews dataset 

about hotels. This target is accomplished by 

calculating true positive, true negative, false 

positive, and then precision and recall. The true 

positive (TP) means the number of intersections 

between aspects tagged by the proposed 

algorithm and identified in the dataset. The false 

positive (FP) represent the number of aspects 

term occurrences specified by the proposed 

algorithm but not mentioned in the dataset. False 

negative (FN) represents the number of aspect 

terms occurs in the dataset but not have been 

identified by the proposed algorithm. Precision 

and recall then calculated 
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The testing dataset consists of 400 reviews from 

the al-samadi dataset. We calculate the precision 

and recall for each row, then plotting the result in 

figure (7) and figure (8) as below: 

 

 

Figure 7: the precision plotting for each 

review in books datasets 
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Figure 8: recall plotting for each review in 

books reviews dataset 

 
From figure 7 and figure 8, the reader can notice 

that precision is between 0.2 and 1 while the 

recall taking values between 0.1 and 1. The 

system catch aspects from 28 reviews (8% from 

reviews) with accuracy reach to 100%. We can 

see that 106 reviews recall between 0.1 and 0.5, 

which make about 30% from reviews. So the 

precision and recall result is in the table (1) 

below: 

Dataset Precision Recall f-

score 

Books 

reviews  

0.78 0.35 0.48 

Table (1) accuracy of the al-samadi dataset 

Hotel reviews dataset consist of 367 reviews have 

been analyzed, and a more detailed graph for 

precision and recall are in the figures (9) and 

(10): 

 
Figure (9) precision for each review in hotels 

dataset 

 

 

 

 

 

 

 

 
Figure (10) recall for each review in the 

hotel's dataset 

The precision and recall for hady al_sahar hotels 

review dataset is on the following table (2): 

Dataset Precision Recall f-

score 

hotel 

reviews 

dataset  

0.73 

 

0.52 

 

0.61 

Table (2) accuracy of hotels dataset 

From the table, the average of precision is 0.73, 

and most of the aspects have been identified with 

precision between 0.6 and 0.9 as in figure (9). In 

hotels dataset, the f-score is higher than f-score in 

books dataset because the precision and recall are 

more consistent.  

8. Conclusions  
Aspect extraction for the Arabic language is a 

new scope in Arabic NLP. The work on this 

paper revealed many issues; first, the need for a 

standard lexicon to specify sentiment orientation 

of words for different Arabic dialects, second 

Arabic NLP tools need more accurate taggers and 

consider the context of the text. During the work, 

we also specify the need for a shallow parser 

mechanism for Arabic language tools or 

(chunking), which can extract bigrams and 

trigrams with a specific pattern. The chunking 

software has been built in this work. Now let 

discuss our results, from results it's clear that 

precision is very good and it's varying according 

to the topic of the dataset. The researchers in 

aspect extraction should take into their 

consideration that there are two kinds of aspects, 

a general aspect that determines what is the text is 

talking about which is found in the books reviews 

dataset (AL-samadi dataset). The second type of 

aspect a more detailed aspect that appeared in 

hotel or restaurant dataset which is dealing with 

more deep points about the object like price, 

food, decoration,…etc.  
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The precision for books reviews dataset is reach 

to 0.78 and its good accuracy for the Arabic 

language in the absence of lemmatizes. The recall 

is 0.35 in books reviews aspect extractor because 

the false negative is small, as the proposed 

method can catch aspects more than aspects (and 

deeper) than aspects gotten by human annotator 

in the dataset, and this is not a weakness, but it is 

a positive indicator for the proposed aspect 

extractor efficiency. The precision for hotel 

reviews dataset is 0.73 and recall 0.52 for the 

same reason as in books dataset, but the 

categorization process was much easier in the 

hotel because the aspect was apparent in LDA 

analysis through the topics.  
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 خوارزمٌة استخلاص جوانب الحدٌث المطلوبة لتحلٌل الاراء  العربٌة
 
 

 علٌاء كرٌم عبد الحسن    بد الوهاب               احمد بهاء الدٌن ع
 الجامعةالتكنلوجٌة               لوسطى             الجامعة التقنٌة ا                        

 قسم علوم الحاسوب               التقنٌة الادارٌة              الكلٌة                           
 قسم تقنٌات المعلوماتٌة                         

 

  

 : المستخمص

برز فً السنوات الاخٌرة مجال تنقٌب الاراء من تعلٌقات الاشخاص كمجال مهم للدراسة. وقد تعددت تطبٌقات         
هذا المجال لتشمل تحلٌل الاراء فً الشبكات الاجتماعٌة، انظمة الاعمال الذكٌة ، وأنظمة اتخاذ القرار.للقٌام بتنقٌب الاراء 

حدٌد ما تطرق الٌه المعلق عن خصائص منتج او خدمةٍ ما احد المراحل فأن عملٌة استخلاص جوانب الحدٌث و ت
الأساسٌة لتنقٌب الرأي وتحدٌد شعور المعلق من الخدمة أو المنتج. ٌقترح هذا البحث خوارزمٌة لأستخلاص جوانب 

لجمٌع التعلٌقات   latent dirichlet analysisالحدٌث للغة العربٌة وذلك بدءاً بعملٌة تحلٌل الموضوعات الاحتمالً 
،وذلك لتحدٌد أهم الجوانب المشتركة التً ركز علٌها الجمهور المعلق حول خدمة او منتوجٍ ما . ٌلً ذلك عملٌة 
استخراج جمل الاراء بنظام استخراج الانماط الاعرابٌة مستفٌداً من تتابع الصفة و الموصوف فً اللغة العربٌة . وأخٌرا 

و الكلمات الممثِلة لهذهِ الجوانب . تم قٌاس  LDAحسب أهم الجوانب المحددة من عملٌة  تتم تبوٌب كل عبارة مستخرجة
دقة الخوارزمٌة المقترحة بواسطة مجموعتً بٌانات قٌاسٌتٌن ، الاولى تعلٌقات عن الكتب و الثانٌة عن الفنادق باللغة 

 .العربٌة وكانت النتائج جٌدة رغم عقبات معالجة اللغة العربٌة 
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Abstract : 

           Stream cipher is one of encryption procedures for sending data in internet; stream 

cipher is suitable in telecommunications and real-time apps. The robustness measurement 

of stream cipher is according to the randomness of keystream that is utilized.  If the 

random series of keystream generator is low, the keystream of stream cipher can be read 

and encrypted data by stream cipher become vulnerable to attackers. This paper utilizes 

Firefly Algorithm based Local Key Generation for generation keystream. The generated 

keystream is independent of original messages. The randomness of keystream series of 

Firefly passing the five standard criteria. The suggested keystream generator is word-

established appropriated to fast real-time apps than are bit-established linear stream 

ciphers. Furthermore, the suggested keystream generator satisfies the three demands of 

benchmarks such as maximum correlation, robust randomness and huge complexity. 

 

Key Words. Stream Cipher, keystream Generator, Firefly Algorithm, Local Keys 

Function. 
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1. Introduction 

Cryptography is an exercise together with analyze 

procedures for safe communication in the 

presence of adversaries. Generally, it is about  

founding and studying protocols which overcome 

the technique of attackers and that are  linked to a 

diversity of parts in data security [1]. The 

mammoth issues of secure telecommunication is 

keeping the confidential information from 

interception. In cipher frameworks , It is popular 

that the experts of encryption procedures required 

techniques to discover an orderly procedure in 

checking their ciphers to guarantee that they are 

protected from attackers [2][3]. One of a popular 

symmetric procedure is stream cipher, all portion 

of original message and keystream are encrypted 

together. The keys of Stream cipher utilized for 

encryption procedure is altered randomly.  

Consequently, the cipher that's created is 

mathematically very hard to breach.  .The  

altering  of  random  keystream  will  not  permit  

any  sample  to  be  frequent that allocate a guide 

to attacker  to breach cipher  data [4], [5]. 

Stream cipher is suitable on equipment and 

programs, and in  some situations obligatory in 

telecommunications and real-time apps chiefly 

with restricted memory [6], [7]. Stream cipher is 

less apt to cryptanalysis due to  identical portions 

of original messages are encipher with various 

portions of the keystream [8]. The essential   idea 

of stream cipher   is  one-time  pad   cipher which 

is refer to Vernam  cipher,  necessity that is  true   

random  series  with generated keystream , Both 

transmitter and  recipient are participated 

keystream , and  keystream  only  utilized  once 

[9].  The cons of stream cipher are the total 

volume of the keystream and the original message 

should be the identical. Subsequently a huge 

quantity of keystream have to be kept and 

transmitted. Furthermore,  if  the  random series is 

discover , the keystream utilized for encryption 

procedure can be  keep track  readily [10]. 

Many different papers utilized to evolve Stream 

Cipher generator for Encryption according to SI 

and several techniques, In[11] suggested  

keystream procedure for encryption data  

according to  Ant  Colony  and  the allocation of 

letters in the original message.  In [12] suggested 

keystream generator according to a "Particle 

swarm optimization" for encryption data. The  con 

of these articles   is  that  enumeration  the  

appearance   of  letters  of  keystream  in  the 

original messages.   Of course, that it excess the 

overall time consumption for encryption, when 

the volume of keystream selected is huge.  

 

 

 

 

In [13] suggested keystream generator according 

to 3D chaotic maps and "Particle swarm 

optimization"  to create a random number 

generator  and tested by  five standard criteria. In 

[14] suggested keystream generator according to 

on  dynamic the thought of updates composite 

LFSR stream cipher every update in message that 

indicates to has  a huge complexity encryption 

procedure  and tested by  standard criteria 

. 

Concerning , the stream cipher and Firefly 

Algorithm that  is  debated at the previously, the  

contribution  of  this  paper  is suggested  

Keystream generator utilizing Firefly Algorithm 

based Local Key Generation where the generated 

keystream is independent of original messages . 

2. Firefly Algorithm 

Optimization is an arithmetic procedure for 

getting either  highest or smallest value of a target 

function by selecting a best solution from a set of 

solutions [15]. There are a huge number of 

optimization problems, which were complicated 

and toughed to discover a solution at a sensible 

time in different areas like business, operations 

research and computer science [16].  

These optimization problems can be 

successfully solved by applied "Biology-Nature-

Inspired-Metaheuristic-Algorithms" (BNIMAs) 

mostly that according to swarm intelligence (SI) 

which is a subset of Artificial Intelligence. Birds, 

Wasps, Ants, Bugs ,Bees and  Firefly are different 

models of the family of BNIMAs which are using 

the behavior of SI based on target function 

[17][18]. 

In optimization problems, firefly algorithm is 

a one of SI clans of algorithms that lately 

exhibited magnificent performances by 

presenting best solutions [19] as shown in 

Algorithm (1).  Firefly algorithm utilizes the 

subsequent  three essentials [20][21]: 

 All firefly would be going to other fireflies 

that have a high attractiveness irrespective of 

their gender. 

 The attraction of a firefly is apt to its lighting 

that is minify as distance of different firefly 

rises. Fireflies shall move arbitrarily, when 

no it's lighter one than a specific firefly.  

 The aim of target function is locating the 

illumination of firefly. 

Three critical criteria in  Firefly algorithm can be 

summarized as [22]:  
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 The 1
st
 critical criteria is attraction 

(attractiveness N) that is specified by its 

lighting strength as Eq.1 follows: 

N=N0 
−                                                                                 

Eq.1 

N0 is an attraction at distance t equal to zero, 

while v is refer to "lighting absorption" in weather. 

 The 2
nd

 critical criteria is distance that is 

specified by utilizing the Cartesian distance 

between two fireflies as Eq.2 follows: 

Ri,j =√ (          
  

                                  Eq.2   

     In the n-dimensional space,      is s
.th

 

component of coordinate    of i-
th

 Firefly. 

 The 3
rd

 critical criteria is movement that is 

specified by brightness for instance, firefly 

(a) would be going to firefly (b)  that has a 

high attractiveness as Eq.3 follows: 

Ma=Ma +N0 
−   

   
(Mb- Ma) +   (r-0.4)        Eq.3

                                                  
 

Where   is refer to randomization value, r is refer 

to a random value that its range between 0 and 1 

a, Ma is refer to movement firefly (a) and Mb is 

refer to movement firefly (b). Furthermore Firefly 

is equal to particle swarm optimization when v is 

equal to zero  [22]. 

 

Algorithm (1): Firefly Algorithm  

Input: number of firefly population ,light 

absorption coefficient v,max- iteration, objective 

Output:  set of keystream 

Begin 

Step1: Determine the objective function. 

Step2: Generate initial population of fireflies.   

Step3: Calculate the Light intensity at fireflies 

based on objective function. 

Step4: iteration=1 

Step5:  A=1,B=1 

Step6:  if fitness function of firefly (A) less than 

fitness function of firefly (B)  then Move firefly 

(A) towards firefly (B)     

Step7: modify attraction differs with distance 

through   −  
 
  

Step8: Evaluate modern  resolutions and modify 

brightness intensity. 

Step9:B=B+1 

Step10: if (B less than or equal to number of 

fireflies) Goto Step6 

Step11: A=A+1, B=1  

Step12:  if (A less than or equal to number of 

fireflies) Goto Step6 

Step13: Rank fireflies and  find the current best 

Step14: iteration= iteration +1 

Step15: if (iteration less than or equal to max-

iteration) Goto Step5 

End 

 

 
3. Methodology of Designing Stream 

Cipher utilizing Firefly Algorithm  

The main essentials of Firefly Algorithm 

and stream ciphers have been learned and 

analyzed. In this Methodology, Firefly Algorithm 

based Local Key Generation (FAbLKG) is 

suggested for generation keystreams as exhibited 

in Algorithm (2). In FAbLKG, a Firefly is 

utilized to assign a keystream.  Each Firefly have 

many keys inside that keystream, the keys in the 

keystream are set of bits can be 0 or 1.  For 

instance, if the length of keys of each Firefly is 

equal to 512 consequently it is depicted by Eq.4. 

 

        (                      .            .    
  

Algorithm (2): Firefly Algorithm based Local 

Key Generation 

Input: number of firefly population , max- 

iteration 

Output:  set of keystream 

Begin 

Step1: iteration=1  

Step2:  For each firefly in the population, 

randomly generate the initial keystream 

utilizing the Local Key Generation. 

Step3: Calculate the  Light intensity based 

on fitness function  of keystream of each 

firefly  

Step4:  A=1,B=1 

Step5:  if fitness function of firefly (A) less 

than fitness function of firefly (B)  then 

Step5.1: Compute hamming distance 

between firefly  (A) and firefly (B) 

Step5.2: Determine number of swap of keys 

in the keystream of firefly (A) between 1 

and Hamming Distance 

Step5.3: Making swap operation on 

different locations of keys in the keystream 

of firefly (A) according to the possible 

range of Step5.2. 

Step5.4: update fitness function of keystream of 

firefly (A) and modify brightness intensity. 

Step6: B=B+1 

Step7: if (B less than or equal to number of 

fireflies) Goto step5 

Step8 :A=A+1, B=1  

Step9: if (A less than or equal to number of 

fireflies) Goto step5 

Step10: Rank fireflies and check fitness 

function of them, if its equal to five then 

store the keystream obtained. 

Step11: iteration= iteration +1 

Step12: if (iteration less than or equal to 

max-iteration) Goto step4 

End 
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3.1 Representation of Fireflies  
For generating a keystream, Firefly 

Algorithm utilize the binary code as a solution. 

The Firefly Algorithm initiates with an 

elementary population encompasses set of 

fireflies (keystream) according to Local Key 

Generation.   

3.1.1 Local Key Generation  
Local Key Generation (LKG)  is a novel 

word-established NLFSR stream ciphers which is 

offer numerous volumes of keystream per round 

than bit-established LFSRs stream ciphers, 

according to the word volume. Thus, in LKG an 

equilibrium is accomplished between security and 

efficiency. LKG can be referred as a development 

of the outcome feedback mode. The outcome of 

keystream is furthermore the feedback to the 

inner state. LKG has initially seed of 512 bits 

inner state sets by initialization vector. These bits 

are splitted into sixteen 32-bit words categorized 

W1 to W16 and making XOR and Local Function 

feeding among some of them as clarified in 

Figure (1). 

 
Figure (1): Local Key Generation 

 

       The Local Function that is called on one 

occasion per iteration, impacts the inner state to 

produce 512 bits of keystream per iteration. The 

input of Local Function is 512 bits (eight 

variable, the size of each variable is 32 bits). In 

Local Function, A network of summation mod 2
32

 

and XOR are utilized for diffusion and it 

conclude of three procedures as clarified in 

algorithm (3). The 1
st
 procedure of Local 

Function is Pre-confusion. The 2
nd

 procedure of 

Local Function is combination (M and Q 

Functions) according to two s-box (O1and O2)as 

clarified in algorithm (4). The 3
rd

 procedure of 

Local Function is Post-confusion. 

 

 

 

 

 

 

 

 

 

 

 

Algorithm (3): Local key Function 

Input:  Sixteen 32-bit  word (W1 to W16), n=number 

of keystream 

Output:  512- bit (keystream) 

Begin 

Step1:  iteration=1 

Step2:  // Map initialization 

R1=W1     R2=W7W9   R3=W4                      

R4=W15W16        R5=W5  R6=W13                   R7=W10 

 W12         R8=W2 W11 

Step3: // Pre-confusion.  232= 4294967296 

R1 = (R1 + R8) Mod 232              R2=R2  R7      

 R3 = (R3 + R6) Mod 232             R4=R4  R5 

 R5 = (R5 + R1) Mod 232     R6=R6  R2       

 R7= (R7 + R3) Mod 232      R8=R8  R4 

Step4:// combination functions = M1, M2, M3,M4,Q1, 

Q2 ,Q3 Q4 

R1 = R1 ⊕ M1(R2)          R2 = R2 ⊕ Q3(R5)    

R3 = R3 ⊕ M2(R8)          R4 = R4 ⊕ Q4(R6) 

R5 = R5 ⊕ M3(R3)          R6 = R6 ⊕ Q1(R7)  

R7 = R7 ⊕ M4(R4)          R8= R8 ⊕ Q2(R1) 

Step5: // Post-confusion 

R1=R1  R6         R2 = (R2 + R4) Mod 232      

R3=R3  R5          R4 = (R4 + R8) Mod 232 

R5=R5  R2          R6= (R6 + R4) Mod 232       

R7=R7  R1          R8= (R8 + R6) Mod 232 

Step6: //Update inner state 

Wi= Ri       1 ≤  i ≤ 8        

Wi= Ri − 8  of Step2   9 ≤ i ≤ 16 

Store  the update sixteen 32-bit words called W as 

keystream 

iteration = iteration +1 

Step6: if (iteration less than or equal to n) Goto Step2 

End 

 

Algorithm (4): M and Q Functions 

Input:  32-bit , N=number of M and Q function,O1= 

32 × 32 and O2= 32 × 32  

Output:  Update 32-bit 

Begin 

Step1:  Break 32 –bit to four variable (y1,y2,y3,y4) 

Step2:  

          if (N==1) then 

M1(y) = O1(y1) ⊕ O1(y2) ⊕ O1(y3) ⊕ O2(y4) 

Q1(y) = O2(y1) ⊕ O2(y2) ⊕ O2(y3) ⊕ O1(y4) 

          Else if (N==2) then 

M2(y) = O1(y1) ⊕ O1(y2) ⊕ O2(y3) ⊕ O1(y4) 

Q2(y) = O2(y1) ⊕ O2(y2) ⊕ O1(y3) ⊕ O2(y4) 

          Else if (N==3) then 

M3(y) = O1(y1) ⊕ O2(y2) ⊕ O1(y3) ⊕ O1(y4) 

Q3(y) = O2(y1) ⊕ O1(y2) ⊕ O2(y3) ⊕ O2(y4) 

          Else  

M4(y) = O2(y1) ⊕ O1(y2) ⊕ O1(y3) ⊕ O1(y4) 

Q4(y) = O1(y1) ⊕ O2(y2) ⊕ O2(y3) ⊕ O2(y4) 

         End if 

End   
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3.2  Fitness Function of Fireflies 
         For each firefly, the fitness function is 

utilize to measure the robustness of keystream as 

brightness (Light Intensity) which is computed by 

testing the five standard criteria of generated 

keystream as interpreted in Table (1).  If the 

generated keystream is exceeding all five 

standard criteria therefore robustness of Firefly 

(keystream) is five and if the generated keystream 

is exceeding four of standard criteria therefore 

robustness of Firefly is four and so on. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3  Moving of Fireflies 
The Firefly Algorithm initiates with an 

elementary population randomly according to 

Local Key Generation consequently the fireflies 

dispersed in state space. If   the  robustness of 

keystream (lighting)  of Firefly  (A)  less than the  

firefly(B) consequently Firefly (A)  move  in the 

direction of the Firefly (B) by swapping the  keys 

in the keystream of the Firefly  (A). The range of 

swapping keys in the keystream of Firefly (A) is 

determined randomly from one to Hamming 

Distance between Firefly (A) and Firefly (B) as 

depicted by Eq2. Indeed, the swapping keys in 

the keystream creates modern diffusions 

(permutations). For example, assume the fitness 

(robustness of keystream) of Firefly (A) and 

Firefly (B) are 2 and 4 respectively, and the 

Hamming Distance between Firefly  (A) and 

Firefly  (B) is 5. Consequently, Firefly (A) move 

in the direction of the Firefly (B) by swapping 

keys in the keystream of the Firefly (A). The 

range of swapping keys in the keystream of 

Firefly (A) is randomly selected between 1 and 5 

(Hamming Distance). Assume the selected the 

range of swap is 3 that is led to making at most 

three swap of keys (different swap locations) in 

the keystream of Firefly (A(. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table (1): Five Standard Criteria Equations   Information [23] 

 

Five Standard Criteria Equations Information  on Five Standard Criteria 

𝑇  
(𝑀0  𝑀   

𝑀
 

M0: number of 0’s in keystream.  

M1: number of 1’s in keystream.  

M: total size of keystream. 

𝑇  
 

𝑀   
( (𝑀    + (𝑀00  

+ (𝑀0   + (𝑀 0   

 
 

𝑀
(𝑀  +𝑀0  +   

M11: number of 11’s in keystream.  

M00: number of 00’s in keystream.  

M01: number of 01’s in keystream.  

M10: number of 10’s in keystream 

𝑇3  
 N

𝑃
 ∑𝑀𝑗

 

 N

𝑗  

  P 

 

𝑀𝑗: number of appearance of the jth of length N  𝑃  
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N :maximum j for which 𝑃𝑗 ≥  .  

𝐵𝑗: Amount of blocks )subsequences runs of 1’s( of 

length j in M.  

𝐺𝑗: amount of gabs )subsequences runs  of 0’s( of length 

j in M.  

T  
  A(   

(M    
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j 0
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4. Case Study of Suggested 

Keystream Generator 

Suppose, the number of firefly population is 

two and max- iteration is one. The following 

steps illustrated the suggested keystream 

generator according to Algorithm (2), Algorithm 

(3) and Algorithm (4). 

 S1: Suppose the seed of two fireflies: 

Firefly(A)"5d413d691dd67b3449bf371ac15968af

eebe6361f83cf5c359ae7fc83178ab8ce0157eba9a3

8655da4abe24f359f664ad6036972c002764f33738

94d49a6df77" 

Firefly(B)"27d591c45f02e8c6d0624a6a20d9b4bb

5f59a6e8e497a2e235feb4ad5d45ec8aca348c8f24a

269ae9c608d099a652cd973f9098e69360fab3c318

80567ca82e4".  

Each one of fireflies is represented by 128 hexa-

number that is equal to 512 bits. 

 S2: At first, each firefly is splitted to sixteen 8- 

hexa-number (W1 to W16) ,for instance  Firefly(A) 

is splitted to (W1= "5d413d69", 
W2="1dd67b34",…,W16= "49a6df77"). 

 S3: For Map initialization of keystream for   Local 

key Function utilized according to Step2 of 

Algorithm (3), R1= W1 R1= "5d413d69"  R2= 

W7  W9  R2="59ae7fc8"  

"e0157eba"="b9bb0172" and so.   

 S4: For Pre-confusion of keystream for   Local key 

Function utilized according to Step3 of Algorithm 

(3), R1 = (R1 + R8) Mod 2
32

 R1="16bed6e4", 

R2=R2  R7     R2="161c0265"and so. 

 S5: For combination functions of keystream for   

Local key Function utilized according to Step4 of 

Algorithm (3), R1 = R1 ⊕ M1(R2)          At first, 

calculating M1 (R2) according to Algorithm 

(4),y=R2. y will be splitted to y1,y2,y3and y4, 

considering as indexing of O1; O2 (two S-box in 

Appendix) so,  M1(y) = O1 (y1) ⊕ O1(y2) ⊕ O1(y3) 

⊕ O2(y4)  M1(R2)="5ddc0340" then make ⊕  

with "16bed6e4" R1 = "5bc6f670"  and so on. 

 S6: For Post-confusion of keystream for   Local 

key Function utilized according to Step5 of 

Algorithm (3),  

R1=R1  R6   R1="b80d61b4"  "e3cb97c4" 

R1="b80d61b4" and so on. 

 

 

 

 

 

 

 
 

 S7: For Update inner state of keystream for   Local 

key Function utilized according to Step6 of 

Algorithm (3), Wi= Ri    , 1 ≤  i ≤ 8,   Wi= Ri − 8  of 

Step2 of Algorithm (3),  9 ≤ i ≤ 16, 

W1="b80d61b4",W2="a71ed0fa", and so on. 

 S8: The output of local key function of two 

fireflies: 

Firefly(A)="b80d61b4a71ed0fa97c5bc4c2

02b6aebfa54589b03f702af5cf8116440967f3

65d413d691dd67b3449bf371ac15968afeebe

6361f83cf5c359ae7fc83178ab8c" 

Firefly(B)"b94b365494d6e6db29b3a3d6ef

a21ef6cda2534b5e42a326606cba30407549e

227d591c45f02e8c6d0624a6a20d9b4bb5f59

a6e8e497a2e235feb4ad5d45ec8a". 

 S9: for each firefly, calculating Light 

intensity According to five standard criteria 

that is illustrated in Table (1). The fitness 

function of firefly (A) is 5, i.e. firefly (A) is 

passing five standard criteria.  However, the 

fitness function of firefly (B) is 3,i.e. firefly 

(B) is failing in serial test and run test. 

 S10: According to Step5 of Algorithm (2),  

compute hamming distance between firefly  

(A) and firefly (B) by convert them  to binary 

and count the matching number as maximum 

number of  making swap operation on 

different locations. 

 S11: check fitness function of two firefly, 

already, firefly (A) is passing five standard 

criteria early then discovering firefly (B) is 

also passing five standard criteria too due to 

iterated swap processing. So the final result 

of two fireflies in binary form. 

firefly(A)="10111000000011010110000110

110100101001110001111011010000111110

101001011111000101101111000100110000

100000001010110110101011101011111110

100101010001011000100110110000001111

110111000000101010111101011100111110

000001000101100100010000001001011001

111111001101100101110101000001001111

010110100100011101110101100111101100

110100010010011011111100110111000110

101100000101011001011010001010111111

101110101111100110001101100001111110

000011110011110101110000110101100110

101110011111111100100000110001011110

001010101110001100". 

Firefly(B)="10111100010010111001011001

110100000101001101011011100011010110

110010100110110110101000110101010011

001111101000100101111111110110110010

01 
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1111111111111111111111111111111111

1111111111111111111111111111111111

1111111111111111111111111111111111

1111111111111111111111111111111111

1111111111111111111111111111111111

1111111111111111111111111111111111

1111111111111111111111111111111111

1111111111111111111111111111111111

11111111111001001001011110100010111

000100011010111111110101101001010110

101011101010001011110110010001010" .

  

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Results of Suggested Keystream 

Generator 

This paper utilizing one of SI procedures 

called firefly with local key generation for 

generation keystream. Through implementation 

of suggested key generator, the procedure has 

several   variables as illustrates in Table 2. 

 

Table 2. Variables chosen of suggested 

keystream generator 

Variables "Range 

number of firefly population 2 to 1000 

max- iteration 1 to 1000 

Length of firefly 512 bits  

Number of swap of keys 

in the keystream of 

firefly. 

1 to  

Hamming 

Distance 

 

 

 

If utilize only firefly algorithm for generation 

keys will be stuck in local optimal and some of 

generated keystream will be poor. While, the 

generated keystream of suggested FAbLKG has 

high randomness by passing the five-benchmark 

tests due to utilizing local key generation and 

firefly algorithm. Local key generation is prevent 

the firefly algorithm from stuck in local optimal 

and generated keystream  

 

 

 

 

 

The implementation of above case study of 

suggested keystream Generator for generating 

two fireflies as two Keystream as showing in 

Figure (2) utilizing JavaScript language 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The suggested FAbLKG is implemented on 

various entire size of data utilizing JavaScript 

language. The FAbLKG performance is utilized 

on many keystream series of Firefly of length 512 

bits.  Each iteration, discovering the best 

keystream if it found then store it, when the 

robustness of keystream series of Firefly is five 

that means passing the five benchmark tests.  

For instant, the result of one keystream series of 

Firefly that is passing the five standard criteria as 

interpreted in Table (3). 

 

Table (3): Five Standard Criteria Performance  

 

5 - 

benchmark 

Tests 

 

Test 

Value 

Threshol

d 

Test 

value< 

Threshol

d 

Frequency T1 0.007 3.841 pass 

Serial T2 4.941 5.991 pass 

Poker T3 11.81

3 

24.995 pass 

Runs T4 5.028 12.591 pass 

Autocorrelatio

n T5 

0.531 1.96 pass 

 

 

 

 

 

 

Figure (2): Implementation of sample Case Study 
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5. Conclusion  

This paper suggests FAbLKG with robust 

infrastructure with more diffusion of the 

generated keystream, From  examining  the best 

keystream  of rounds by utilizing  FAbLKG  and 

rely on  randomness standard,  it  is  simple  to  

observe  that the  suggested FAbLKG  have  a  

huge   keystreams   solutions  which are  satisfied  

the three demands of benchmarks such as 

maximum correlation, robust randomness, huge 

complexity. Attacker want to       prospective 

trails to breach of the generated keystream of 

FAbLKG, consequently in this situation, a brute-

force attacking seems unwieldy step. FAbLKG is 

Word-established   may be better appropriated to 

fast real-time apps than are bit-established linear 

stream ciphers, FAbLKG is offer numerous 

volumes of keystream per iteration than bit-

established LFSRs.  
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 تصمٌم مولد مفاتٌح انسٌابً بواسطة خوارزمٌة الٌراعة 

  

 نداء فلٌح حسن                 محمد صالح مهدي           
 جامعة التكنولوجٌة       جامعة تكنولوجٌا المعلومات والاتصالات                          

 كلٌة علوم الحاسوب                كلٌة معلومات الاعمال                                    
 

 مستخلص :ال
التشفٌر الانسٌابً هو احدى طرق التشفٌر للبٌانات المرسلة عبر الانترنت. التشفٌر الانسٌابً ملائم فً الاتصالات        

وتطبٌقات الوقت الفعلً. ان قوة قٌاس التشفٌر الانسٌابً ٌعتمد على مدى عشوائٌة مولد المفاتٌح المستخدم. اذا كانت عشوائٌة 
عٌفة ، فان مفاتٌح التشفٌر الانسٌابً ممكن قراءتها والبٌانات المشفرة بواسطة التشفٌر المفتاح الناتجة من مولد المفاتٌح ض

ٌُضًِء ذَنَبُهُ( ودالة  ل  ٌْ طٌِر بِاللَّ ٌَ الانسٌابً تكون غٌر محصنه للمهاجمٌن. هذا البحث ٌقترح اعتماد خوارزمٌة الٌراعة )ذُبَاب 
كون مستقلة من النصوص الاصلٌة. ان نتٌجة سلسلة المفاتٌح من الٌراع نجحت مفاتٌح محلٌة لتولٌد المفاتٌح. المفاتٌح المتولدة ت

فً الاختبارات القٌاسٌة الخمسة. ان مولد المفاتٌح المقترح هو مبنً على مفهوم الكتلة حٌث ٌكون أفضل استخدامه للتطبٌقات 
ح المقترح ٌحقق المتطلبات الثلاثٌة القٌاسٌة من الوقت الفعلً بدلا من بناءة على مفهوم البت. من ناحٌة أخرى، ان مولد المفاتٌ

 ارتباط عالً، عشوائٌة قوٌة وتعقٌد عالً. 
 

 . : التشفٌر الانسٌابً، مولد مفاتٌح، خوارزمٌة الٌراعة، دالة مفاتٌح محلًالكلمات المفتاحٌة
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Abstract 

There are many time series that are characterized by large variability, which 

makes them suffer from the problem of heterogeneity of contrast clearly, Where 

the time series analysis requires the homogeneity of variance for this purpose was 

the study and review of some important models used in dealing with the time 

series heterogeneous in contrast, a GARCH, ARMA-GARCH,TGARCH, 

EGACH , When the distribution of errors follows the normal distribution which 

was discovered by Engle since 1982, The aim of this study was to forecast . This 

study aimed at forecasting the exchange rates of the Iraqi dinar against the US 

dollar for the period from 2010 to 2018 through an analysis of fluctuations in the 

exchange rate series. The application of the studied data showed that the best 

model for predicting volatility is ARMA (0-1) -GARCH 2.1) based on some 

criteria for selecting the AIC, SIC, H-QIC and the significance of the estimated 

model parameters. 

 

Keywords: heterogeneity of variance, yield chain, GARCH, 
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Review of Literature 
The first model was proposed by the world 

(Robert F. Engle) in 1982 when he studied the 

variability of monetary inflation in the UK. It has 

been found that the proposed model is more 

accurate in prediction. 

In 1986, Bollerslev presented a more generalized 

model called Generalized Autoregressive 

Conditional Heteroscedasticity, which became 

known as the GARCH model. It includes the 

conditional variation in the model when the error 

follows normal distribution as well. Determine 

the terms of the stability and self-correlation of 

this model. 

In 1987, the researchers (Engle, RF) proposed the 

GARCH-in-Mean (GARCH-M) model, since this 

model adds the term heteroscedasticity to the 

arithmetic mean equation, which allows the 

average revenue to be defined as a linear function 

of time. 

In 1991 Nelson presented the EGARCH model 

with an error following the distribution of the 

general error and used it to estimate the 

exceptional risk in the weighted value index 

market for 1962-1978 and concluded that the 

EGARCH model was better than the GARCH 

model. 

In 1994, Zakoian first proposed the Threshold 

GARCH (TGARCH) model, which allows the 

asymmetric effects of positive and negative 

shocks to fluctuate and enables it to be applied to 

the pattern of volatility in stock returns in the 

French market. 

In 2008, the researcher, Abdullah Suhail star, the 

study included models (ARCH and GARCH) and 

the use of method (Conditional MLE) to estimate 

and then studied the predictions of subsequent 

views you and use the style simulation to 

generate data and calculate a general formula to 

calculate the torque coefficient splaying models 

GARCH and ARCH from the lower grades. 

In 2011, the researcher Mohammed, Mohamed 

Jassim, studied the use of GARCH models to 

predict the Saudi stock market index. He studied 

the process of diagnosis and estimation of the 

appropriate model and found that the best model 

for data representation is GARCH (1,1) t-

distribution errors. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction: 
Some researchers focus on time series topics 

because they are important in studying the 

behavior of different phenomena over specific 

time periods through their analysis and 

interpretation, The topics of the time series 

include many areas (medical, environmental, 

economic, etc.) ,The definition of the time series 

(it is a series of observations that are arranged 

according to time of occurrence) There are two 

types, the first is Discrete Time Series and the 

second is the continuous time series, The aim of 

the time series analysis is to obtain an accurate 

description of the features of the phenomenon 

from which the time series is produced, and to 

construct a model to explain the behavior of that 

phenomenon  , and predict future observations of 

the phenomenon studied based on what happens 

in the past. The most important models applied to 

time series data are the ARMA models used in 

many different fields. To be able to use the 

ARMA model, there must be three conditions for 

the random error of the model: 

 

 

 
In the event of a breach of those conditions for 

the existence of a particular factor may be 

externally or an emergency on time series must 

look for other models can adapt to those factors 

that led to the existence of differences in terms of 

this time series, and in particular in the time 

series on financial transactions. 

 

2. Problem Search: 
The problem for the search in the presence of 

fluctuations in the prices of a series of Iraqi dinar 

against the US dollar, which led to the instability 

of the US dollar and thus the use of regular 

ARMA models would get irrational future 

predictions. The plans based on these results are 

therefore useless. 

 

3. The aim: 
The aim is to build the best model for forecasting 

the Iraqi dinar price series versus the US dollar 

daily for the period from 2010 to 2018 by 

applying a number of different models that are 

used to predict in time series of volatility, 

including GARCH model, TGARCH model, 

ARMA-GARCH model, and EGARCH model. 

𝒊) 𝑬 𝜺𝒕) = 𝟎 

𝒊𝒊) 𝑽 𝜺𝒕) = 𝑬 𝜺𝒕
𝟐 = 𝝈𝟐 

𝒊𝒊𝒊) 𝑬 𝜺𝒕𝜺𝒔) = 𝟎   𝒇𝒐𝒓   𝒕 ≠ 𝒔 
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4. Autoregressive Conditional 

Heteroscedasticity models (ARCH(p)):
 [5][4] 

It was the first model proposed by Robert Engle 

in 1982. The ARCH model is a return series with 

a conditional average and a conditional variation. 

The conditional mean of the return series μt is 

constant, the conditional variance of the return 

series is in the form of a model that contains an 

error limit and a non-stability equation, the 

equations of the ARCH model are as follows. 

yt = μ                       …… (1) 

 and    ,                  … (2)        ...   =       

  
 =         

        
          

   …... 

(3) 

Where   
   is the equation of volatility, which can 

be written in the formula below. 

  
 =    ∑    

      
  

     …… (4) 

Whereas   Ω > 0,    αj ≥ 0   ,     j = 1,2, …...,p   

and, Ω, αj, represent the parameters of the model. 

The process is in the case of stability if and only 

if the total parameters of the Autoregressive are 

positive and less than one. 

 

5.Generalized Autoregressive 

Conditional Heteroscedasticity Model 

(GARCH(p,q)):
[5][4]

 
GARCH models (p≥1) and (q≥1) can be defined 

as follows: 

yt= 𝛍          and ,              )      
   =       

  
 =         

        
          

  

       
          

            
   ….. (5)                                                                

As the yt series represents a stable return series 

and uncorrelated  

  and μ represents the average of the stable return 

series 

  And that they are independent εt series and 

similar distribution (independent identically 

distribution) and keep track of the standard 

normal distribution with mean 0 and variance 1. 

And   
  is the equation of volatility, which can be 

written in the formula below. 

  
 =    ∑        

  
    + ∑        

  
              ) 

whereas. 
Ω > 0,        ≥ 0  ,     j = 1,2, ….. ,p  ,        ≥ 0 ,   i 

= 1,2, …… , q 

And, Ω, αj, βi represent the parameters of the 

model. 

 

 

 

 

 

 

 
 

6. Exponential Generalized 

Autoregressive Conditional 

Heteroscedastic Models (EGARCH)
 

[1][4]
 

This model suggested by Nelson in (1991) and on 

the contrary, the classic model GARCH which 

assumes symmetry oscillations around the shock. 

As well as the positive constraint imposed on 

parameters, Because the EGARCH model 

describes the relationship between the previous 

values of the random error and the conditional 

variation logarithm, with no restrictions on 

transactions that ensure that there are no negative 

effects of conditional variation, which allows 

avoiding positive transaction 

constraints           ), As follows: 

Let us have the EGARCH model of the class (p, 

q) (p ≥1) & (q ≥1). Therefore, this model can be 

written as follows: 

            =  𝛍               
   =                                  )  

     
 ) =   ∑  

 

   

       
   ∑  

 

   

{|
    

    

|  √
 

 
}

   

    

    

       ) 

   

  
      

 ) =   ∑   
 
       )  ∑   

 
           

      .(8) 

whereas 
    ) =       |  |    |  |)               =     ⁄  

       ⁄ ) =  {
|    |

    
} =      √

 

 
  

  ( ) )&  ( j=1,2,…,q  ،  i=1,2,…,p   ,        

Represent the model parameters is not required to 

be positive, while Zt may be a normal standard 

variable, or come from the generalized error 

distribution, and that the equation g (Zt) allows 

the signal size Zt to be discrete effects from 

fluctuations, , And that the zt limits are positive if 

the g(zt ) is linear with parameters (  + λ) If zt is 

negative, the g(zt )is linearized by parameters (  -

λ)  This situation allows for asymmetry on the 

rise and fall in the share price, which in turn is 

very useful, especially in the context of bond 

pricing. 
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7. (Threshold Generalized 

Autoregressive Conditional 

Heteroscedastic Models) (TGARCH)
 

[11],[1] 

The idea behind the TGARCH model is that it is 

better to capture negative shocks because they 

have a greater impact on fluctuations than 

positive shocks. To be able to capture these 

movements, a model must be studied that allows 

this model to determine the conditional standard 

deviation by referring to the previous lag. Allow 

models (GARCH) with threshold ((TGARCH 

access to different functions depending on 

fluctuations in this signal and shock value. 

The models can be defined (TGARCH) class (p, 

q) (P ≥1) & (q ≥1) the following formula: 

            =  𝛍                  
   =                                              )  

  
 =    ∑   

 

   

        )    
  ∑      

 

 

   

     )      

Where 

    =

{
                                                                               
                                                                              

  
As the (   > 0) and (i = 1,2, ..., p, j = 1,2, ..., q for 

           0,     ) represent the model 

parameters (Parameters), (   ) variable placebo 

(Dummy variable). 

Known as γ or variable balance financial 

leverage. In this model, good news (    > 0) and 

bad news (     <0) have a different effect on 

conditional variation. Good news has an effect on 

  , 

While the bad news affecting αi and γi. Thus, if it 

is large and positive γ, the negative shocks have a 

greater impact on   
   of positive shocks and that 

the abolition of positive transaction restrictions 

allow for taking into account the phenomenon of 

symmetry or asymmetry that characterize the 

fluctuations, and thus become a shock      ) The 

conditional variation depends on both volume 

and shock signal. 

 

8. Model ARMA (n, m) - GARCH (p, 

q) 
[4], [6]

: 
We know that the ARMA (n, m) models have a 

conditional modulus of previous information that 

is not constant and the conditional variance of a 

fixed error. The GARCH (p, q) models have a 

conditional average of the previous information 

constant and the conditional variance of the error 

is not constant. If both conditional and  

 

 

 

 

conditional conditions depend on the past (not 

fixed), then the two models are combined with a  

model known as ARMA (n, m) - GARCH (p, q) 

where it becomes as follows: 

  =    ∑      

 

   

     ∑                )

 

   

 

  =                                         ) 

  
 =   ∑      

 

 

   

 ∑      
     

 

   

 

And yt represents ARMA model (n, m), except 

that the error limit (white noise) xt not be 

independent, but symmetric distribution, which is 

not linked to the process, so has the same 

function properties of autocorrelation (ACF) 

process independent error, as well as the yt 

possesses the same function autocorrelation 

model ARMA (n, m) normal (symmetric error 

and independent distribution). Also,   
  series will 

be subject to the model ARMA (p, q) error is 

weak. 

 

9. Augmented Dickey-Fuller Test 

[5][8]: 
Augmented Dickey Fuller test uses (ADF) to 

detect the presence of the root of the unit in 

univariate test any time series whether stable 

series or not, The ADF test has a regression in the 

first difference in the string against the string 

with the time offset (p). 

Using the following equation: 

   =            ∑        

 

   

               ) 

As the yt represents the time series to be tested, k 

number of offsets time, Δ represents the first 

differences in a series of return, xt represents an 

error xt ~ iid (0, σ²), and             ) Symbolizes 

the parameters of its appreciation. The hypothesis 

can be tested  

    =   Series yield has unit root (Series yield is 

unstable) 

           A series yield does not has a unit root 

(Series yield is stable) 
Using statistics: 

  =
 ̂

    ̂)
                   )     

The null hypothesis is rejected if the t-statistic value is 

greater than the statistical value of t-statistic and vice 

versa. 
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10.  Ljung - Box Test 
[10][7] 

The researchers (Ljung & Box) proposed this test 

in 1978, To test random errors of the time series 

by calculating the autocorrelation coefficients of 

a series of displacements, the following 

hypothesis is tested: 

     =   =  =    =   =       
    =             
      ≠                              

Using statistics: 

   ) =      )∑
 ̂ 

 

   

 

   

       
           ) 

And that each of: 

n:  Represents the sample size (number of views 

of the time series). 

m: It represents the number of shifts to self-link. 

p:  Number of parameters estimated in the model 

 ̂ 
 : Represent the capabilities of the self-

correlation boxes of the model's residual series. 

 then for string xt = yt-μ and   
 . 

If p-value ≥0.05 means not rejecting the 

hypothesis H0, the errors xt = yt-μ are random 

(Identically Independent Distribution) and there 

is (no effect ARCH) or (heteroscedasticity), and 

vice versa. 

 
11.  Lagrange Multiplier )ARCH – 

Test):
[7][8] 

It was proposed by Engle in 1982 and is used to 

determine whether the errors follow the ARCH 

process or not, which is based on the estimation 

of the equation under study in the form of the 

smallest squares and then the estimation of 

errors and squares for previous periods. This 

means that we estimate the following equation: 

  
 =

        
        

            
        )  

   =    𝛍 , To test (ARCH (P)) we calculate 

the product of the coefficient of determination 

resulting from this estimate used the sample size 

of any amount      , Which is followed by   
 , 

Of the degree of freedom (p) under the premise 

of the nuisance that the errors are homogeneous 

(Conditional Homoscedasticity) The small 

values of R
2
 mean that the errors of the previous 

periods do not affect the current error and 

therefore there is no trace of the ARCH effect. 

        =    ̂     )
                      )   

 

 

 

 

 

 

 

 

 

12.  Estimation 
[5]

:- 
Can be used Maximum likelihood Method To 

estimate GARCH parameters (p, q) as follows: 

        ⁄ ) =
 

√    
 
   ( 

 

 

  
 

  
 )        ) 

The natural logarithm (L) function of vector 

parameters 𝛝 =                    )
  

We can write as follows: 

  𝛝) = ∑   𝛝)

 

   

              ) 

the conditional logarithm of the parameter vector 

𝛝 is 

   𝛝) =            ⁄ )   

   𝛝) =
 

 
     )  

 

 
     

 )

 
 

 
(
  
 

  
 
)           ) 

The following derivatives are calculated: 

   
 𝛝

=
   

   
  

   
 

 𝛝
 

The logarithm of the conditional probability 

density function is derived for the variable yt for 

Ω , αi , βj  

 

13.  Model selection criteria:
 [10] 

To choose the best model among those proposed 

models for assessment and prediction of the 

studied data, developed choice of model data, 

which ideally criteria and selection of the most 

common model standards are: 

 
I - Akaikes Information criterion 

(AIC)
 [10][5]

 
Akaike (1974) presented a standard of 

information known as (AIC) When the time series 

models in (L) are reconciled with the parameters 

of the time series data under consideration and to 

assess the suitability of those models, the AIC is 

calculated for each model and the model that 

gives the lowest value is selected. The AIC 

formula can be written as follows: 

   =      ̂ 
 )                             ) 

n: represents the sample size. 

 ̂ 
    : The variance of the model is calculated as 

follows: 

 ̂ 
 =

 

   
∑     ̂ )

 

 

   

                  ) 

 
L: is the rank of the model. 
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II - Schwarz Information criterion (SIC):
 

[7][5] 

In 1978, Schwarz introduced a new standard known as 

the Schwarz standard. 

   =       ̂ 
 )        )                    )  

n: represents the sample size. 

 ̂ 
    : The variance of the model is calculated as 

follows: 

 ̂ 
 =

 

   
∑     ̂ )

 

 

   

  

L: is the rank of the model. 
This criterion addressed the problem of over-

estimation in the AIC standard, And make the 

Penalty of the additional parameters stronger than 

the penalty in the AIC standard). The penalty for 

this criterion is L (In) n. One of the advantages of 

the SIC is that it estimates the rank of a model 

consistently that p , q is less or equal (pmax, qmax, 

respectively). It is stated that with reference to the 

chosen AIC or SIC,  ̂    )    ̂    ) Remain 

constant even in cases of small samples. 

Therefore, the use of SIC results leads us to 

models with minimal parameters. 

 
iii- H-Q Hannan- Quinn Criterion: 

[5][7]

  

The researchers Quinn and Hannan (1979) 

proposed a new criterion for determining the rank 

of the studied model called Hannan-Quinn 

Criterion (H-Q (h)) and its mathematical formula: 

   =    ̂ 
         (

    )

 
)               

          ) 

As the second limit above decreases as quickly as 

possible at the stability of the rank due to the 

repeated logarithm. 

 

14. Forecasting: 
Prediction is one of the most important objectives 

of model construction in time series. It represents 

the last stage of time series analysis that can’t be 

accessed without passing all tests and diagnostic 

tests to validate the model used in prediction. The 

following is a forecast prediction of the GARCH 

model. In the same way for all models 

(EGARCH, GARCH-M) 

 

 

 

 

 

 

 

 
The prediction of the GARCH model (p, q)) 

(where p = 1, q = 1, GARCH (1.1)) is as follows: 

   =      
  |  ) =   ̂   ̂    

 
     ̂          

Predicting one future value 
                                             

     =     
   |  ) =   ̂   ̂      

 |  )   

 ̂       

     =  ̂    ̂         ̂        

     =  ̂    ̂    ̂          

Prediction of value L 
     =     

   |  ) =   ̂    ̂     
     |  )   

 ̂             |   )  

 ̂    ̂             ̂              =       

     =  ̂    ̂    ̂              
Thus, the general formula for predicting 

GARCH (p, q) models is as follows: 

     =  ̂  ∑ ̂        

 

   

 ∑ ̂        

 

   

 

 
15. Forecasting accuracy measures:  
to measure prediction accuracy developed 

standards are called the chosen model prediction 

accuracy standards is the most important. 

 

i-: Root Mean Square Error 

(RMSE) :-
 [3][11] 

This criterion is defined as the square root of the 

squared difference between both the actual 

variance and the prediction variability   
 , Due to 

the absence of significant real variation, the time 

series observations were used   
 . 

Thus, the RMSE formula is given as follows: 

    = √
 

 
 ∑   

    
 ̂ 
)  

 

   

        

=                    ) 
whereas 

  
 ̂ 

 represents the estimated variance. 

  
     represents the actual contrast. 

ii-: Mean Absolute Error (MAE)
 [3][10] 

This standard is defined as the absolute difference 

between actual and forecast variability, and the 

formula of the standard is given as follows: 

   =
 

 
∑ |  

    ̂ |
 
               )   
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16.Applied side 
The exchange rate series of the Iraqi dinar against 

the US dollar was analyzed for the period from 

9/4/2010 to 10/5-2018 on a daily basis except for 

non-trading days, and the views were 2864 daily. 

Yt returns were calculated using the natural 

logarithm of the data according to the following 

equation: 

yt = ln (Pt) - ln(P(t-1))         ..... (25) 

whereas: 
Pt: is the exchange rate of the Iraqi dinar against 

the US dollar at the period t. 

P (t-1): The exchange rate of the Iraqi dinar against 

the US dollar at the period t-1. 

 

Figure (1) shows the format of the time 

series of the Iraqi dinar against the 

dollar. 

 

 

 

 

 

 

 

 

 
 

Note from Figure (1) that the time series of the 

dinar exchange rate against the US dollar is 

unstable and has high volatility, indicating that 

there are fluctuations in the variance. 

Dicky Fuller Developer's Series Test 

Exchange Rates for Iraqi Dinar 

against US Dollar: 
For the purpose of detecting the stability of the 

time series of the exchange rate of the Iraqi dinar 

daily was calculated test Dicky Fuller developer 

and the test results as shown in Table (1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table (1) shows the developer's Dicky 

Fuller test to test the stability of the 

time series 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 shows that the values of p-value are 

greater than 5%, so we cannot reject the null 

hypothesis that there is a root alone in the time 

series, that is mean, the time series is unstable. 

 

 

 

 

 

 

Augmented Dickey-Fuller Test 

alternative: stationary   

Type 1: no 

drift no 

trend  

Type 2: 

with drift 

no trend  

Type 3: 

with drift 

and trend  

 Lag ADF    

        p.value 

 Lag    

ADF         

p.value 

 Lag         

ADF        

p.value 

 [1,]     0   

       -0.0574  

         0.627 

 [1,]   0   

          -

12.72          

0.01 

 [1,]   0  

             -

12.78       

0.0100 

 [2,]     1      

0.0658           

0.663 

 [2,]   1       

     -8.05    

      0.01 

 [2,]   1  

             -

8.09         

0.0100 

 [3,]     2      

0.1420           

0.685 

 [3,]   2      

      -6.17   

       0.01 

 [3,]   2     

          -

6.21        

0.0100 

 [4,]     3      

0.1754           

0.694 

 [4,]   3      

      -5.52   

       0.01 

 [4,]   3     

          -

5.55         

0.0100 

 [5,]     4      

0.2259           

0.709 

 [5,]   4      

      -4.67   

       0.01 

 [5,]   4    

           -

4.71        

0.0100 

 [6,]     5      

0.2596           

0.719 

 [6,]   5    

        -

4.23          

0.01 

 [6,]   5     

          -

4.27         

0.0100 

 [7,]     6      

0.2852           

0.726 

 [7,]   6       

     -3.93    

      0.01 

 [7,]   6     

          -

3.96         

0.0106 

 [8,]     7      

0.2958           

0.729 

 [8,]   7     

       -3.82   

       0.01 

 [8,]   7     

           -

3.85         

0.0159 

 [9,]     8      

0.2941           

0.729 

 [9,]   8     

        -

3.85          

0.01 

 [9,]   

8               

-3.88         

0.0145 
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Test the existence of a Autocorrelation 

between the errors of the series of the 

Iraqi dinar against the US dollar 
Box-Ljung test according to Equation (13) The 

results as built in Table (2) 

Table (2) shows the value of the Q-Stat 

test in the Iraqi dinar price series 

against the US dollar 

 

 

 

 

 

 

 

 

 
As shown in table (2), the correlations of the self-

correlations according to Q and p-value values 

less than 5% indicate that there is a significant 

correlation between the errors and the absence of 

homogeneity of the discrepancies of the observed 

series. U.S. dollar. 

Homogeneity of variance test series 

returns 
For the purpose of detecting the stability returns a 

string variation was calculated ARCH Test and 

referred to in the theoretical side of the equation 

(15) The test results as shown in Table 3. 

Table 3 shows the test to see arch and 

determine the homogeneity of 

variances for a series of Iraqi dinar 

rate against the US dollar 

 

 

 

 

 

 

 

 

 
From Table (3) we note that the value of p-value 

is less than 5% where we can’t reject the null 

hypothesis that provides homogeneity of 

discrepancies of the original data series 

 

 

 

 

 
 

Series Returns: returns were awarded a series 

by taking the first difference of natural logarithm 

data series exchange rates of the Iraqi dinar 

against the US dollar and in the daily summary 

below some measures series returns. 
Table 4 shows some statistics about the 

series returns 

   Min.;         1st Qu.;  Median;  Mean;  3rd Qu.  Max.  

-1.432e-02 -9.324e-05 0.0  5.290e-06  0.00  3.639e-02 

Jarque Bera Test 

data:  return series 

X-squared = 73341, df = 2, p-value < 2.2e-16 

Is evident from the above indicators calculated 

that the smallest value in the revenue chain was (-

1.432e-02) and the largest value was (3.639e-02) 

and that the average time series equal to 5.290e-

06)), and calculable (Jarque-Bera) which 

indicates That these residues do not follow the 

law of natural distribution at a significant level 

(5%). Can be illustrated by the graph of the series 

returns, as shown in Figure (2) 

Figure (2) shows the series of returns 

of the Iraqi dinar exchange rate 

against the dollar for the period 2010-

2018 

 
We note from the figure above that the string 

contains periods of volatility followed by periods 

of relative stagnation in the twists and turns, and 

so as we proceed in time. 

 

 

 

 

 

 

 

 

Box-Ljung test Box-Ljung test 

data:  residual data:  residual^2 

X-squared = 59299, df = 

40, p-value < 2.2e-16 

X-squared = 57562, df = 

40, p-value < 2.2e-16 

 

ARCH LM-test; Null hypothesis: no ARCH effects 

data:  residual 

Chi-squared = 2524.5, df = 12, p-value < 2.2e-16 
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Table 5 shows Dickey Fuller test 

developer to test the stability of 

returns series 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
We note from the above table that the values of 

p-value less than 5%, which indicates the 

rejection of the null hypothesis, which states that 

the series returns are unstable and this avoids that 

the predictions are inaccurate to appear. 

Table (6) below shows the test Q as well as the 

values of P-Value of less than 5%, indicating a 

significant self-correlation between the residuals, 

which confirms the existence of homogeneity of 

errors of the chain of returns shown by the box-

Ljung test 

Table 6 shows the effect of the test 

box-Ljung in a series of price returns 

of the dinar against the US dollar 

values 

 

 

 

 

 

 

 
Homogeneity of variance test series 

returns 
 

 

 

 

 

 
For the purpose of detecting the stability returns a 

string variation was calculated multiplier test 

Lagrange (ARCH Test) and referred to in the 

theoretical side of the equation (15) The test 

results as shown in Table 6. 

Table (7) shows the arch test to 

determine and determine the 

homogeneity of the variances of the 

series of returns of the Iraqi dinar 

against the US dollar 
Lagrange-Multiplier test: 

order         LM         p.value 

[1,]          4 6436         0 

[2,]          8 2096         0 

[3,]        12 1341         0 

[4,]        16  923          0 

[5,]        20  730          0 

[6,]        24  602          0 

Table No. (7) Note that the values of p-value less 

than 5% for more than one shift where I reject the 

null hypothesis which states that the homogeneity 

of variances series returns and accept alternative 

hypothesis which provides an impact for ARCH 

in returns string data. 

Estimation: 
 At this stage, the parameters of the studied 

models (GARCH, TGARCH, EGARCH, ARMA-

GARCH) are estimated for the purpose of 

determining the best model for forecasting the 

Iraqi dinar price series against the US dollar 

using the greatest possible method. 

Estimation of the GARCH model 

 

 

 

 

 

 

 

 

 

 
By studying the functions of self-correlation and 

partial depending on the tests used in the 

diagnosis of the degree of the specimen described 

in the preceding paragraphs could be four models 

diagnosed as shown in Table 8 was used model 

GARCH was estimated models described 

parameters and calculating the criteria for 

selection of the specimen is best as shown in the 

table (8) 

Augmented Dickey-Fuller Test 

alternative: stationary 

Type 1: no drift no 

trend 

Type 2: with drift 

no trend 

Type 3: with drift 

and trend 

lag     ADF   p.value 
lag    ADF     

p.value   
lag      ADF   p.value 

  0   -84.3    0.01    0   -84.3    0.01   0   -84.2    0.01 

  1   -58.5    0.01    1   -58.5    0.01  1   -58.5    0.01 

  2   -43.9    0.01    2    -43.9    0.01    2   -43.9    0.01 

  3   -39.7    0.01    3   -39.7    0.01   3   -39.7    0.01 

   4   -35.0    0.01    4   -35.0    0.01    4   -35.0    0.01 

  5   -31.3    0.01    5   -31.3    0.01   5   -31.3    0.01 

  6   -27.7    0.01   6   -27.7    0.01    6   -27.7    0.01 

  7   -24.4    0.01   7   -24.4    0.01    7   -24.4    0.01 

   8   -21.1    0.01   8   -21.1    0.01    8   -21.1    0.01 

 

Box-Ljung test Box-Ljung test 

data:  Residual 
data:  residual 

squared 

ꭓ-squared = 784.17, df = 

40, p-value < 2.2e-16 

ꭓ-squared = 1653.9, 

df = 40, p-value < 

2.2e-16 
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Table (8) shows the studied GARCH 

models and the normal distribution of 

errors is classified according to the 

criterion of choice of the best model. 

 

From Table (8) we find that the best model 

according to the selection criteria of AIC, 

SIC, H-QIC is GARCH (1.1). The estimated 
equation is: 

yt = 

         √            
             

   

*    
Estimation of the TGARCH model 
The TGARCH model was applied to the four 

sample models described above. Model 

parameters were estimated and the criteria 

for selecting the best model were calculated. 

As shown in Table 9. 

Table (9) shows the TGARCH models 

studied and the normal distribution of 

errors is determined according to the 

criterion of choice of the best model. 

 
From Table (9) we find that the best model 

studied in GARCH-M models will be TGARCH 

(1,2) according to AIC, SIC, H-QIC selection 

criteria. 

yt = 

         

√                   )     
              

            
  

*    

Estimation of the EGARCH model 
Table (10) shows that the best model estimated in 

the EGARCH models applied according to the 

appropriate model selection criteria is EGARCH 

(2.2), which can be written as follows: 
yt 

=          

√
 
                (    

 )       {|
    
    

| √
 

 
}       {|

    
    

| √
 

 
}        

    
    

       
    
     

*    

 

 

Table (10) shows the studied 

EGARCH models, and the normal 

distribution of errors is classified 

according to the criterion of choice of 

the best model 

 
Estimation of the ARMA-GARCH 

model 
The ARMA-GARCH model has been applied to 

the scores of the four previously diagnosed 

models, model parameters have been estimated 

and the criteria for selecting the best model have 

been calculated. As shown in Table 11, 

Table (11) shows the studied ARMA-

GARCH models, which have the 

normal distribution of errors 

 
From Table (11) we observe that the best model 

chosen is the ARMA (0,1) -GARCH (1,2) model 

according to the criteria for selecting the best 

model and its estimated equivalent as shown 

below: 

yt = 

            
  

√       )    
          

           
  *    

 

 

MOLEL

Estimate

µ -0.000002 -0.00006 -0.000005 -0.000002

Ω -1.194879 -0.059614 -1.171493 -1.175397

α1 0.061135 -0.204231 0.127602 0.024047

α2 -0.164868 -0.11967

λ1 0.494138 0.041791 0.271619 0.261054

λ2 0.28956 0.347751

β1 0.900554 1 0.900745 0.449306

β2 -0.006076 0.45087

AIC -10.313 -10.256 -10.334 -10.476

BIC -10.303 -10.243 -10.32 -10.459

H-QIC -10.309 -10.251 -10.329 -10.47

EGARCH(1,1) EGARCH(1,2) EGARCH(2,1) EGARCH(2,2)

MOLEL

Estimate

ma -0.637184 -0.638666 -0.63795 -0.6397

Ω 0 0 0 0

α1 0.050525 0.050367 0.025117 0.025

α2 0.025077 0.025

β1 0.901086 0.449921 0.900758 0.45

β2 0.450173 0.45

AIC -10.975 -11.048 -10.957 -11.028

BIC -10.967 -11.038 -10.947 -11.016

H-QIC -10.972 -11.045 -10.954 -11.024

ARMA(0,1)-

GARCH(1,1)

ARMA(0,1)-

GARCH(1,2)

ARMA(0,1)-

GARCH(2,1)

ARMA(0,1)-

GARCH(2,2)

MOLEL 

GARCH(1,1) GARCH(1,2) GARCH(2,1) GARCH(2,2) Estimate 

µ -0.000015 -0.000014 -0.000009 0.000048 

Ω 0 0 0 0 

α1 0.067387 0.078758 0.031976 0.049032 

α2     0.028076 0.033707 

β1 0.912577 0.453834 0.916645 0.471176 

β2   0.439405   0.430349 

AIC -11.025 -11.008 -10.986 -10.998 

BIC -11.017 -10.998 -10.975 -10.985 

H-QIC -11.022 -11.005 -10.982 -10.993 
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And to choose the best model for the series of 

returns of exchange rates of the Iraqi dinar 

against the US dollar for the period 2010 to 2018 

by comparing the estimated models as shown in 

table (12) 

Table (12) shows the best GARCH 

family models that have been adopted 

and the normal distribution of errors 

is classified according to the criterion 

of choice of the best model. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
From Table (11), the ARMA-GARCH model is 

superior to the other models. The best model of 

the proposed models is ARMA (0,1) -GARCH 

(1,2) according to the selection criteria of AIC, 

SIC, H-QIC 

Check the appropriate model 
  After diagnosing the model, determining its 

grade and estimating its parameters for a series of 

price returns, the model's efficiency and accuracy 

in interpreting the behavior of the time series 

should be ascertained. This is done by the Test 

and Box-Ljung for standard and standard square  

Table 13 shows the arch-test of the 

gears 

Weighted ARCH LM Tests 

                              Statistic    P-Value 

ARCH Lag[4]  0.001832    0.9659 

ARCH Lag[6]  0.003999     0.9999 

ARCH Lag[8]  0.004658     1.0000 

Note from the table above that the value of p-

value is greater than 5%. We can’t reject the null 

hypothesis that the errors are homogeneous 

 

 

 
Table (14) shows the Box-Ljung test to 

detect random errors of standard 

random square error errors 

Weighted Ljung-Box Test on Standardized 

Residuals 

                                               statistic   p-value 

Lag[1]                                    10.25     1.365e-03 

Lag[2*(p+q)+(p+q)-1][2]     10.25     6.829e-10 

Lag[4*(p+q)+(p+q)-1][5]     11.48     2.434e-04 

d.o.f=1 

H0 : No serial correlation 

Weighted Ljung-Box Test on Standardized Squared 

Residuals 

                                              statistic            p-value 

Lag[1]                                  0.001033          0.9744 

Lag[2*(p+q)+(p+q)-1][8]   0.005800          1.0000 

Lag[4*(p+q)+(p+q)-1][14]  0.010925         1.0000 

d.o.f=3 

Note that the standard errors in the displacements 

(1,4,6) mean that the standard errors are not 

normal distributed. Note that the standard error 

boxes are not significant in the displacements 

(1,4,6). This means that the standard errors are 

distributed naturally 

Figure 3 illustrates the prediction of 

the values of the series returns and 

confidence limits for those predictions 

and the estimated variation 

 
We note from Figure (3) confidence limits for the 

values of the real and predictive values of the 

series returns, as well as the estimated variance. 
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Table (15) shows a comparison 

between the ARMA-GARCH and 

GARCH model according to the 

criterion of choice of the best model 

 

 

 

 

 

 
We note from the above table as well as superior 

specimen ARMA-GARCH on the specimen by 

GARCH standards (MAE, RMS,) and this in turn 

suggests that the specimen ARMA (0,1) -

GARCH (2,1) flour to a large extent and is 

therefore the best specimen to predict prices 

Exchange of the Iraqi dinar against the US dollar. 

The GARCH (1,1) model was chosen for 

comparison because it is very close to the ARMA 

model (0.1) -GARCH (2.1) according to the 

criteria for model selection (AIC, SIC, H-QIC). 

 

Conclusions and recommendations 

Conclusions 
1 - The exchange rate of the Iraqi dinar against 

the US dollar was unstable in the middle and 

contrast. 

2. The series returns have turned stable chain in 

the center by Dickey Fuller test. 

3. The series returns are unstable by arch test 

contains a serial link (moral links). 

4. The best model is the ARMA (0-1) -GARCH 

(2.1) model, which is superior to the other models 

studied according to AIC, SIC, H-Q 

5. The selected model is superior to RMSE, 

MAE, compared with GARCH (1,1). 

6. The models of autoregression conditional on 

heterogeneity of variance are more efficient in 

predicting fluctuations. 

 

Recommendations 
1. Use other models for comparison such as 

models, GARCH-M IGARCH, NGARCH 

2. Use other methods to estimate model 

parameters such as QMLE. 

3. Using the GARCH family models to predict 

other financial time series to estimate and study 

the behavior of these strings because they have 

the ability to explain the behavior of these strings 

characterized by heterogeneity of variance. 
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( ، "تحليل ًوـارج السـلاسـل 8002عبذ الله، سهيـل ًجــن، ). 7

( ARCH & GARCHهـي ًـــىع ) الــضهٌـيت اللاخطيت

للشتب الذًيا باستعوال الوحاكاة". أطشوحت دكتىساٍ، جاهعت 

 بغذاد.

هقاسًت بعط الوقذساث  ( ،"8002. عٌبش، جٌاى عبذ الله، )8

 GARCHالبيضيت الحصيٌت هع هقذساث اخشي لأًوىرج 

 هع تطبيق عولي"، أطشوحت دكتىساٍ، جاهعت بغذاد. (1,1)

استخذام ًوارج  ("8002جوال، ) . عىض الله، خلىد9

SARIMA  وWinters-Holt في التٌبؤ بالسلاسل 

 غضة-الضهٌيت الوىسويت"، سسالت هاجستيش، جاهعت الاصهش       

(،"التٌبؤ باستعوال ًوارج 8002. كاظن، بشيذة بشهاى، )10

الاًحذاس الزاتي العاهت الوششوطت بعذم تجاًس التبايي 

(GARCH الوىسويت هع ) تطبيق عولي"، سسالت

 هاجستيش، جاهعت بغذاد.

   "استخذام ًوارج الاًحذاس  ، (8002.  يادكاس، احوذ شاهاس )11

الزاتي الوششوطت بىجىد عذم التجاًس التبايي في التٌبؤ 

بسعش الإغلاق اليىهي لوؤشش سىق العشاق للأوساق الواليت" 

 قسن الاحصاء كليت الاداسة والاقتصادسسالت هاجستيش، 

 .جاهعت بغذاد

 

 

 

 

 

 

 

 

 

 

 

 

 

MODEL RMSE MAE 

ARMA (0,1)-GARCH 

(2,1) 0.0006355353 0.0003258179 

GARCH (1,1) 0.0006560953 0.0002865495 
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التنبؤ بأسعار سعر الصرف للدينار العراقي مقابل الدولار الامريكي باستعمال صيغ 
 .GARCHمختلفة من نماذج 

 

  

 محمد جبيب الشاروط              عمر محي محسن الرمضان

 جامعة القادسية / كلية الإدارة والاقتصاد

 
 المستخلص:

السلاسل الزمنية التي تتصف بتقلباتها الكبيرة مما يجعلها تعاني من مشكله عدم تجانس التباين بشكل هناك العديد من 
واضح، حيث ان تحليل السلاسل الزمنية تشترط تجانس التباين ولهذا الغرض تم دراسة واستعراض بعض النماذج 

 تباين وهيالمهمة المستخدمة في التعامل مع السلاسل الزمنية غير المتجانسة في ال
  GARCH, TGARCH, EGACH, ARMA-GARCH  عندما يتبع توزيع الأخطاء التوزيع الطبيعي والتي

وقد هدفت هذه الدراسة الى التنبؤ بأسعار الصرف للدينار العراقي مقابل  ,1982منذ عام  Engleاكتشفت من قبل 
لبات لسلسلة عوائد أسعار الصرف حيث تبين من خلال تحليل بالتق 2018ولغاية  2010الدولار الامريكي للفترة من 

 ARMA (0,1)-GARCH (2,1) من خلال التطبيق على البيانات المدروسة ان افضل انموذج للتنبؤ بالتقلبات هو

 . ومعنوية معلمات الانموذج المقدر AIC, SIC, H-QIC بالاعتماد على بعض معايير اختيار الانموذج
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  قواعــد النشــر                                   
    

 
 

o وانشياضياخ تُشش انثحىث انؼهًيح انشطيُح راخ انؼلالح تؼهىو  بىؼًُ يزهح انمادسيح نؼهىو انحاست

 . انحاسثاخ ,انشياضياخ ,الإحظاء وانًؼهىياتيح وانفيضياء انحاسىتيح وانتي نى تُشش أو تمذو نهُشش ساتما

o وخاسره  يى انؼهًي يٍ نذٌ اختظاطيٍ يٍ داخم انمطشينثحىث انًمذيح نهتمتخضغ ا. 

o ـػه ىديٍـاو انؼًـتُظ يمذو انثحج يطثىػا( وسق اتيض ريذ لياط ًA4 ) او ــــاػفح وتُظـافح يضـوتًس

 (10)واٌ يكىٌ حزى انخظ انًستخذو في طثاػح انثحج   office 2010حظشا واٌ يكىٌ َظاو  wordانـ 

 Timeوَىػه  bold (12)واسى انثاحج يكىٌ حزى انخظ  ياػذا انؼُىاٌ Time New Roman  وَىػه

New Roman  ,  أيا انزذاول والإشكال فيكىٌ انخظbold  وَىػهTime New Roman   وػُذ

 ورىد انًؼادلاخ في انثحج يزة إضافتها تاستخذاو يحشس انًؼادلاخ .

o ( تمذيى يهخض نثحخ ٍيأو انثاحخيػهً انثاحج )ح يتضًٍ ػُىاٌ انثحج واسى والاَكهيضي تانهغتيٍ انؼشتيح ه

 . ( كهًح200-150ٍ وػُاويُهى تحذود )يأو انثاحخي انثاحج

o ( ٍيأو انثاحخيػهً انثاحج ) . ادساد انثشيذ الانكتشوَي ويفضم اٌ يكىٌ تشيذ سسًي 

o  شتثح انؼهًيح , رهح الاَتساب , راخ انثياَاخ انخاطح ته ) اسى انثاحج , انً ( ٍيأو انثاحخيانثاحج )استخذاو

 انثشيذ الانكتشوَي انشسًي ( وانًستخذيح في تحىحه انساتمح .

o انخلاطح تانهغح  , انُتائذ وانًُالشح , انًىاد وطشائك انؼًم , انًمذيح يشتة انثحج كًا يأتي انخلاطح ,

 . انخاَيح تتضًٍ ػُىاٌ انثحج, اسى انثاحج ويكاٌ ػًهه

o ثحج تإتثاع أسهىب انتشليى حسة أسثميح ركش انًظذس وتزكش انًظادس في انُهايح يتى ركش انًظادس في ان

 ػهً انىره الأتي :

,  اَتهاء انثحج و تذءطفحتي , سلى  , انؼذد , انًزهذ نًزهحػُىاٌ انثحج اسى ا (يٍيأو انثاحخاسى انثاحج )

 . تيٍ لىسيٍ سُح انُشش

o واٌ يمذو انثاحج أستغ َسخ يٍ انثحج فمظ الاَكهيضيح حانثحىث تانهغ تُشش ( وسليح + الشاصCD) . 

o يى وانتظىيثاخ وػُذ انمثىل انُهائي يمذو انثحج ػهً لشص مييٍ ػًهيح انت تؼذ الاَتهاءCD (office 

2010 + pdf ) يغ َسخح وسليح َهائيح  . 

o ح تزاوص ػذد وتُظاو انؼًىديٍ وفي حاناخ فحاخ انثحج انًمذو نهُشش ػٍ ػشش طفحأٌ لا تضيذ ط

واٌ لايتزاوص انؼذد طفحاخ انثحج اكخش يٍ رنك يتى دفغ خًسح الاف ديُاس ػشالي نكم طفحح صيادج 

 .طفحح  20الارًاني نهثحج 

o ( تؼتًذ انًزهح تظُيفMathematics Subject Classificatio   في َششها نهثحىث )

 انؼهًيح .

o حج .يمذو انثاحج انتظُيف انًؼتًذ في انًزهح نًىضىع انث 

o لاتي :اارىس انتمييى وانُشش نهًزهح ك 
 ( انف ديُاس ػشالي .30000ارىس انتمييى ) -اولا :

 لاتي :اارىس انُشش حسة انهمة انؼهًي نهثاحج وك -حاَيا :

 انف ديُاس ػشالي . (50000انًذسط انًساػذ وانًذسط ) -1
 ( انف ديُاس ػشالي .05000الاستار انًساػذ ) -2
 ُاس ػشالي .( انف دي100000الاستار ) -3

 

 ( انف ديُاس ػشالي غيش لاتم نهشد وفي حانح لثىل35000يلاحظح : ػُذ تمذيى انثحج يذفغ انثاحج يثهغ )

 انؼهًي . هنمثح الارىس حسة في انًزهح يذفغ تمي َشش تحخه

وفي حانح اػادج فحض  , ف ديُاس ػشالي غيش لاتم نهشد ارىس استلال( الا10000كًا ويذفغ يثهغ )

  ( كأرىس اػادج استلال . 10000نهثحج يشج اخشي يؼاد دفغ انًثهغ )  الاستلال
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ػػاضؼغئظػالادتذارغظ
 

o )أ.د.ػظوريػسرحانػاضطغاحيػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػ)جاططظػاضػاددغظ 

o جاططظػاضػاددغظ(ػػػػأ.د.ػطحطدػحبغبػاضذاروطػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػ( 

o جاططظػبعداد(ػػػػػػأ.د.ػربدػاضرحطنػحطغدػطجغدػػػػػػػػػػػػػػػػػػػػػػػػػػ( 

o ػ)جاططظػبابل(ػػػػػػػأ.د.ػظبغلػعاذمػالاررجيػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػ
o جاططظػاضطوصل(ػػػػػػػػأ.د.ػرباسػغوظسػاضبغاتيػػػػػػػػػػػػػػػػػػػػػػػػػ( 

o أ.د.ػطارقػصاضحػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػ)جاططظػاضطدتظصرغظ(ػػ 

o جاططظػاضطوصل(ػػػػػػػػػ.ػظزارػحطدونػذصرػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػأ.دػ( 

o ػ)جاططظػبابل(ػػػػػػػػػأ.د.ػتوسغقػربداضخاضقػالادديػػػػػػػػػػػػػػػػ
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ػعغئظػاضتحرغرػ
o رئغسػاضتحرغرػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػطحطدػرباسػصاظمأ.م.ػد.ػ 

o ػػػػػػػغرػاضتحرغرطدػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػشصيػحاتمػرصارد.ػ
o (أ.ػد.ػGangadharan M.)رضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػ                                                     

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػأ.د.ػػوشاصػزاضبػرطذان 

o (أ.ػد.ػYongjin Li.)رضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػ                                                                   

o أ.م.ػد.ػ (        (  N. Magesh        ػػػػػػػػػػػػػػػػػػػػػػػػ                 رضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػ 

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػأ.م.ػد.دطغدػاحطدػاضراذدي 

o أ.م.ػد.ػ (        (  Pourya Shamsolmoali                      رضوا 

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػأ.م.ػد.ػرضيػجوادػصاظم 

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػأ.م.ػد.ػرػغلػطؼديػرطضان 

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػأ.م.ػد.ػػضطغاءػربدػظور 

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػصاضحأ.م.ػد.ػضغاءػزازيػ 

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػأ.م.ػدػرضيػطحدنػطحطد 

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػأ.م.ػد.ػاصبرػزاداػ 

o ػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػد.ػطصطغىػجوادػردغف
 

ػضجظظػاضتظضغد
o غدائرػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػد.ػشصيػحاتمػرصار 

o رضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػاضدغدةػبذرىػصاطلػعلال 

o ػرضواػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػػاضدغدػرطارػربدػاضضهػززغر
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